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1 The problem of the contextuality of entropy: Fertile ground for the reconciliation of Georgescu-Roegen’s views with modern approaches

Since Georgescu-Roegen’s (1971) seminal contribution to evolutionary economics, the debate over the possible role of the concept of entropy for the foundations of economics in general and ecological economics in particular has been raging on uninterruptedly (see e.g. Gillett 2006 vs. Lozada 2006). Georgescu-Roegen remains very influential in both his achievements and his mistakes. An important part of his legacy for ecological economics is the focus on phenomenological thermodynamics and the related issues of energy and entropy, which are directly pertinent to environmental challenges, on first sight. This also implies a close affinity with the engineering perspective on thermodynamics, as environmental problems are mostly engineering problems under economic constraints. This focus mostly leads to the conclusion that entropy is an analytical category of a degree of abstraction that renders it useless for economics (Bünstorf 2004: 25ff.), and, if taken seriously in its physical meaning, irrelevant for economic analysis because of the sheer difference in magnitudes that exist between entropic processes of the earth system and the entropic processes of man-made systems.

I think that this conclusion is premature, because one challenge is still open. This is to reconcile the thermodynamic use of entropy and the information theoretic use, which has been achieved for long in the general mathematical treatment of entropy (surveyed e.g. by Niven 2007). Both have been scrutinized by Ayres (1994) in his seminal contribution, and Ayres had already developed two important insights, starting out from an observation that directly matches with Georgescu-Roegen’s original qualms with statistical mechanics: This is that information is an intensive (hence, qualitative, or dialectic variable, in Georgescu-Roegen’s parlance), whereas entropy in thermodynamics is an extensive variable (Ayres 1994: 36). One of Ayres’ insights is that there is a direct physical relation between Shannon information $H$ and thermodynamic magnitudes, because the former can be interpreted as a general measure of distinguishability of a system from its environment. The other is to distinguish between this thermodynamic concept of information (D-information in his terminology) and the evolutionary one, which is survival relevant information. The latter refers to a selective context in which certain information proves to be functional with reference to differential reproduction.

In my mind, this distinction does not make full use of the observation that in the case of distinguishability, entropy is also a contextual magnitude, which is only made commensurable via reference to standardized environments. So, both kinds of entropy are contextual, but in different ways. The contextuality of entropy also underlies all economically relevant uses of energetic concepts, which build on the notion of exergy, or potential useful work, relative to a particular environment of a system. I think that this observation paves the way to reconcile Georgescu-Roegen’s perspective with the modern view on entropy.

This reconciliation can be most straightforwardly achieved if we make full use of the Jaynes approach to entropy, which is still neglected in economics (compare Ruth 2005). This approach has gained in prominence with the recent rise of Maximum Entropy concepts in physics, especially in the earth sciences (Whitfield 2005; Kleidon 2009, 2010). It builds on the
statistical mechanics foundation of thermodynamics, and seems therefore plainly incompati-
ble with Georgescu-Roegen’s critique of Boltzmann. But a closer look shows that one of
Georgescu-Roegen’s central ideas, the distinction between arithmomorphic and qualita-
tive theories, can be reconciled with the Jaynes’s view. This is possible if we start out from one of
Georgescu-Roegen’s most fundamental points, namely the distinction between time as a me-
chanical phenomenon and time as a subjective experience (Georgescu-Roegen 1971: 132ff.).
Subsequently, I show that this distinction can be given more analytical precision if we intro-
duce the two notions of observer independent and observer relative entropy, and show that
evolution is a two-sided phenomenon, both manifesting the linear growth of observer inde-
pendent entropy according to the Second Law, and the sequence of incommensurable ob-
server relative entropies, which reflect structural novelty of the state space in which evolution
proceeds. By this conceptual innovation, which builds on earlier contributions such as
Salthe’s (1993) distinction between internalist and externalist measures of entropy, I also hope
to offer a unifying framework for Ayres’ distinction between D-information and S-
information. I think that this distinction becomes obsolete if we distinguish between the two
complementary concepts of entropy, such that we arrive at an evolutionary conception of en-
tropy, which then effectively bridges between Georgescu-Roegen’s natural philosophy and the
modern view.

I proceed as follows. In section 2, the main part of the article, I discuss the two versions of the
maximum entropy approach, MaxEnt as an inference method, and MEP as a physical theory
about open non-equilibrium systems. I offer a conceptual unification by evolutionary theory.
In section 3 I discuss how this can be related to Georgescu-Roegen’s notion of time. Section 4
shows the relevance for ecological economics. Section 5 concludes.

2 Maximum Entropy, observer relativity and evolution

2.1 Observer relative and observer independent facts

The current debate over the Maximum Entropy principle girates around the distinction be-
tween the MaxEnt principle and the Maximum Entropy Production Principle (MEPP). The
MaxEnt Principle directly follows from statistical mechanics and interprets entropy as a lack
of information on part of an observer. MaxEnt just states that an observer should assume the
most probable distribution of an partly unkown set of events over a state space, given certain
constraints. The MEP principle relates with phenomenological thermodynamics and refers to
the physics of energy flows, thus introduces the additional assumption that the observed
physical system will realize the most probable state. It is an open issue whether the two prin-
ciples are ultimately the same physical propositions, or, whether MaxEnt necessarily implies
MEPP. Therefore, I discuss the two in turn.

However, before doing that, it is necessary to introduce the distinction between observer in-
dependent (OI) and observer relative (OR) facts, that has been made a cornerstone of natural-
istic ontology by Searle (Searle 1995, 2004). An observer independent fact is a fact that exists
without relation to an act of observation, such as a rock or a tree. An observer relative fact is a fact that only exists because there is an observer. This includes all what philosophers call qualia, such as pain, but also a vast domain of social and cultural facts, such as money or a fence. Entities can have both properties: The fence exists independent from an observer, but even if it is easy to climb, it becomes an almost insurmountable barrier as a legal fact, which is observer relative.

Two additions to Searle’s original conception are necessary for my treatment of entropy.

Firstly, Searle mainly thinks of human observers, and hence relates OR facts to mental phenomena. In a consistent naturalistic approach, this is far too narrow, as it seems evident that all living systems manifest processes of observation, as when a bacterium screens its environment for nutrients (Ben Jacob 1998, Ben-Jacob et al. 2006). We can formulate more abstractly that any process which generates information is an observation, which turns this concepts into a special category of causality, namely a function (for an early related view, see Bateson 1979). This is the approach taken in teleosemantics, which reduces all mental phenomena (that is, intentionality and meaning) to functions (Dretske 1981, Millikan 1989, MacDonald and Papineau 2006, Neander 2009). So, for example, a thermometer observes its environment, because it generates information that is part of a function, such as regulating a heating system, in a basically similar way as the human skin does, ultimately regulating human behavior directed at thermoregulation. Further, the process of observation can have different levels of aggregation. For example, we might think of our skin as a part of our body that observes the temperature of an object, or we might conceive of an entire ecosystem as an aggregate observer of the temperature of an object. In particular, observations can be manifested in evolving populations of systems with functions, as in the case of species-specific systems of perception and behavioral control.

Secondly, all facts of science are OR facts, because they relate with a human observer using a complex symbolic language. This holds true even though they are intended to describe OI facts. Yet, we have to distinguish between concepts that are explicitly intended to refer to OI facts (though being OR facts on basic philosophical grounds), and those concepts that explicitly refer to an observer.

I claim that these distinctions suffice to reconcile Georgescu-Roegen’s approach with modern physical approaches to entropy, because he relates the distinction between arithmomorhic and qualitative concepts with the existence of an observer, especially in his discussion of the reference frame of time, where he distinguishes mechanical time and the arrow of time which is rooted in subjective experience. In our context, this introduces the distinction between OI and OR time.

Armed with this conceptual distinction, I can now introduce the fundamental difference between observer relative Entropy_{OR} and observer independent Entropy_{OI}. I posit that the current distinction between MaxEnt and MEP corresponds to these two entropies, respectively, and that this resolves the Georgescu-Roegen dilemma.
2.2 Evolution conditions MaxEnt and manifests Maximum Entropy Production

2.2.1 MaxEnt: A principle of selection

In economics so far, the MaxEnt principle has only exerted a strong impact on econometrics because it is basically an inference principle. Dewar (2009) has argued recently, that, as inference principle it has a much broader and principled role in the theory of entropy and in physics generally (see also the original statement by Jaynes 1998). The original Gibbs-Jaynes approach treated entropy as a measure of ignorance on part of the observer of a system. The entropy of a system, in this case directly using the Boltzmann formula, is the maximum number of microstates compatible with a set of macrostates, given certain constraints on the system. The MaxEnt principle states that in predictions of macrostates, the observer should choose those states in which the related microstates manifest the maximum entropy, i.e. are the most probable ones.

This entropy is not an absolute value, because it depends on the constraints on the macrostates. As Jaynes (1965) has demonstrated forcefully, entropy – in Searle’s notation – is an observer relative magnitude, because it depends on the setting of macrostates and the constraints. In physics, these are experimental settings which depend on the choice of a theory and the pertinent physical variables. Thus, in Jaynes’ own example, the entropy of a crystal is different depending on whether one considers temperature, pressure and volume, or when one considers temperature, strain and polarization. Hence, Jaynes concluded that entropy is an anthropomorphic concept. In Niven’s (2007) parlance, the underlying notion of an ensemble is a mental phenomenon, that is, it is an OR fact.

In Dewar’s (2009) view, this approach can be turned dynamic in the sense of generalizing over the MaxEnt principle as an estimation technique (fig. 1). In this case, the macrostates correspond to conjectures about the kind, number and structure of macrostates with constraints which are necessary to predict the future change of a system. The MaxEnt principle then simply states that those constraints are identified as the causally relevant ones, at which the entropy of the microstates is maximal. If the latter fails to prove, the constraints have to be changed. Thus, MaxEnt is not a physical principle on its own, but only a theoretical and methodological concept that allows to identify the physically relevant constraints on a system.
Fig. 1: The MaxEnt principle

A complex system is differentiated into macroscopic states and microscopic states. Future macroscopic states are predicted by choosing the maximum entropy microstates, given the constraints on the system.

Thus, it is straightforward to recognize that MaxEnt establishes an observer relative notion of entropy, as the choice of macrostates and constraints depends on the interests of the observer, that is, which kind of physical change is in focus. This explains the formal homology with Shannon entropy as a measure of information, in which observer relativity is constitutive, i.e. depending on arbitrary partitions of the state space, which ultimately depend on the interests of the users of a code to convey a message. Therefore, the question is whether we can formulate a general notion of observer relativity and apply this on MaxEnt. This is indeed possible if we interpret Dewar’s methodological view in the more general horizon of evolutionary epistemology, i.e. interpret MaxEnt as a feature of evolving information processing systems under natural selection (Popper 1972, Bradie and Harms 2008).

As I posited previously, this can be achieved by introducing the notion of a function. We can say that the determination of the macrostates and the constraints depends on the function of the chosen macrostates in the system into which the physical process of observation is embedded. In Dewar’s view, those functions are the physical theories which are supposed to provide guideposts for successful experimental actions. Following evolutionary epistemology and teleosemantics, we can generalize this idea into a naturalistic approach to observation, such that we can say that functions are the result of natural selection. In this view, any biological, technological and other function is a generalized inference device which links a mechanism of prediction with an action that produces causal effects that are relevant in a selective context (for a related approach, see Dennett 1995; on a universal concept of an inference device, see Wolpert 2008). That is, the most general purpose inhering a function is the contribution to differential reproduction of the system of which the function is a part. I am aware of the fact that this is a contentious statement of its own, opening up the Pandora’s box.
of the perennial debates over Darwinism, but I ask the kind reader to accept this as a provisional, relatively safe point of departure.

The central insight is that this means that the determination of macrostates is an evolutionary phenomenon, in the sense that the functions of the embedding systems evolve. The interpretation of the MaxEnt principle is straightforward in this context (see fig. 2). If Dewar argues that the MaxEnt principle is a way of testing physical theories and adapting them to an unknown and complex reality, we can now say that MaxEnt is criterion of selection in a complex evolutionary process. In other words, if MaxEnt fails, an observation of an object system fails to cause proper functioning of an observing system because there is a feedback mechanism that reveals that some important constraints on the object system have not been sufficiently included into the function. In contrast, the actualization of MaxEnt means that the observing system has attained a level of functioning in which all other information, beyond the information about the macrostates and constraints of the object system, is irrelevant, and can hence be assigned to the equiprobability measure.

**Fig. 2: MaxEnt and selection**

*MaxEnt is a principle of the selection of functions, because a function is an inference device where correct predictions of macrostates of object systems condition proper functioning. Macrostates under constraints are states of systems which are functionally relevant. The optimal predictive performance is achieved if all other microstates of the object system are irrelevant, hence assigned to the MaxEnt state. All relevant information in the constraints and the macrostates has been extracted by the selection of functions.*

Dewar (2009) also presents the essential argument why this works: This is the computational efficiency of MaxEnt. A system that approaches MaxEnt economizes on information because if MaxEnt is achieved, there is no need to collect further information beyond the information about the macrostates and constraints. Certainly, computational efficiency and speed is also a central criterion in natural selection. That is, we can hypothesize that natural selection manifests the MaxEnt principle in the sense that all processes of observation will follow the MaxEnt logic. Frank (2009a,b) has recently presented a strong argument in favour of this view in demonstrating that all statistical distributions observed in nature can be reduced to the Max-
Ent formalism (for related arguments, see Grönholm and Annila 2007, or Dewar and Porté 2008). For example, a power law can be explained as a MaxEnt solution in terms of the constraints under which the corresponding process operates. That means, the statistical distributions reflect the information that is necessary for systems functioning in the context of natural selection. All other information is useless, with regard to the proper functioning of the selected systems.

Against the background of these arguments, we can see that the distinction between D-information and S-information introduced by Ayres (1994) becomes obsolete. We can instead argue that the reference frame for D-information is itself the result of evolution, such that S-information and D-information are only two sides of the same coin. Indeed, we might argue that S-information is the observer relative mode, whereas D-information is the observer independent mode of the same underlying physical phenomenon. However, this proposition is only true if we can also give an explication of MaxEnt in terms of MEPP, which stands at the centre of attention in the current debates over the Maximum Entropy approach.

2.2.2 MEPP: The ultimate finality of hierarchical evolutionary systems

The MaxEnt principle does not directly assert that the object system also manifests the state of maximum entropy, but only states that the observing system adopts those representations of the object system in terms of macrostates in which the entropy in terms of the number of possible microstates is maximized, hence the information loss in terms of the proper functioning of the observing system is minimized. The question is, how far does this also imply that the observed system maximizes entropy? This is the hypothesis of Maximum Entropy Production. In asking this question, we switch from entropy$_{OR}$ to entropy$_{OI}$, because we tacitly suppose that the selection process will approximate a physical reality which is observer independent. This move corresponds to the necessary step in the conceptual foundations of entropy to include always the entire ensemble entropy into entropy analysis, that is, the observed object and the observing system entropy (Zeh 2005). In the argument of section 2.2.1. this means to switch from the function to the entire evolutionary system, into which the observing system is embedded (fig. 3).
Fig. 3: Observer independent and observer relative entropy

The analysis of entropy has to distinguish between the causal relation that exists between an observing system \( O \) and an observed object system \( A \), and the embedding system that contains the two systems.

Whether the MaxEnt necessarily implies the MEP principle is an open question in the current debate (Paltridge 2009, Niven 2009). One argument with direct relevance for the Georgescu-Roegen view is presented in the earth sciences. This argument is central because it also establishes a direct connection with Lotka’s (1922a,b) conjecture about evolution and natural selection, which states that evolving systems maximize energy flux. Thus, the maximum power principle is treated as a correlate of the MEP principle. This view has been concisely developed by Kleidon (2009, 2010) and states that open non-equilibrium systems such as the earth system will always manifest the tendency to approach the maximum entropy state, which is defined as the macroscopic state which is most probable, given energy and mass-balance constraints. This tendency is empirically complex because the respective manifold processes proceed in vastly different time scales. But the general property of these different processes is that they tend towards a solution to the trade off between forces and fluxes that correspond to the maximum power principle, i.e. the point at which the degradation of a force via the flux obtains a maximum value, taking the reduction of the force by the flux into consideration. Kleidon offers the electric circuit model as a conceptual reference structure, which distinguishes between the generators (of disequilibria), the condensators (states far from equilibrium) and resistors (dissipative processes). Every MEP system can then be analyzed as consisting of two loops, with one depleting a capacitor through time via the dissipation of the resistor, and the other adding a current via a generator, which would obtain a steady state away from equilibrium. So, for example, the energy flows in the sun-earth system can be distinguished into the disequilibrium states, i.e. the temperature differences (capacitors), the dissipative processes, i.e. emissions of radiation (resistors) and the processes that drive disequilibrium, i.e. absorption of radiation (generators). These are coupled with other subsystems, such as the carbon cycles or the hydrologic cycles. The MEP principle states that all the dissipating structures in these systems will evolve into states in which the gradients of energy dissipation are the steepest, corresponding to the maximum power principle.

Annila and collaborators have recently shown that the maximum entropy approach can be generalized into the analysis of any kind of hierarchical system in which different levels of
energy densities prevail, as in the model case of chains of chemical reactions (Annila and Kusimanen 2009, Annila and Salthe 2010). In this case, the probabilities of different microstates can be directly defined via the thermodynamic gradients between the different levels. The MEP principle states that complex systems will always structurally evolve such that over all levels, the rate of energy dissipation, and hence the ultimate production of entropy, will be maximized.

How can we relate this approach to the more general evolutionary perspective on MaxEnt? I develop the subsequent argument along the structure outlined in figure 4.

**Fig. 4: The relationship between MaxEnt and MEP**

*In a general structure of evolving systems under natural selection, the interaction between observing and observed systems is governed by the MaxEnt principle. The entire system is embedded into the environment via energy throughputs and energy dispersal. Energy dispersal happens via work and heat, with reference to macroscopic and microscopic processes. The actualization of functions under natural selection follows the Maximum Power principle. As a result, the entire system ultimately realizes MEP.*

The diagram shows an open system that is embedded into the environment, and which is turn consisting of two systems which stand in the causal relation of observation with each other. This is the most simple form of a hierarchical structure. The observing system manifests a function with reference to the higher-level system, such as an adaptation in an ecosystem. Then, the conjoint hypotheses of MaxEnt and MEP imply:
1. The higher level system receives an energy flux which is dissipated via the causal processes of the lower-level systems on both the macroscopic and the microscopic level.

2. The lower-level observing system relates causally with the object system, such that the observed system transfers energy to the former in the form of work, which involves conjoint changes of macrostates. This change of macrostates of the observing system contributes to the realization of a function.

3. The observing system infers the macrostates of the observed system via the MaxEnt process, which implies maximization on entropy with reference to the microstates.

4. Both systems dissipate energy on the microscopic level in the form of heat, concomitant with the macroscopic causal interaction.

5. The function of the observing system maximizes power as a result of the natural selection of functions.

6. The entire, hierarchically nested and causally coupled process maximizes entropy.

Adding some more detail to this argument, I think there are two fundamental reasons why we are justified to posit the correspondence of MaxEnt and MEP, beyond the purely mathematical considerations (Niven 2007, 2009). One is an epistemological. Even though we state observer relativity with reference to functions, the underlying causality, which determines proper functioning in terms of selection, is observer independent. This implies that in the underlying physical interaction, the relation between the cause and the effect must manifest a homologous differentiation between the macrostates and the microstates. This applies with special force if we consider natural selection, because in this case we think about a statistical correlation, with evolving populations of systems with functions. If we think of both the object and the observing systems as dynamical systems, their statistical correlation will reflect MaxEnt, which also implies that the causally relevant system manifests MaxEnt. In other words, the causal relation between the observed system and the function of the observing system is a relation that connects macrostates, such that all other causally irrelevant properties of the observed system approximate the maximum entropy state. For example, at a certain point of time the interaction between species is determined by macroscopic behavioral regularities and at the same time there is a maximum of behaviorally neutral individual variation among the members of the species. So, MaxEnt applies for the behavioral interaction based on the generic properties of species, and actual variety on the individual level follows MEP, which, in the course of natural selection, also implies maximum power on the macroscopic level of functions.

The latter part of the previous proposition goes back to Lotka’s (1922a,b) conjecture about maximum energy flux in evolving systems (compare Kleidon and Lorenz 2005a, Kleidon 2009). Lotka argues that natural selection will maximize energy flux because this produces performances of living systems that are positively selected by natural selection (for detailed and encompassing overviews of recent generalizations and confirmations, see Vermeij 2004, Odum 2007). If we relate this with the previous discussion of functions, we have to modify this argument by distinguishing between microscopic and macroscopic aspects of the underly-
ing causalities. In this case, the maximum power principle relates to the macroscopic level, in the sense that maximum power is the state in which the respective functions achieve maximum performances in the macroscopic dimensions. In the same way as the MaxEnt principle states that the approximation to the true macroscopic pattern is achieved via the maximization of the entropy of the microstates, the MEP principle states that the maximum power state is achieved on the macroscopic level if microscopic entropy production of the entire system is at the maximum. This establishes the second evolutionary rationale for the correspondence between MaxEnt and MEP. For example, a species will evolve towards the maximization of macro-level properties such as body size, speed of movement, range of action etc., which at the same time implies that these are gradients in the hierarchical structure of the embedding ecosystem along which energy dissipation is maximal, thus ultimately maximizing entropy_{OI}.

The maximum power principle builds the bridge between MEP and economic applications. This can be shown by analyzing the physical notion of work in terms of the statistical mechanics framework. In the thermodynamics framework, work is defined negatively as all energy transfers between systems that do not directly involve a difference in temperature (Gillett 2006: 59). Positively, in the statistical mechanics framework, work is an energy transfer that changes macrostates, with heat being the energy transfer that changes microstates, given constraints. This definition allows for an interesting switch to the everyday notion of work, which relates to the purposive expense of effort. This can be systematically integrated in the evolutionary framework in which we can define work as an energy transfer that affects a function, hence causally relates macrostates of systems. This energy transfer is the depletion of exergy, given the function by which work is realized. This endogeneity of the notion of work in the evolutionary context (see Salthe 2007) is reflected in the contextuality of the fundamental relation between information, exergy and environment in the thermodynamic view (Ayres 1994: 44ff.). Whereas in more simple physical applications the reference frame can be just defined via the temperature of the environment, the reference frame in case of functions involves structural and morphological features that are much more difficult to determine (Ayres 1994: Chapters 10 and 11).

I briefly sketch these different concepts because they all relate with the fundamental distinction between entropy_{OI} and entropy_{OR}. The MEP does not simply state that entropy_{OI} is maximized, even though this is the final result of all processes that take place e.g. in the earth system. If so, all processes would just explode into heat. However, this is physically impossible, given the constraints of physical laws. Hence, systems evolve into more complex structures in which energy is dissipated in the most rapid and efficacious way, given the constraints. In order to analyze this process, entropy_{OR} is the relevant category. If we argue in the entropy_{OR} context, the concepts of work, power and exergy are relevant. If we argue in the entropy_{OI} context, the concepts of energy and heat are relevant. The two levels are conjoined in the maximum entropy principles. These principles imply a specific relation between observer independence and observer relativity. As we have seen, observer relativity inheres the identification of the constraints under which a system operates, relative to a function. This is why a category such as work both involves the reference to macroscopic levels and to notions of purposiveness. Observer independence inheres the ultimate criterion of entropy maximization, which is tantamount to stating irrelevance of the microstates to the observer.
Fig. 5 summarizes the conceptual relation between the central laws and principles of the maximum entropy view.

**Fig. 5: The relation between central concepts of the maximum entropy approach**

The Second Law and Natural Selection are the two fundamental hypotheses. The Second Law is the foundation for the MEPP. The natural selection of functions establishes the differentiation between observer independent and observer relative entropy. On the macroscopic level, MEPP is expressed in the Maximum Power principle which relates to functions. The MaxEnt principle relates the macroscopic with the microscopic level.

![Diagram](image)

3 The wider ontological setting

In order to relate the results of section 2 with Georgescu-Roegen’s two notions of time, I expand into the broader systematic conceptual frame firstly proposed by Layzer (1988) and later developed in more detail by Chaisson (2001, 2005), with another application in biology in the theories proposed by Brooks and Wiley (1988) and Salthe (1993).

The central concept in the statistical mechanics approach is that of the state space. Layzer introduced the distinction between potential, i.e. maximum entropy and actual entropy, which
allows to analyze the case of an increasing state space, which is the regular situation in an expanding universe (for a critical view, see Lineweaver 2005). From this follows that in an expanding state space, accumulation of information is possible as long as there is a increasing gap between potential and actual entropy (see figure 6).

**Figure 6: Divergent evolution of potential and actual entropy**

*In the initial state of cosmic evolution, all potential entropy was actual. With the expansion of the universe, the gap between potential and actual increases, because of the constraints on the physical mechanisms in realizing potential states of the world.*

This shows that the emergence of life and of highly complex systems actually follows the Second Law, because it feeds on the increasing information capacity generated by actual entropy, but at the same time maximizes entropy because of the increasing gap to potential entropy. This corresponds to the idea that all systems ultimately are mechanisms for energy dissipation, and hence do not work against the Second Law.

We can give a more general version of this idea in terms of a general evolutionary law of increasing information content of realized systems. This law can be directly deduced from Weitzman’s (1998) conception of combinational growth. We only need to assume that evolution proceeds in the way that existing potential states of systems are continuously combined into new possible states, such that, mathematically, the power set of all possible combinations grows when the underlying states space grows. From this follows the Weitzman proposition that all recombinant processes grow stronger than exponential growth processes, which implies that realized forms of life represent increasing information content because of the growing distance between the realized states and the possible states.
The purely qualitative diagram shows the two-sidedness of functions in evolutionary sequences that are projected onto physical time. Ultimately, functions dissipate energy and hence drive the growth of observer independent entropy. At the same time, they maximize observer relative entropy in the process of selection. The latter creates the information capacity from which new functions can emerge, thus driving further qualitative changes of the state space. Across the different points of time, Entropy_{OI} is commensurable, and Entropy_{OR} is incommensurable, corresponding to Georgescu-Roegen’s two conceptions of time.

Following Layzer, Brooks and Wiley (1988) have proposed a simple qualitative diagram that I adapt here (fig. 7). The central message of this diagram is that the evolution of functions can be seen from two sides, namely entropy_{OR} and entropy_{OI}. The evolution of functions maximizes entropy_{OR} in the sense that on every step of functional evolution, the system of functions of observing systems will manifest the MaxEnt principle. Hence, we have different points in time onto which the state of entropy_{OR} is projected. However, these different points are incommensurable in the Georgescu-Roegen sense because the underlying dynamics follows the Weitzman growth trajectory, i.e. manifests structural novelty in the combinations of states. Therefore, for each point of time the MaxEnt principle holds, but it is impossible to compare the different entropies qualitatively. This is exactly on what both Jaynes and Georgescu-Roegen could agree, though from a very different, even seemingly incompatible standpoint. In other words, and referring again to Ayres’ distinction between D-information and S-information, the D-information in every point is contextualized with reference to the realized function, such that no unified measure exists, even though the fundamental physical magnitudes are the same.
However, the process also manifests continuous growth of entropy $O_I$, which is the reflection of the direct physical complementarity of the statistical mechanics and the thermodynamic view on entropy. As I have detailed in figure 4, this reflects the fact that via the working of functions, energy is dissipated corresponding to the maximum power principle, which, together with the dissipation into useless heat along the different levels of hierarchical systems with functions, ultimately results into MEP on the level of the total system. This approach is different from the Schrödinger view on evolution because all functions are seen as MEP gradients. The Schrödinger view that organism are states of order implicitly assumes a stable reference frame. However, in a moving reference frame the definition of order is endogenous. This is familiar from biology, where we can speak of entropy, in the sense of diversity, on different hierarchical levels, such as the diversity of individuals within a species, are the diversity of species in an ecosystem, and so forth. From the viewpoint of the individual diversity, the species characteristics may appear to be states of order, but they are themselves entropic phenomena on a higher level.

Hence, fig. 7 represents the essence of my reconciliation between Georgescu-Roegen’s fundamental philosophical position and modern maximum entropy approaches. Georgescu-Roegen’s central concern was to distinguish two kinds of theories, arithmomorph and qualitative (dialectic). The essence of this distinction lies in two different notions of time. In fig. 7 we have the mechanical time still on the x-axis, but there is a twofold projection. Whereas entropy $O_I$ corresponds to the arithmomorph framework of statistical mechanics and thermodynamics, which was rejected by Georgescu-Roegen, it is precisely the modern approach to entropy developed by Jaynes that allows for recognizing the role of Entropy $O_R$. Entropy $O_R$ is a dialectic category that evolves endogenously with the qualitative evolution of the state space, hence the reference frame.
4 Conclusion: The relevance of the argument for economic analysis

I have shown that a fundamental feature of Georgescu-Roegen’s natural philosophy of economics, namely the dualism of notions of time, can be interpreted in the context of modern maximum entropy approaches. The bridge is built on a generalization of Georgescu-Roegen’s reference to subjectivity, which I interpret as observer relativity in the sense of Searle’s, and in a second step of extension, as function relativity in a naturalistic approach, which is borrowed from teleosemantics. In this framework, I argue that the MaxEnt principle applies for the evolution of functions under natural selection, because it represents a principle of economics of information. MaxEnt implies the adaptation of functions to macro-level constraints, with no loss of information from imperfect knowledge about the microstates. In evolutionary hierarchical systems, this corresponds to the MEP principle, because natural selection, following Lotka’s seminal conjecture, manifests the maximum power principle in terms of the functions. From this I deduce a general view on evolution that has been seminally developed by different scholars such as Brooks and Wiley, or Salthe, namely that evolution is the expression of the Second Law just because it manifests increasing complexity. The complexity of functions has the two sides of commensurable EntropyOI and incommensurable EntropyOR, which corresponds to Georgescu-Roegen’s two notions of time.

My discussion is most general, so how does it relate with economics? I think that the argument presents the conceptual and philosophical framework for recent work by Ayres and collaborators (Ayres 2005, Ayres et al. 2005, 2008, Warr et al. 2008), in the same direction as e.g. Kümmel (1998), which shows that economic growth can be explained by the growth of useful work throughput, once the technological improvements in the transformation of exergy into work are taken into consideration. This is because exergy is the context-specific amount of free energy available in the system environment, and work is the useful energy expended in changing macrostates of systems. I interpret the effective substitution of the technological progress variable by the useful work variable in these models as a direct correspondence to the dualism between entropyOI and entropyOR.

That means, I conclude that economic growth directly reflects the Second Law in both senses. Firstly, economic growth is a sequence of functions which define a sequence of EntropyOR. This is what reflects the increasing quantity of information that underlies the growth trajectory, and is the result of economic selection of functions, i.e. technologies, institutions etc. Secondly, economic growth manifests the continuous increase of energy throughput, hence the growth of EntropyOI. This is reflected in the so-called rebounce effect, namely that in spite of ongoing technological innovation, the exergy throughput increases continuously (Ayres et al. 2003, 2005). This implies that we can interpret the increasing efficiency of the exergy/work relation as a movement towards steeper gradients in energetic dissipation, following the maximum power principle. In other words, increasing energetic efficiency of technology does not result into absolute savings of energy, but actually supports increasing use of energy, corresponding to the ultimate MEPP.

This statement means, as Annila and Salthe (2009) have argued recently, that we can assume for economic growth a similar process as for the general case of the earth system. This is that all economic institutions, technologies etc. at least in the average will change in the direction.
of establishing gradients for energy dissipation that maximize entropy production. This, however, and contrary to Georgescu-Roegen, should not be directly interpreted in the sense of environmental issues, because the dissipative process can take many different forms, some environmentally degradating, others not, depending on the specific functions that underly the gradients. However, it does imply, and here corresponding to Lotka’s conjecture, that economic evolution is always and necessarily accompanied by increasing energy throughputs and maximal entropy production.

This observation may be too obvious, but in fact it is not, given the implicit belief shared among many economists that the growth of knowledge itself may be a substitute for the use of energy. The other central consequence of our general framework is that one cannot treat information as an entropically irrelevant magnitude. This is evident to the physicist or ecological economist, but is rarely recognized in standard economics, where information is normally treated in mentalistic terms, as in the classical notion of exogenous technological change, or in the entire domain of game theory. The argument presented here implies that information always has two sides, the OI side and the OR side. Economics only focuses on the latter and ignores the former. The former has been recognized since Landauer (1961) as the energetic and entropic equivalents of Shannon information in computation as a physical process. In the context of economics, this implies that one cannot simply think of information as a generic resource that can substitute for energy, as Kümmel (1998) has suggested, in particular. Energy and information are the same, and the difference is only a structural one, relating to the functions. That means, intensifying information flows and information use will always follow the Second Law. Therefore, we can hypothesize that the growth of energy throughput is the other side of the coin of the growth of knowledge. In this sense, Georgescu-Roegen’s warning voice is still with us.
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