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Asymptotic normality and confidence intervals for inverse regression models with convolution-type operators
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Abstract

We consider inverse regression models with convolution-type operators which mediate convolution on $\mathbb{R}^d$ ($d \geq 1$) and prove a pointwise central limit theorem for spectral regularisation estimators which can be applied to construct pointwise confidence regions. Here, we cope with the unknown bias of such estimators by undersmoothing. Moreover, we prove consistency of the residual bootstrap in this setting and demonstrate the feasibility of the bootstrap confidence bands at moderate sample sizes in a simulation study.
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1 Introduction

Suppose that we have observations $(z_k, Y_k)$, $k = (k_1, \ldots, k_d) = (-n, \ldots, n)^d$, from the model

$$Y_k = g(z_k) + \epsilon_k,$$

where $g = \Psi \ast \theta$ is a one-to-one convolution operator with a function $\Psi$, the $z_k$’s are fixed design points, the $\epsilon_k$’s are i.i.d. errors with $E\epsilon_k = 0$, $E\epsilon_k^2 = \sigma^2$, and $a_n$ is a sequence which converges asymptotically to zero. The observable signal $g$ can be represented as the image of the signal $\theta$ under the operator

$$(K\theta)(z) = \int_{\mathbb{R}^d} \Psi(z - t)\theta(t)dt.$$ 

Recovery of the signal $\theta$ from the data $(z_k, Y_k)$ in model (1) is a statistical inverse problem (e.g. Mair and Ruymgaart, 1996, and Bissantz et al., 2007b) which is closely related to density deconvolution (e.g. Stefanski and Carroll, 1990; Fan, 1991; Delaigle and Gijbels, 2002). It is usually assumed in nonparametric deconvolution regression models (e.g. Cavalier and Tsybakov, 2002) that the function $\theta$ is periodic (say on $[0,1]$), and that $\Lambda$ is thus a convolution operator on $[0,1]$ with periodic $\Psi$ which is, however, often unrealistic in practice. Examples are the deconvolution of astronomical and biological images from telescopic and microscopic imaging devices which involves deconvolution, but where the signal is usually not periodic. In this paper we will discuss the estimation of the signal $\theta$ from model (1), which
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appears to be more appropriate in this context. An important difficulty in this situation is that the reconstruction of $\theta$ from $g = K\theta$ at any location $x$ on the real line requires (at least asymptotically) information on $g$ on the full real line. We therefore use a design which includes an additional sequence $a_n \to 0$ to ensure that the design points $z_k$ will asymptotically exhaust $\mathbb{R}^d$.

In this paper we discuss pointwise convergence properties of Fourier-based estimators in model (1). The estimator and some useful assumptions are introduced in Section 2. Asymptotic normality and confidence intervals are discussed in Section 3 and a bootstrap version of the confidence intervals in Section 4. Whereas it is known that asymptotic confidence intervals do not perform well for moderate sample sizes (e.g. Hall, 1993, in the direct density estimation context, and Bissantz et al., 2007a, for uniform confidence bands in density deconvolution), we demonstrate a satisfactory performance of the bootstrap confidence intervals in a simulation study in Section 5. Finally, in order to keep the paper more readable, all proofs are deferred to an appendix.

2 Prerequisites. Estimator, notation and assumptions

**Notation.** In the following, we consider the $j^{th}$ derivative of a function or estimator $\hat{\theta}_n(x)$, which depends on a $d$-variate covariable $x$. By the $j^{th}$ derivative $j = (j_1, \ldots, j_d)$ we denote the partial derivative $\frac{\partial^j}{\partial x_1^{j_1} \cdots \partial x_d^{j_d}}$, where $j = j_1 + \cdots + j_d$, and we suppose $j_1, \ldots, j_d$ to be such that $j \leq p$, where $\theta$ has partial derivatives of order $p$ which are all continuous. Moreover, $\omega^j$, where $\omega \in \mathbb{R}^d$, means $\omega_1^{j_1} \cdots \omega_d^{j_d}$.

**The estimator.** We consider the Fourier estimator

$$\hat{\theta}^{(j)}_n(x) = \hat{\theta}^{(j)}_{n,h}(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i\langle \omega, x \rangle} \hat{\Phi}_g(h\omega) \hat{\Phi}_\psi(\omega) d\omega, \quad 0 \leq j \leq p, \quad (2)$$

Here $h > 0$ is a smoothing parameter called the bandwidth, and $\hat{\Phi}_g$ is the empirical Fourier transform of $g$ defined by

$$\hat{\Phi}_g(\omega) = \frac{1}{N h^d a_n^d} \sum_{r \in \{-n, \ldots, n\}^d} Y_r e^{i\langle \omega, z_r \rangle},$$

where $N = n^d$.

Hence, the estimator $\hat{\theta}^{(j)}_n$ can be written in kernel form as follows:

$$\hat{\theta}^{(j)}_n(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i\langle \omega, x \rangle} \hat{\Phi}_k(\omega/h) \hat{\Phi}_\psi(\omega/h) d\omega, \quad 0 \leq j \leq p,$$

where the kernel

$${K}^{(j)}_n(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i\langle \omega, x \rangle} \Phi_k(\omega) \Phi_\psi(\omega/h) d\omega, \quad 0 \leq j \leq p,$$

depends on $n$ through $h$ and $\Phi_k$, which provides regularisation in the Fourier space, is the Fourier transform of some kernel function $k$.

Hence, the estimator $\hat{f}_n(x)$ may be written as

$$\hat{f}_n(x) = \sum_{r \in \{-n, \ldots, n\}^d} Y_r \frac{1}{Nh^{j_d} d_n^j} K^{(j)}_n \left( \frac{x - z_r}{h} \right) = \sum_{r \in \{-n, \ldots, n\}^d} Y_r w_{j,r,n}(x),$$

2
with weights

\[ w_{j,r,n}(x) = \frac{1}{Nh^{d+\epsilon_d n}} K_n^{(j)} \left( \frac{x - z_r}{h} \right). \]  

(3)

**Further assumptions.** We will make the following common assumptions on \( \Phi_k \) and \( \Psi \). Our first assumption is that \( \Psi \) is ordinary smooth, i.e. we consider mildly ill-posed problems in model (1).

**Assumption 1.** The Fourier transform \( \Phi_{\psi} \) satisfies

\[ \Phi_{\psi}(\omega)||\omega||^\beta \to C_\varepsilon, \quad \omega \to \infty \]

for some \( \beta > 0 \) and \( C_\varepsilon \in \mathbb{C} \setminus \{0\} \).

We also make some regularity assumptions on the Fourier transform \( \Phi_k \), which in effect causes the regularization of the estimator.

**Assumption 2.** The Fourier transform \( \Phi_k \) of \( k \) is symmetric and supported on \([-1,1]^d\) with \( \Phi_k(\omega) = 1 \) for \( \omega \in [-b, b]^d \), \( b > 0 \), and \( |\Phi_k(\omega)| \leq 1 \) for all \( \omega \in [-1,1]^d \).

Finally, we make the following assumptions on the signal \( \theta \) and its image \( g = K\theta \), where the first assumption is about the smoothness of \( \theta \). The second assumption is about the tail behaviour of \( g \) and will be required in the computation of the bias to determine the impact of the parts of the signal which are not observed at given sample size \( 2n+1 \) due to the fact that the support of the design is then limited to \([-\frac{1}{a_n}, \frac{1}{a_n}]\).

**Assumption 3.** A. The Fourier transform \( \Phi_\theta \) of \( \theta \) satisfies

\[ \int_\mathbb{R} |\Phi_\theta(\omega)| ||\omega||^{s-1} d\omega < \infty \quad \text{for some} \quad s > p + 1. \]

B. The function \( g = K\theta \) satisfies

\[ \int_\mathbb{R} |g(z)| ||z||^r dz < \infty \]

for some \( r > 0 \) such that \( a_n^r = o(h^{\beta+s+d-1}) \).

3 **Asymptotic normality and asymptotic confidence intervals**

3.1 **Asymptotic normality**

Our purpose in this section is to derive the pointwise asymptotic distribution of the estimator defined above. The result is stated in Theorem 1 and a consequence of the Lindeberg central limit theorem which is also used in Bissantz and Holzmann (2008) to derive the asymptotic distribution of deconvolution estimators of periodic functions on \([0,1]\) in the inverse regression context. If we know the pointwise asymptotic distribution of the estimator we can construct pointwise confidence regions for the unknown function \( \theta \) which is described in Section 3.2. The following result follows from a general central limit theorem for weighted sums of independent random variables (Eubank, 1999) under the condition

\[ \max_{k \in \{-n,\ldots,n\}^d} |w_{j,k,n}(x)| \leq \left( \sum_{r \in \{-n,\ldots,n\}^d} w_{j,r,n}^2(x) \right)^{1/2} \to 0. \]

(4)
Theorem 1. Suppose in model (1) that assumption 1 holds and $h \to 0$ and $a_n \to 0$ as $n \to \infty$ such that $Nh^d a_n^d \to \infty$. Then

$$\left(\sigma^2 \sum_{r \in \{-n, \ldots, n\}^d} w_{j,r,n}^2(x) \right)^{-1/2} \left(\hat{\theta}_n^{(j)}(x) - E\hat{\theta}_n^{(j)}(x)\right) \xrightarrow{p} N(0,1).$$

3.2 Asymptotic confidence intervals

With the asymptotic distribution derived in Section 3.1 we are now able to construct point-wise asymptotic confidence intervals for the function $\theta$. In the following subsections we will propose two different methods for this. The first one is the typical way to construct asymptotic confidence intervals where we use the quantiles of the asymptotic distribution of the estimator. Like in all nonparametric regression problems we will see that this method has some drawbacks. As we see in Theorem 1 the asymptotic distribution still depends on the unknown function $\theta$ and the standard deviation $\sigma$ through bias and variance. Furthermore, in general we cannot obtain a closed form of the bias such that we cannot use a plug in estimator for $\theta$ in this expression but have to apply undersmoothing. Therefore, we state the results on asymptotic confidence intervals here but also propose a bootstrap approach in the following section.

For the sake of simplicity let in the sequel

$$b_{\theta,n}(x) := E[\hat{\theta}_n(x)] - \theta(x)$$
$$s^2 := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \omega^{2j} |\Phi_k(\omega)|^2 d\omega$$

denote the bias and part of the asymptotic variance of the estimator $\hat{\theta}_n(x)$. Based on Theorem 1 we can state the following result.

Corollary 2. Let the assumptions of Theorem 1 be fulfilled. Then, with

$$\tilde{c}_n(x) := \left(\hat{\theta}_n(x) - b_{\theta,n}(x) - \frac{\sigma^2 s^2 u_{1-\frac{\alpha}{2}}}{\sqrt{Nh^{2j+2d}a_n^d}} \hat{\theta}_n(x) - b_{\theta,n}(x) + \frac{\sigma^2 s^2 u_{1-\frac{\alpha}{2}}}{\sqrt{Nh^{2j+2d}a_n^d}}\right),$$

$$P(\theta(x) \in \tilde{c}_n(x)) \to 1 - \alpha$$

for $n \to \infty$, where $u_{1-\frac{\alpha}{2}}$ is the $(1 - \frac{\alpha}{2})$-quantile of the standard normal distribution. The interval $\tilde{c}_n(x)$ in Corollary 2 cannot be used as confidence interval for $\theta$ since it still depends on the unknown parameters $b_{\theta,n}(x)$ and $\sigma^2$. To construct a confidence interval from $\tilde{c}_n(x)$ we propose to use a variance estimator $\hat{\sigma}^2$ of $\sigma^2$ with convergence rate $o\left(\sqrt{Nh^{2j+2d}a_n^d}\right)$, i.e. faster than the estimator $\hat{\theta}_n(x)$. A possible choice are e.g. difference estimators (Munk, Bissantz, Wagner and Freitag, 2005). A common way to achieve (asymptotic) negligibility of the bias is to undersmooth the estimator (e.g. Hall, 1993, Bissantz et al., 2007a). Below, in Corollary 4, we will state a result for confidence intervals with undersmoothing bandwidth. To this end we first determine the order of the bias in Lemma 3 under assumptions 1-3.
Lemma 3. Under the assumptions 1-3, if \( Na_n^d h^{s+d-1} \rightarrow \infty \) we have

\[ b_{\theta_n}(x) = o(h^{s-j-1}). \]

We are now in a position to define (asymptotically valid) confidence intervals based on undersmoothing of the estimator. Here, undersmoothing follows immediately from the \( o() \)-rate of the bias, if \( h^{s-j-1} \times (Nh^2+2j+d) \rightarrow 1/2 \) due to assumptions 2 and 3.A.

Corollary 4. Let the assumptions of Theorem 1, assumptions 1-3, \( Na_n^d h^{s+d-1} \rightarrow \infty \) and \( Nh^{2s+2d-2}a_n^d = O(1) \) be fulfilled. Then with

\[ c_n(x) := \left( \hat{\theta}_n(x) - \frac{\hat{s}^2 s^2 u_1 - \frac{\sigma^2}{2}}{\sqrt{Nh^{2s+2j+d}a_n^d}} \hat{\theta}_n(x) + \frac{\hat{s}^2 s^2 u_1 - \frac{\sigma^2}{2}}{\sqrt{Nh^{2s+2j+d}a_n^d}} \right), \]

\[ P(\theta(x) \in c_n(x)) \rightarrow 1 - \alpha \]

for \( n \rightarrow \infty \).

Corollary 4 follows from Theorem 1 because \( \hat{s}^2 \) converges faster than the \( \sqrt{Nh^{2s+2j+d}a_n^d} \) rate of the estimator \( \hat{\theta}^{(j)}(x) \). Now, \( c_n(x) \) is a pointwise confidence interval for \( \theta(x) \) but usually in nonparametric regression, asymptotic confidence intervals are conservative. Although we can cope with the bias by undersmoothing this may have negative effects on the estimator \( \hat{\theta}_n(x) \).

Especially the spectral regularisation method used here is very sensitive to undersmoothing of the estimator. Here, undersmoothing follows immediately from the \( o() \)-rate of the bias, if \( h^{s-j-1} \times (Nh^2+2j+d) \rightarrow 1/2 \) due to assumptions 2 and 3.A.

4 Bootstrap confidence intervals

Another method to deal with the unknown bias is to use bootstrap to construct confidence intervals. Bootstrap is often used in nonparametric regression to cope with the unknown bias or variance of an asymptotic distribution. Available approaches for fixed design include wild bootstrap (see e.g. Wu, 1986 or Mammen, 1993) and residual bootstrap (see e.g. Efron, 1979 or Härdle and Bowman, 1988). We restrict ourselves to the latter one and prove its consistency in the setting under consideration in this paper. In the first step of the residual bootstrap the distribution of the residuals is estimated from the residuals of (some) estimator \( \hat{g} \) of the regression function \( g = K\theta \). Here, we have reduced the inverse regression problem to a direct one by writing model (1) as \( Y_k = g(z_k) + \varepsilon_k \). A straightforward choice for \( \hat{g} \) is to choose \( \hat{g}_{dc,\tilde{h}} = K\theta_{\tilde{h}} \), where \( \theta_{\tilde{h}} \) is a Fourier estimator determined from the original sample. However, in practice different choices are possible, e.g. to estimate \( g \) with a local polynomial estimator \( \hat{g}_{lp,\tilde{h}} \) of order \( p \geq 0 \).

To generate the bootstrap data let \( \varepsilon_{\tilde{k}}^* \), \( k = 1, \ldots, n \) be drawn with replacement from the distribution of the centered residuals \( \varepsilon_{\tilde{k}} = \bar{\varepsilon}_{\tilde{k}} \) with \( \bar{\varepsilon}_{\tilde{k}} = Y_k - \hat{g}_{i,\tilde{h}}(z_k) \) and \( i = dc, lp \), respectively. The data is then generated by

\[ Y_{k}^* = \hat{g}_{i,\tilde{h}}(z_k) + \varepsilon_{\tilde{k}}^*, \quad i = dc \text{ or } lp \]

where \( \tilde{h} \) is a second bandwidth, typically larger than \( h \), and the bootstrap estimator of \( \theta^{(j)} \) is defined as

\[ \hat{\theta}^{(j)*}_n(x) = \frac{1}{Nh^j+da_n^d} \sum_{r \in \{-n, \ldots, n\}^d} Y_{r}^* K_n^{(j)} \left( \frac{x - z_r}{h} \right). \]
In the following, to simplify notations, we restrict ourselves to the cases \( \hat{g}_h = \hat{g}_{d,h} \) and \( d = 1 \).

To show feasibility of the residual bootstrap in our setting we now prove that the bootstrap estimator \( \hat{\theta}^{(j)}_* \) has asymptotically the same distribution as the estimator \( \hat{\theta}^{(j)}_n \). To this end we need the following assumptions on the estimator \( \hat{\theta} \).

**Assumption 4.**

A. The Fourier transform \( \Phi_{\hat{\theta}_h} \) of \( \hat{\theta}_h \) exists and fulfills

\[
\int_{\mathbb{R}} |\Phi_{\theta}(\omega) - \Phi_{\hat{\theta}_h}(\omega)| |\omega|^{s-1} d\omega = o_P(1).
\]

B. The estimator \( \hat{\theta}_h \) satisfies

\[
\int_{\mathbb{R}} |\hat{\theta}_h(z)| |z|^{r} \, dz < \infty \quad \text{for some} \quad r > 0.
\]

Assumption 4.A is concerned with the smoothness of the difference function \( \theta - \hat{\theta}_h \), analogously to assumption 3.A on the smoothness of the function of interest \( \theta \), and the second part 4.B of the assumption with the smoothness of the estimated Fourier transform of \( g \).

With this assumption our bootstrap is consistent:

**Theorem 5.** With assumptions 1-3 and 4 the bootstrap described above is consistent, that is

\[
\sup_t \left| P_\ast \left( \left( \sigma^2 \sum_{r=-n}^{n} w^2_{j,r,n}(x) \right)^{-1/2} \left( \hat{\theta}^{(j)}_n(x) - E_\ast [\hat{\theta}^{(j)}_n(x)] \right) \right) - \Phi(t) \right| = o_P(1)
\]

for \( t \to \infty \), where \( P_\ast \) and \( E_\ast \) denote the probability and expectation conditionally on \( Y = \{Y_r | r \in \{-n, \ldots, n\}\} \).

Hence, we can bootstrap the (pointwise) distribution of the estimator (2) and define bootstrap confidence intervals from the following procedure. We generate \( B \) bootstrap samples \( (x_k, Y_k^{*,l}), k \in \{-n, \ldots, n\}^d, l = 1, \ldots, B \) and bootstrap estimates \( \hat{\theta}^{(j)}_n^{*,l}(x), l = 1, \ldots, B \) and use the \( \lceil B\alpha \rceil \)-th order statistic \( \hat{\theta}^{*,\alpha}_{n,\alpha/2}(x) = \hat{\theta}^{(j)}_n^{*,\lceil B\alpha \rceil}(x) \) as an estimate for the \( \alpha \)-quantile of the distribution. This results in the bootstrap confidence interval

\[
e_{n}^x(x) = (2\hat{\theta}(x) - \hat{\theta}^{*,\alpha/2}_{n,1-\alpha/2}(x), 2\hat{\theta}(x) - \hat{\theta}^{*,\alpha}_{n,\alpha/2}(x))
\]

of level \( (1 - \alpha) \).

### 5 Simulations

In this section we demonstrate the performance of the bootstrap confidence intervals with the results of a small simulation study. First, in Section 5.1 we introduce the simulation framework and discuss the problem of bandwidth choice. Then, in Section 5.2, we present the results of our simulation study of the bootstrap confidence intervals for the Fourier estimator on \( \mathbb{R}^1 \).
Figure 1: Simulated effective coverage probabilities and interval length for (residual) bootstrap confidence intervals with 90% nominal coverage probability at a number of locations along the $x$-axis, and in dependence of the bandwidth $h$. The true function is the Gaussian $\theta_1(x)$, and the simulation parameters are $2n + 1 = 201$, $\sigma = 0.1$ and $\alpha_n = 0.25$. Solid lines indicate the effective coverage probability, and dashed lines the effective confidence interval length (multiplied by a factor of 3).
Figure 2: Simulated effective coverage probabilities and interval length for (residual) bootstrap confidence intervals with 90% nominal coverage probability at a number of locations along the $x$-axis, and in dependence of the bandwidth $h$. The true function is the bimodal function $\theta_2(x)$, and the simulation parameters are $2n + 1 = 201$, $\sigma = 0.1$ and $a_n = 0.25$. Solid lines indicate the effective coverage probability, and dashed lines the effective confidence interval length (multiplied by a factor of 3).
5.1 Simulation framework and bandwidth selection

Our simulations are based on the assumption that the observations follow model (1), i.e.

\[ Y_k = (K\theta)(z_k) + \varepsilon_k, \quad k = -n, \ldots, n, \]

where \( A \) is the convolution operator on \( \mathbb{R} \) which causes the convolution of the function of interest \( \theta \) with the convolution function \( \psi \), and the noise is (centered) normally distributed with variance \( \sigma^2 \). The design points are \( z_k = k / n a_n \). The convolution function \( \psi \) is given by the Laplace density function

\[ \psi(x) = \frac{\lambda}{2} e^{-\lambda|x|}, \]

where \( \lambda = 3 \) and the functions of interest are

\[ \theta_1(x) = e^{-\frac{(x-1.1)^2}{2 \times 0.04}} \quad \text{and} \]
\[ \theta_2(x) = e^{-\frac{(x-0.2)^2}{2 \times 0.09}} + 1.2 \cdot e^{-\frac{(x-0.85)^2}{2 \times 0.04}}. \]

We have performed simulations for a number of combinations of the parameters sample size \( 2n + 1 \) and noise variance \( \sigma^2 \). The design parameter \( a_n = 0.25 \) was selected such that the interval \([ -\frac{1}{a_n}, \frac{1}{a_n} ]\) includes most of the \( x \)-axis where the functions \( \theta_1 \) and \( \theta_2 \) deviate significantly from 0. In all cases we generated randomly 200 data sets according to model (1) and then performed 400 replications of a residual bootstrap to determine confidence intervals for \( \theta(x) \). To this end we constructed the sampling distribution for the residuals from all observations \( |z_k| \leq \frac{1}{a_n} - 2.01h \). Confidence intervals were determined at 39 equidistant points along the \( x \)-axis.

Figures 1 and 2 show the effective (simulated) coverage probability and size of the confidence intervals at some of the considered locations along the \( x \)-axis in dependence of the bandwidth \( h \). Similar as for uniform confidence bands (e.g. Bissantz et al. 2007a, and Birke et al., 2008) the coverage probability decreases with increasing bandwidth \( h \), due to the increasing bias of the estimator which has to be corrected by the bootstrap. On the other hand, for decreasing bandwidth, the variability of the estimates increases significantly, which results in a large area of the confidence intervals. Note that the bias problem is less obvious at positions close to the boundary of the coverage region of the design points \([ -1/a_n, 1/a_n ]\), which is due to the small curvature and the proximity of the function values to 0 of the true functions \( \theta_1 \) and \( \theta_2 \) there. However, in general the bandwidth choice is fundamental to a proper determination of the confidence intervals. We use the \( L_\infty \)-motivated bandwidth selection algorithm introduced in Bissantz et al. (2007a) and applied in Birke et al. (2008) for the selection of bandwidth. However, whereas these authors aimed at an undersmoothing bandwidth there and, in consequence, chose the bandwidth somewhat smaller than "approximately \( L_\infty \)-optimal", we also bootstrap the bias here, and do not need to achieve undersmoothing. The \( L_\infty \)-motivated bandwidth estimator consists in evaluating the estimator \( \hat{f}_n(x; h) \) at equidistantly spaced bandwidth, and choosing among these the largest bandwidth, where the supremum of the differences between the estimators for two adjacent bandwidth steps exceeds a certain threshold. Since we do not necessarily need undersmoothing here, we choose a smaller tuning parameter \( \tau \) for the bandwidth selection than in the uniform confidence bands case. Values \( \tau \approx 1.5 \) in combination with 12 bandwidth steps involved, covering an order of magnitude in bandwidth value, turned out to be a good choice in simulations. Here we proceed by first selecting a
bandwidth for each combination of parameters $\theta_i$, $i = 1, 2$, $n$, $\sigma$ and $a_n$ from analyzing a small number of random datasets with the $L_\infty$-optimal bandwidth estimator. Then we keep this bandwidth fixed for all subsequent simulations with the same set of parameters.

Figure 3 shows typical estimates of $\theta_1$ and $\theta_2$ for sample size $2n+1 = 201$, $\sigma = 0.1$ and $a_n = 0.1$ together with some of the associated pointwise 95%-confidence intervals. To give the plots a clearer lay-out we only show confidence intervals at every second $x$-position considered in the simulations. Here, the confidence intervals were computed as

$$c^*_n(x) = (2\hat{\theta}_n(x) - \vartheta^*_{n,0.975}(x), 2\hat{\theta}_n(x) - \vartheta^*_{n,0.025}(x)),$$

where $\vartheta^*_{n,0.025}(x)$ and $\vartheta^*_{n,0.975}(x)$ are the 0.025 and 0.975-quantile of the bootstrapped distribution $\hat{\theta}_n^*(x)$ at the respective position.

5.2 Simulation results

We now discuss the results of the simulations. Table 1 provides mean and standard deviation of the simulated coverage probabilities and confidence interval lengths at 16 locations covering the interval $[-1, 3]$ on the $x$-axis. This interval has been selected such that it represents well the region where most of the signal of both functions of interest $\theta_1$ and $\theta_2$ is.

From the Tables, we make the following conclusions. The confidence intervals perform well for both functions of interest with respect to the coverage probabilities, being only slightly smaller than their nominal values. In particular the fact that this is already true for sample
<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$n$</th>
<th>$\sigma$</th>
<th>$a_n$</th>
<th>80% nominal cov. Cov.prob.</th>
<th>90% nominal cov. Cov.prob.</th>
<th>95% nominal cov. Cov.prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Length ($\times 100$)</td>
<td>Length ($\times 100$)</td>
<td>Length ($\times 100$)</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>100</td>
<td>0.1</td>
<td>0.25</td>
<td>78 $\pm$ 3 7.3 $\pm$ 0.1</td>
<td>88 $\pm$ 3 9.4 $\pm$ 0.1</td>
<td>93 $\pm$ 2 11.2 $\pm$ 0.1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5</td>
<td>0.25</td>
<td>74 $\pm$ 3 26.5 $\pm$ 0.1</td>
<td>86 $\pm$ 2 34.0 $\pm$ 0.4</td>
<td>92 $\pm$ 2 40.5 $\pm$ 0.4</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.1</td>
<td>0.25</td>
<td>77 $\pm$ 3 2.8 $\pm$ 0.03</td>
<td>88 $\pm$ 2 3.7 $\pm$ 0.04</td>
<td>93 $\pm$ 2 4.4 $\pm$ 0.04</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.5</td>
<td>0.25</td>
<td>76 $\pm$ 2 10.3 $\pm$ 0.1</td>
<td>87 $\pm$ 2 13.2 $\pm$ 0.1</td>
<td>93 $\pm$ 1 15.8 $\pm$ 0.1</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>100</td>
<td>0.1</td>
<td>0.25</td>
<td>75 $\pm$ 3 28.9 $\pm$ 0.1</td>
<td>86 $\pm$ 2 37.0 $\pm$ 0.1</td>
<td>92 $\pm$ 2 44.1 $\pm$ 0.1</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.1</td>
<td>0.25</td>
<td>73 $\pm$ 7 11.5 $\pm$ 0.1</td>
<td>85 $\pm$ 7 14.8 $\pm$ 0.2</td>
<td>91 $\pm$ 5 17.6 $\pm$ 0.2</td>
</tr>
</tbody>
</table>

Table 1: Mean and standard deviation of the simulated coverage probabilities and confidence interval length for the Gaussian function $\theta_1$ and the bimodal function $\theta_2$ determined from the properties of confidence intervals computed at 16 equidistant positions approximately covering the interval $[-1, 3]$.

<table>
<thead>
<tr>
<th>Setting</th>
<th>80% nominal cov. Cov.prob.</th>
<th>90% nominal cov. Cov.prob.</th>
<th>95% nominal cov. Cov.prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[%] ($\times 100$)</td>
<td>[%] ($\times 100$)</td>
<td>[%] ($\times 100$)</td>
</tr>
<tr>
<td>Standard dev. of $\psi$</td>
<td>71 $\pm$ 4 7.9 $\pm$ 0.1</td>
<td>83 $\pm$ 3 10.2 $\pm$ 0.1</td>
<td>89 $\pm$ 3 12.2 $\pm$ 0.2</td>
</tr>
<tr>
<td>5% underestimated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard dev. of $\psi$</td>
<td>75 $\pm$ 5 6.9 $\pm$ 0.1</td>
<td>85 $\pm$ 4 8.9 $\pm$ 0.1</td>
<td>91 $\pm$ 3 10.6 $\pm$ 0.1</td>
</tr>
<tr>
<td>5% overestimated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laplace, miss-spec. as Gaussian</td>
<td>73 $\pm$ 3 8.8 $\pm$ 0.1</td>
<td>83 $\pm$ 4 11.3 $\pm$ 0.2</td>
<td>89 $\pm$ 3 13.5 $\pm$ 0.2</td>
</tr>
<tr>
<td>Gaussian, miss-spec. as Laplace</td>
<td>72 $\pm$ 6 7.4 $\pm$ 0.1</td>
<td>83 $\pm$ 5 9.5 $\pm$ 0.1</td>
<td>89 $\pm$ 4 11.3 $\pm$ 0.1</td>
</tr>
</tbody>
</table>

Table 2: Mean and standard deviation of the simulated coverage probabilities and confidence interval length for the Gaussian function determined from the properties of confidence intervals computed at 16 equidistant positions approximately covering the interval $[-1, 3]$ for some scenarios of miss-specification of the convolution function $\psi$. 
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size $2n + 1 = 201$ for the bimodal function indicates a good performance of the bootstrap procedure w.r.t. bias correction. However, for the bimodal function this comes at the price of significantly larger confidence intervals than for the more simple unimodal function (note the different noise levels used for the functions of interest).

Finally, in Table 2 we show the results of some simulations where the convolution function $\psi$ is miss-specified. This is often the case in practical applications if the distribution of errors of the measurements of the covariate $x$ is imperfectly known. The first two rows give the results from simulations where the parameter $\lambda$ in the convolution function $\psi$ is over- respectively underestimated by 5%. The simulations discussed in the third and fourth row show results of simulations where the shape of the convolution function $\psi$ is miss-specified. Here, in the first case we assume that the convolution function $\psi$ is in fact given by the density of a Laplace distribution but specified as the density of a normal distribution with same variance $2/9$ in the estimator. In the second case (shown in the fourth row) the Laplace and normal density are exchanged. The results of the simulations in Table 2 indicate that our confidence intervals are not very sensitive on such kinds of modest miss-specification of the convolution function $\psi$, since a comparison with the corresponding results in the first line of Table 1 reveals only a reduction of the effective (simulated) coverage probabilities of about $2 - 6\%$ points, and increase in confidence interval length of $\approx 10\%$.
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6 Appendix: Proofs

Proof of Theorem 1.

To prove asymptotic normality of the estimator (2) we show that condition (4) holds for the weights defined in (3) (cf. Eubank, 1999). First, we have

$$
\max_{k \in \{-n, \ldots, n\}^d} \left| \frac{1}{Nh^{j+d}a_n^d} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i(\omega, (x-z_k))/h} \frac{\Phi_k(\omega)}{\Phi(\omega/h)} d\omega \right| = O \left( \frac{1}{Na_n^d h^{j+d}} \right),
$$

using assumption 1.
Therefore, condition (4) is fulfilled and with the central limit theorem in Eubank (1999),

\[ N^{1/2}h^{\beta+j+d/2}a_n^{d/2}/\sigma^2 \int \omega^{2\beta+2j} |\Phi(\omega)|^2 d\omega. \]

is asymptotically normal with asymptotic variance

\[ \frac{\sigma^2}{(2\pi)^d} \int \omega^{2\beta+2j} |\Phi(\omega)|^2 d\omega. \]
First note that
\[
E \left[ \hat{\theta}^{(j)}(x) \right] - \theta^{(j)}(x) = -\frac{1}{(2\pi)^d h^{j+d}} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i\omega x} (1 - \Phi_k(\omega)) \Phi_\theta(\omega/h) \, d\omega \\
- \frac{1}{(2\pi)^d h^{j+d}} \int_{\mathbb{R}^d} (-i\omega)^j \frac{\Phi_k(\omega)}{\Phi_\theta(\omega/h)} \cdot \left( \int_{\mathbb{R}^d} e^{i\omega y} g(y) \, dy \right) d\omega \\
+ O\left( (Na_n^d h^{j+d})^{-1} \right) \frac{1}{(2\pi)^d h^{j+d}} \int_{\mathbb{R}^d} (-i\omega)^j e^{-i\omega x} \frac{\Phi_k(\omega)}{\Phi_\theta(\omega/h)} \, d\omega \\
= A + B + C \cdot O\left( (Na_n^d h^{j+d})^{-1} \right). 
\]
(5)

For A we get with assumption 2
\[
|A| \leq \frac{1}{(2\pi)^d h^{j+d}} \int_{\mathbb{R}^d} ||\omega||^j |1 - \Phi_k(\omega)||\Phi_\theta(\omega/h)| \, d\omega \\
\leq \frac{2}{(2\pi)^d h^{j+d}} \int_{[-b,b]^d} ||\omega||^j |\Phi_\theta(\omega/h)| \, d\omega \\
= \frac{2}{(2\pi)^d} \int_{[-b/h,b/h]^d} \frac{1}{||\eta||^{s-1}} |\Phi_\theta(\eta)| \, d\eta \\
\leq \frac{2}{b^{s-j-1}(2\pi)^d} \int_{[-b/h,b/h]^d} ||\eta||^{s-1} |\Phi_\theta(\eta)| \, d\eta = o(h^{s-j-1})
\]

since \( b/h \rightarrow \infty \) for \( h \rightarrow 0 \) and assumption 3.A holds. For B we obtain with assumptions 3.B and 1
\[
|B| \leq \frac{1}{(2\pi)^d h^{j+d}} \int_{\mathbb{R}^d} ||\omega||^j \left| \frac{\Phi_k(\omega)}{\Phi_\theta(\omega/h)} \right| \, d\omega \left( \int_{[-1/a_n,1/a_n]^d} \frac{1}{||y||^r} |g(y)| \, dy \right) \\
\leq O\left( \frac{a_n^r}{h^{3+j+d}} \right) \int_{\mathbb{R}^d} ||\omega||^{\beta+j} \left| \frac{\Phi_k(\omega)}{\Phi_\theta(\omega/h)} \right| \, d\omega \\
\leq O\left( \frac{a_n^r}{h^{3+j+d}} \right) \int_{[-1,1]^d} ||\omega||^{\beta+j} \, d\omega = O\left( \frac{a_n^r}{h^{3+j+d}} \right) = o(h^{s-j-1}).
\]

The third term can be estimated quite similarly by
\[
|C| = O\left( \frac{1}{h^d} \right)
\]
such that we get with (5)
\[
b_{\theta,n}(x) = o(h^{s-j-1}) + O\left( \frac{1}{Na_n^d h^{3+j+d}} \right) = o(h^{s-j-1}).
\]

**Proof of Theorem 5.**

We apply a conditional central limit theorem (see Corollary 3.1 of Hall and Heyde, 1980) to the estimator
\[
\hat{\theta}^{(j)}(x) = \sum_{r=-n}^n Y^*_r w_{j,r,n}(x)
\]
with the same deterministic weights \(w_{j,r,n}(x)\) as in (3). If the bootstrap residuals are generated as described above, they are, conditionally on \(Y\), independent identically distributed and satisfy

\[
E_*[\varepsilon_r^*] = \frac{1}{2n + 1} \sum_{k=1-n}^n (\hat{\varepsilon}_k - \bar{\varepsilon}) = 0 \tag{6}
\]

\[
E_*[(\varepsilon_r^*)^2] = \frac{1}{2n + 1} \sum_{k=1-n}^n (\hat{\varepsilon}_k - \bar{\varepsilon})^2 \xrightarrow{P} \sigma^2 \tag{7}
\]

From Theorem 1 we see that the variance of the estimator, after standardization, is

\[
\text{Var} \left( \left( \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \right)^{-1/2} \hat{\theta}_n^{(j)}(x) \right) = \sigma^2.
\]

We have to show that the conditional variance of \( \left( \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \right)^{-1/2} \hat{\theta}_n^{(j)*}(x) \) converges to \(\sigma^2\). Conditionally on the sample \(Y\), the random variables \(Y_{r,n}^{*}, \ldots, Y_{r}^{*}\) are independent. The expectation of \(Y_{r,n}^{*}\), conditionally on \(Y\), is \(\hat{g}(z_r)\) and the conditional variance is

\[
\text{Var}_* \left( \left( \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \right)^{-1/2} \hat{\theta}_n^{(j)*}(x) \right)
\]

\[
= \left( \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \right)^{-1} \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \text{E}[(Y_{r,n}^{*} - \hat{g}(z_r))^2 | Y_{r+1,n}^{*}, \ldots, Y_{r-1,n}^{*}]
\]

\[
= \left( \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \right)^{-1} \sum_{r=1-n}^n w_{j,r,n,n}^2(x) \text{E}_*[(\varepsilon_r^*)^2]
\]

\[
= \left( \frac{1}{2n + 1} \sum_{r=1-n}^n (\hat{\varepsilon}_r - \bar{\varepsilon})^2 \right) \xrightarrow{P} \sigma^2
\]

because of (7) and with

\[
s_n^2(x) = \sigma^2 \sum_{r=1-n}^n w_{j,r,n,n}^2(x)
\]

and

\[
X_{n,r} = w_{j,r,n,n}(x) \frac{Y_{r,n}^{*} - \hat{g}(z_r)}{s_n(x)}
\]

the first condition of Corollary 3.1 of Hall and Heyde (1980), that is

\[
\sum_{r=1-n}^n \text{E}[X_{n,r}^2 | Y_{r+1,n}^{*}, \ldots, Y_{r-1,n}^{*}] \xrightarrow{P} 1
\]

is fulfilled.

In the second step we verify the conditional Lindeberg condition

\[
\sum_{r=1-n}^n \text{E} \left[ X_{n,r}^2 I \{|X_{n,r}| > \delta\} | Y_{r+1,n}^{*}, \ldots, Y_{r-1,n}^{*} \right] \xrightarrow{P} 0. \tag{8}
\]
To this end note that \( E_s[Y_r^*] = \hat{g}(z_r) \) and \( Y_r^* - \hat{g}(z_r) = \varepsilon_r^* \). With these notations, the left-hand side of (8) is

\[
\frac{1}{s_n^2(x)} \sum_{r=-n}^n w_{j,r,n}(x) E_s \left[ \varepsilon_r^{*2} I \left\{ |\varepsilon_r^*| > \delta \frac{s_n(x)}{|w_{j,r,n}(x)|} \right\} \right] = \frac{\sum_{r=-n}^n w_{j,r,n}^2(x) \Lambda_{n,r}}{\sum_{r=-n}^n w_{j,r,n}^2(x)}. \]

The Lindeberg condition is fulfilled if \( \Lambda_{n,r} \xrightarrow{P} 0 \) uniformly in \( r \) but with \( s_n(x)/\max_{j=-n}^n |w_{j,r,n}(x)| = c_n \to \infty \) because of condition (4) there is

\[
\Lambda_{n,r} \leq E_s \left[ \varepsilon_r^{*2} I \{|\varepsilon_r^*| > \delta c_n\} \right] = \int_{(-\infty,-\delta c_n]} \varepsilon_r^{*2} dP_{r,*} + \int_{[\delta c_n,\infty)} \varepsilon_r^{*2} dP_{r,*} \quad (9)
\]

where \( P_{r,*} \) denotes the conditional measure of \( \varepsilon_r^* \) given \( \mathcal{Y} \). The whole integral

\[
\int_{(-\infty,\infty)} \varepsilon_r^{*2} dP_{r,*} = E_s[\varepsilon_r^*]
\]

exists and converges in probability to \( \sigma_r^2 \) (see (7)) and therefore the tail integrals in (9) converge to 0 in probability uniformly in \( r \) because, conditionally on \( \mathcal{Y} \), the residuals \( \varepsilon_r^* \), \( r = -n, \ldots, n \) are identically distributed. We now obtain

\[
(s_n(x))^{-1} \left( \hat{\theta}_n^*(x) - E_s[\hat{\theta}_n^*(x)] \right) \xrightarrow{D} \mathcal{N}(0,1)
\]

and it remains to check if the difference between \( E_s[\hat{\theta}_n^{(j)}(x) - \theta^{(j)}(x)] \) and \( E_s[\hat{\theta}_n^{(j)*}(x) - \hat{\theta}^{(j)}(x)] \) converges in probability to 0. With (6) and (7) we obtain with a similar computation as in the proof of Lemma 3 for the difference between the two biases

\[
E_s[\hat{\theta}_n^{(j)}(x) - \theta^{(j)}(x)] - (E_s[\hat{\theta}_n^{(j)*}(x)] - \hat{\theta}(x)) = o_P(h^{-\frac{\beta}{2} + 1}) + O_P\left( \frac{a_n}{nh^\beta + 1} \right) + O_P\left( \frac{1}{nh^{2\beta + 1} a_n} \right)
\]

\[
= o_P(\frac{1}{\sqrt{nh^{2\beta + 2\beta + 1} a_n}}).
\]

\( \square \)
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