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This paper uses nonparametric techniques to study GDP convergence across German labor market regions and counties during the period 1992-2004. The main result is that regional convergence in unified Germany has been substantial. In the first years after German unification the distribution of GDP has been characterized by a pronounced bimodality. The dispersion of the GDP distribution has become substantially smaller over time. Although some bimodality remains in most recent years, this bimodality is weak in comparison to previous years. Nevertheless, disparities among regions located in the Eastern and Western part of the country are still apparent.
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1 Introduction

This paper presents an empirical study of GDP convergence across German labor market regions and counties during 1992 to 2004 using nonparametric techniques. The issue of convergence is important for Germany because mitigating regional disparities is regarded as a fundamental objective of German and European regional policy, especially in light of East-West differentials in unified Germany. For instance, the main objective of EU regional policy is to promote the development of regions whose per capita GDP is below 75% of the EU average (see Overman and Puga, 2002).

Convergence means that poor economies catch up with rich ones. Typically, studies on convergence use the neoclassical growth model as their theoretical framework. This model suggests that regional per capita output within a country converge to the same long-run steady-state.\(^1\) By contrast, new theories of industrial location, trade, and integration (see Fujita, Krugman, and Venables, 2000) and most models of the new growth theory cast doubts on the neoclassical optimistic prediction of convergence. In recent years, a number of alternative strategies has been suggested to measure convergence empirically, e.g. traditional cross-sectional regressions of \(\beta\)- and \(\sigma\)-convergence, panel data approaches, and time-series tests (see Magrini, 2004 and Durlauf, Johnson, and Temple, 2005 for survey articles).

Several studies apply these techniques to analyze regional convergence in West Germany. In general, the studies do find evidence for both absolute and conditional convergence. Empirical evidence regarding unified Germany is still scarce, however.

Most studies for unified Germany are limited to an analysis of convergence between the Eastern and Western part of the country.\(^2\) Although some authors are more pessimistic than others about convergence, the general result is that "East German labor productivity has converged on that in West Germany more slowly than was initially thought but faster than would have been expected on the basis of studies of convergence such as Barro and Sala-i-Martin (1991)" (Barell and te Velde, 2000, p. 272).

While most studies focus on East-West disparities, other papers, as ours, address regional convergence in unified Germany at a disaggregated geographic level. Using a spatial econometric approach to \(\beta\)-convergence, Kosfeld, Eckey, and Dreger (2002, 2006) find clear evidence for both GDP per capita and labor productivity convergence during the period

---

\(^1\) Regions are by no means small closed economies but instead are highly integrated in terms of mobility of goods, capital, and labor. Barro, Mankiw, and Sala-i-Martin (1995) have extended the neoclassical growth model for partial factor mobility and show that the basic prediction of convergence is not altered if regions are integrated. Razin and Yuen (1997) provide an elaborate analysis of the role of labor mobility in the convergence process.

1992 to 2000. Kosfeld and Lauridsen (2004) adopt a cross-sectional spatial econometric adjustment model which is based on the concept of spatial error-correction. They find only weak evidence for conditional convergence in the year 2000. The study related closest to ours is the one by Colavecchio, Curran, and Funke (2005), which concludes that the relative income distribution in unified Germany appears to be stratifying into a trimodal/bimodal distribution.

The analysis by Colavecchio, Curran, and Funke (2005) and ours use a similar econometric framework to analyze the convergence hypothesis. The general idea is to examine how the entire cross-sectional distribution of GDP evolves over time. This so-called "distribution dynamics" approach to economic convergence has been introduced by Danny Quah in a number of seminal papers, see Quah (1993, 1996a, b, c, 1997, 2001). The main motivation for Quah's approach is that, by focusing on the average behavior of a representative region, traditional approaches to analyze convergence suppress the cross-section dynamics one wishes to investigate (see Durlauf and Quah, 1999). The nonparametric approach introduced by Quah, by contrast, is not limited to an analysis of single moments of the underlying distribution. Consequently, this approach allows one to uncover empirical phenomena such as persistence and the formation of convergence clubs. Since there are well-known East-West disparities in Germany (see Barell and te Velde, 2000) such patterns can be expected to be relevant in unified Germany.

The main result of our analysis is that regional convergence has been substantial. In the first years after German unification the distribution of GDP has been characterized by a pronounced bimodality, indicating sizeable disparities between regions located in the Eastern and Western part of the country. Over time, the dispersion of the GDP distribution has become substantially smaller. Although some bimodality remains in most recent years, this bimodality is weak in comparison to previous years. Moreover, we find that most convergence in Germany has happened during the period 1992-1995. From 1997 onwards, the GDP distribution across labor market regions may be described as being in equilibrium (from 2000 onwards, respectively, if counties are considered).

The remainder of this paper is organized as follows. Section 2 introduces the data employed. The empirical analysis is divided into two parts. Section 3 examines cross-sectional GDP distributions at different points in time and discusses their implications for convergence. In Section 4, we estimate a Markov-chain model for the dynamic evolution of the GDP distribution over time. This dynamic model is then used to calculate the

---

3While Colavecchio, Curran, and Funke (2005) examine GDP per capita convergence across German counties, our analysis focuses on GDP per worker convergence across labor market regions and counties (see Section 2).

4See Anderson (2004) and Maasoumi, Racine, and Stengos (2007) for related approaches to describe polarization in and distances between distributions in terms of stochastic dominance conditions.
ergodic distribution of GDP. We also offer an alternative approximation of the equilibrium
distribution which does not depend on the assumptions of Markovian theory. Section 5
concludes the paper. An appendix provides some background information on the aggrega-
tion of counties to labor market regions.

2 Data

For unified Germany, detailed data is available which facilitates a regionally disaggregated
analysis at the level of 439 counties. This data is provided by the National Accounts of the
Federal States compiled by the Statistical State Office Baden-Wuerttemberg. The GDP
data is measured in current prices, since regional price indices at the county level are not
available.

Typically, empirical growth studies use either total population and/or total employ-
ment to normalize aggregate measures of GDP. While Colavecchio, Curran, and Funke
(2005) examine convergence of GDP per capita across German counties, our main focus
lies on GDP per worker, mainly for two reasons.

Firstly, most theoretical growth models are based on production functions. Therefore,
their implications relate more closely to GDP per worker than to GDP per capita (see
Durlauf, Johnson, and Temple, 2005). A second problem with the ratio of GDP over
population is that numerator and denominator are measured on a different basis. While
GDP attributes to a region the amount of economic production generated within a region,
total population measures the number of people living in a region. Since regions are
integrated by commuter flows, this difference induces a distortion of the GDP per capita
variable. By contrast, GDP per worker is not subject to this distortion, since both GDP
and employment are measured at the place of work. Nevertheless, we will also report some
results for GDP per capita.

Besides the appropriate normalization of GDP, another issue of our data is that the
borders of German counties are determined by political and historical rather than economic
reasons. As examples we can consider counties that are located in the densely populated
Ruhr area. While counties such as Bottrop, Gelsenkirchen, Recklinghausen, and Herne
are separate administrative units, they form a common labor market in fact. To assess
regional convergence, it is preferable to examine coherent and independent economic areas
rather than administrative units.

In the Appendix, we provide some background information on how counties are aggre-
gated to functionally defined labor market regions. We employ the regional delineation
used by the most important regional policy programme in Germany, the so-called "Joint

---

5 All data can be downloaded from: http://www.statistik-portal.de/Statistik-Portal/publ.asp.
Figure 1: GDP per worker across German labor market regions, relative to the German-wide average GDP per worker.

Task: Improvement of the Regional Economic Structure” (GRW). Under this definition, the 439 German counties are aggregated to 271 local labor market regions. In order to facilitate a comparison between types of regions, we will also present results for the raw county data, i.e. for the largest available sample size of 439 regions.

To account for the growth of the German economy that occurred during the period that we study, we have formulated the data for each labor market region (and county) relative to the German-wide aggregate. This normalization also accounts for common changes in inflation.6 The empirical analysis employs annual data in the period from 1992 to 2004.7 Thus, our dataset consists of a balanced panel of 271 (439) regions observed over 13 years (3523 and 5707 observations, respectively).

As a starting point, we document regional disparities in relative GDP per worker across labor market regions, for 1992 and 2004. Figure 1 illustrates apparent East-West disparities in unified Germany. It is instructive to compare the ten most and least productive regions at the beginning and end of the sample period (which need not be the same in each case). The average relative GDP in the ten most productive regions is 1.30 in 1992 and 1.25 a decade later. The ten least productive regions have an average of only 0.45 in 1992 and

---

6 The average GDP per worker for Germany as a whole is calculated as an arithmetic weighted average, not as a simple average. The normalization using average GDP per worker does not affect the shape of the GDP distributions.

7 Since there is no data for 1993, the data for this year has been interpolated using spline interpolation techniques.
0.72 in 2004. If the same group of regions is compared in 1992 and 2004, the values in 2004 are 1.21 for the ten most productive and 0.78 for the ten least productive regions. These numbers suggest that regional disparities are shrinking over time and that considerable catching up has taken place. However, they also illustrate that regional disparities are still very pronounced in unified Germany.

3 Cross-sectional analysis

In a first step of the empirical analysis we examine kernel density estimates of our key variable relative GDP per worker for different years. We also consider alternative transformations of GDP, such as GDP per capita, or employment-weighted GDP per worker.

One particular aspect of the densities we are interested in is the number of distinct modes. By evaluating whether the densities are unimodal or not we can test the convergence hypothesis. For example, if one starts with a bi- or multimodal density at a given point in time (e.g. a group of very productive and a group of less productive regions), convergence would imply a tendency of the distribution to move towards unimodality (see Bianchi, 1997). If the density is unimodal, its dispersion should decline over time if there is convergence. Another aspect of the densities we are interested in is whether the densities observed at different points in time are statistically different from each other.

In order to address these aspects we start with a graphical inspection of the estimated kernel densities. Thereafter, we employ statistical tests to formally test for the number of modes and time-invariance of the densities.

3.1 Kernel density estimation

3.1.1 Pooled estimations for unified Germany

Given a sample realization, \( X = \{x_1, x_2, ..., x_n\} \), from an unknown population with density \( f \), a nonparametric estimate of this density is given by

\[
\hat{f}_h(x) = (nh^{-1}) \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right),
\]

where \( K(\bullet) \) is the Gaussian kernel function and \( h \) is the bandwidth (see Silverman, 1986, and Pagan and Ullah, 1999 for introductions to this field of data analysis).

Figure 2 summarizes kernel densities of various transformations of GDP. Each row in the figure refers to a different transformation of GDP, while the two columns display the results for 271 local labor market regions (left) and 439 counties (right). For each variable and region type we display the cross-sectional densities for three selected years of our
Figure 2: Kernel densities of various transformations of relative GDP across 271 labor market regions (left) and 439 counties (right)
sample period: the first year 1992, 1997, and the final year, 2004.\textsuperscript{8}

In our benchmark estimations displayed in Figure 2, we have chosen the bandwidth $h$ optimally according to Silverman’s (1986, formula 3.31) rule of thumb. Alternatively, we tried a cross-validation procedure, see Silverman (1986, Section 3.4.3) (results are not reported but available on request from the author). The estimations carried out using cross-validation are less sharp than the ones obtained using Silverman’s (adaptive) rule of thumb, in a sense that additional (minor) modes tend to pop up. These minor modes, however, tend to vanish once adaptive kernel techniques are applied, which take the sparseness of the data into account. Therefore, we note that both bandwidth criteria suggest similar economic conclusions.

The left panel in the first row of Figure 2 shows the densities of relative GDP per worker across 271 labor market regions. In 1992, the distribution appears strongly bimodal, the left mode being at a relative GDP of 0.52. In 1997, there are effectively no regions anymore that have such low levels of relative GDP per worker. The left peak has moved closer towards the national average and is at a value of 72%. At the same time, the dominant mode decreased from a value of 1.00 to 0.95. In 2004, the left mode (at 0.80) has vanished almost completely. In any case, the distance between the peaks has decreased substantially, with the left mode becoming less prominent over time. These observations suggest that regions which experienced very low levels of GDP after German unification do not seem to be trapped in a growth path of very low GDP per worker.

At the county level, the clustering of regions has disappeared even more strongly over time, see the right panel in the first line of Figure 2. The left mode in the 2004 distribution is not visible anymore, while it has been very pronounced in 1992.

From the second row in Figure 2 it can be seen how influential is a different normalization of GDP. The plots show the kernel densities of relative GDP per capita instead of per worker. The right tail of the density is longer in comparison to the tail of the GDP per worker density. This pattern is particularly evident for counties (right panel) at values of relative GDP per capita larger than 1.4.

This observation reflects that the variable GDP per capita becomes distorted by commuting linkages if (small) administratively defined regions are considered. The very high values of GDP per capita for some counties (e.g. economic agglomerations such as Frankfurt, Duesseldorf, and Munich) result from the fact that their GDP is attributed to the number of people living there while the number of workers commuting into the economic

\textsuperscript{8}The densities have been normalized so that the sum of the points at which the density is evaluated is one. This allows us to interpret the normalized densities as showing the probability of a realization in the grid interval.
center from the hinterland is not taken into account. As can be seen from the left panel in the second row of Figure 2, the tail of the GDP distribution is less affected if economically defined labor market regions are considered. Having illustrated the effects of a different normalization of GDP, the subsequent analysis will focus on our key variable relative GDP per worker.

The figures we have presented so far have shown the GDP distributions in terms of regions. Although this is the common way to view the data it can be misleading as Jones (1997) has pointed out. The reason is that employment is distributed unevenly among regions but the kernel density estimator treats GDP per worker of each region on the same basis.

One alternative is to use a weighting scheme to adjust for the different sizes of regions. We follow Jones (1997), Goerlich Gisbert (2003), and Henderson, Parmeter, and Russell (2008) in attaching a weight to the observations where the weights reflect the contribution of each observation in the sample. Since our key variable is relative GDP per worker, a natural choice for the weight is the employment share of each region. With weighting, the unit of observation is the worker instead of the region.

The weighted kernel density estimator we use is given by

\[ \hat{f}_h^w(x) = (nh^{-1}) \sum_{i=1}^n w_i K \left( \frac{x - x_i}{h} \right), \quad w_i > 0 \quad \forall i, \ i = 1, ..., n. \]  

(1)

The only difference to the standard kernel density estimator is that the simple sum is substituted by a weighted sum, where \( w_i \) denote weights (employment shares) attached to the observations \( \sum_{i=1}^n w_i = 1 \).\(^{11}\)

The last row in Figure 2 shows the densities that we obtain when each observation of GDP per worker is weighted by its employment share. In the distribution for labor market regions, a third mode appears, which is located at a level of relative GDP per worker of about 1.26 (compare to the first row in Figure 2). It seems that regions with above-average productivity generate high-level modes in the employment-weighted distribution of GDP per worker. Or to put it differently, some regions with very high levels of GDP per worker also account for a high fraction of total employment in Germany. Examples

---

9 A natural way to deal with long tail densities is to use a broader kernel in regions of low density, i.e. to use adaptive bandwidth methods (see Silverman, 1986, and Pagan and Ullah, 1999). When we apply an adaptive kernel estimator, the right tail of the GDP per capita density is sharper, since now a higher local bandwidth is used for observations located in this area of the distribution.

10 Average employment across labor market regions in 2004 is 143,424, with a standard deviation of 212,803.

11 Goerlich Gisbert (2003) and Pittau and Zelli (2005) suggest alternative ways of introducing weights in kernel density estimation based on the idea of adapting the estimate to the local density of the data.
for such regions are Munich, Frankfurt, Essen, Duesseldorf, or Leverkusen.

3.1.2 Separate analysis for East and West German regions

A disadvantage of kernel density estimation is that the estimated density cannot be related to any sub-populations. We suppose that the initial bimodality in the density for all German regions (see the first line in Figure 2) reflects a clustering of regions located in the Eastern and Western part of Germany. One way to address this issue is to model relative GDP per worker by a finite mixture density. In mixture models, the assignment of regions to sub-populations is provided in terms of ex-post probabilities of membership of each region to each-subpopulation (see Pittau, 2005). In this sense, mixture models can be viewed as a compromise between parametric and non-parametric models.

In our analysis for Germany, we have a strong prior for the number of sub-populations and for the membership of regions. Therefore, we decided to stick to the fully nonpara-
metric framework and to simply split the sample into East and West German regions. This experiment allows us to assess if there is also convergence within the Western part of Germany.

Figure 3 shows the densities of GDP per worker for the splitted sample, evaluated at the same grid points. There are 205 West German and 66 East German labor market regions, and 327 West German and 112 East German counties (Berlin is treated as a West German region). We have to keep in mind that the kernel density estimations based on the split sample may be of poor precision. Especially the sample size for East German labor market regions is very small.

Consider first the densities of East German GDP per worker (second row). In 1992, the peak of the distribution is at 51% of the German average. As expected, this mode corresponds to the left peak in the distribution for all German regions as displayed in Figure 2 (first row, left panel). This finding provides evidence that the cluster of unproductive regions in Figure 2 is mainly formed by East German regions. Over time, the whole distribution has shifted to the right; the dominant peak in 2004 is at 78%. These numbers illustrate that, although East German labor market regions have increased their relative GDP per worker over time, they still have considerably lower levels of GDP per worker than the national average. This finding is well compatible with other studies, such as Barell and te Velde (2000). It is also noteworthy that, nowadays, a small number of East German regions performs remarkably well (examples are Dresden and Magdeburg). This fact is reflected by the long tail of the 2004 distribution.

The first row in Figure 3 reveals that West German regions, as expected, cluster together in the center of the distribution of all German regions. That the mode of the West German distribution has shifted to the left over time is the direct mirror effect to the fact that East German regions experienced above-average growth during the period that we study. If we compare the 1992 distribution to the one in 2004, there is some evidence for a reduction of disparities across West German regions. However, the shape of the West German distribution is rather similar between years. This impression is consistent with results documented by Kosfeld, Eckey, and Dreger (2006), who detect β- but no σ-convergence for West German regions.

Nevertheless, a semiparametric analysis in the spirit of Pittau (2005) appears a promising extension of our analysis. Models of mixture densities are informative on the movement of regions within the estimated components. Moreover, the evolution of mixing proportions can be examined. Since we address similar questions in a completely nonparametric, and therefore potentially less efficient framework (see Section 4), it would be interesting to compare the results of both approaches.
3.2 Multimodality analysis

A formal testing procedure for investigating the number of modes in an unknown density has been developed by Silverman (1981, 1983, 1986). It has been introduced to the growth convergence literature by Bianchi (1997).

The null hypothesis of the Silverman test is that the density \( f(x) \) has \( m \) modes versus the alternative hypothesis that \( f(x) \) has more than \( m \) modes. Silverman proposed as a test statistic the critical bandwidth \( \hat{h}_{\text{crit}}^m \), which is defined as the smallest possible value of \( h \) producing a density with not more than \( m \) modes:

\[
\hat{h}_{\text{crit}}^m = \inf \left\{ h : \hat{f}_h(x) \text{ has precisely } m \text{ modes} \right\}.
\]

When a Gaussian kernel function is used, the number of modes is always a nonincreasing function of the bandwidth \( h \) (see Silverman, 1981). Therefore, any values that are smaller than \( \hat{h}_{\text{crit}}^m \) will produce a \((m+1)\)-modal density. The intuition for Silverman’s testing procedure is that large values of \( \hat{h}_{\text{crit}}^m \) are taken as evidence against the null hypothesis that \( f \) has only \( m \) modes. The question whether the test statistic \( \hat{h}_{\text{crit}}^m \) is indeed large or not is assessed using bootstrap methods.

The bootstrap procedure involves generating a large number of \( R \) samples with replacement from the original data. Each bootstrap sample \( y^* \) is adjusted to have the same variance as the original data \( x \). For each smoothed bootstrap sample \( y^* \), one estimates the Gaussian kernel density \( \hat{f}_{\hat{h}_{\text{crit}}}(x) \) using the fixed critical bandwidth \( \hat{h}_{\text{crit}}^m(x) \). We determined the value of \( \hat{h}_{\text{crit}}^m \) through an interval search. The achieved level of significance, \( \text{ASL}_m \), is then computed as

\[
\text{ASL}_m = \left( \# \text{ of occurrences in which } \hat{f}_{\hat{h}_{\text{crit}}}(x) \text{ has more than } m \text{ modes} \right) / R. \quad (2)
\]

According to equation (2), many occurrences in which the estimated bootstrap densities have more than \( m \) modes make it difficult to reject the null hypothesis of \( m \)-modality. Or

\[\text{More precisely, we sample } z_1^*, z_2^*, ..., z_n^* \text{ with replacement from } x_1, x_2, ..., x_n \text{ and set }\]

\[
y_i^* = \bar{z}^* + \left( 1 + \left( \hat{h}_{\text{crit}}^m \right)^2 / \sigma^2 \right)^{-1/2} \left( z_i^* - \bar{z}^* + \hat{h}_{\text{crit}}^m \varepsilon_i \right),\]

where \( \bar{z}^* \) is the mean of \( z_1^*, z_2^*, ..., z_n^* \), \( \sigma^2 \) is the sample variance of the data set and \( \varepsilon_i \) are standard normal random variables (so-called smooth bootstrap, see Efron and Tibshirani, 1993, eq. 16.22).

\[\text{We followed the suggestion of Izenman and Sommer (1988) and studied graphical displays of the density estimate near each critical window width } \hat{h}_{\text{crit}}^m \text{ in order to check whether our interval search of the critical bandwidth yields reasonable values for the null hypothesis of unimodality. It turned out that, in our analysis, the values for the critical bandwidth are not driven by very minor (spurious) modes in the extremes of the density.}\]
to put it the other way round, we can strongly reject the null hypothesis of $m$-modality with an $ASL_m = 0$ if there are no occurrences in which the estimated bootstrap densities have more than $m$ modes. This finding would imply that the critical bandwidth $\hat{h}_{m}\text{crit}$ is indeed large so that (too) much smoothing was imposed to find $\hat{h}_{m}\text{crit}$.

In a follow-up paper, Silverman (1983) showed theoretically why the bootstrap test may be conservative. Effectively, the bootstrap procedure may lead to larger $ASL_m$ values, possibly underestimating the number of modes of the density $f$ (see Izenman and Sommer, 1988, and Fisher, Mammen, and Marron, 1992 for detailed discussions of the properties of Silverman’s test).

Fortunately, at least in the context of testing for a single mode ($m = 1$), the level accuracy of Silverman’s test can be improved. Hall and York (2001) have suggested a calibrated version of the Silverman test that corrects for its incorrect asymptotic level. Recently, this calibrated Silverman test has been introduced to the growth convergence literature by Henderson, Parmeter, and Russell (2008).

For the calibrated version of the test, the Silverman test is modified by setting $\hat{h}_{m}\text{crit} = \lambda_a\hat{h}_{m}\text{crit}$ in (2), where $\lambda_a$ is chosen so that the test has asymptotic level $\alpha$ (see Henderson, Parmeter, and Russell, 2008). Hall and York (2001) have determined the calibration factor $\lambda_a$ uniquely for every $\alpha$ up to a rational polynomial approximation generated by Monte Carlo simulations (see equation 4.1 in their paper).

Since Hall and York (2001) have calculated the calibration factors numerically only for the null hypothesis of unimodality, the calibrated Silverman test can only be applied to test for one mode versus the alternative hypothesis of more than one mode. Discriminating between uni- and multimodality is indeed the central issue in our analysis for unified Germany.

The calibrated Silverman test cannot be employed to the employment-weighted data (see the third row in Figure 2), since the calibration factors are not valid for weighted density estimation. Henderson, Parmeter, and Russell (2008) discuss how the uncalibrated Silverman test can be carried out using a weighting scheme in the nonparametric density estimation. We follow their suggestion and create an expanded bootstrap vector that contains multiple entries of each region’s GDP per worker corresponding to the weight that each region receives in the initial kernel density estimation.

We perform both the original as well as the calibrated version of the Silverman test for each year in our sample period. Figure 4 summarizes the results. The graphs show the bootstrapped $p$-values based on 1000 bootstrap repetitions corresponding to the null hypothesis of unimodality versus the alternative of multimodality, obtained with the original Silverman test and its calibrated version, respectively. The dashed lines indicate the
Figure 4: p-values of the Silverman (1981) test and the calibrated Silverman test by Hall and York (2001), for 271 labor market regions (left) and 439 counties (right)

$H_0$: one mode vs. $H_A$: more than one mode. If $p$-value < $\alpha$, reject $H_0$ at the $\alpha$-level of significance. The calibrated Silverman test is calibrated for the 5% level.

The Silverman test essentially confirms the impression from the graphical analysis. For labor market regions (left panel in Figure 4), unimodality is strongly rejected in the first years after German unification (1992-1994), even if we consider the less powerful original Silverman test. Between 1995 and 1999 the bootstrapped $p$-values of the original Silverman test are only somewhat larger than ten percent (1997 being the exception). When we correct the power of the Silverman test, employing the Hall and York (2001) calibration, the $p$-values decline, as expected, and are between 5 and 10 percent. After 1999, however, both $p$-values are so large that we cannot reject unimodality at any reasonable significance level (with 2001 being the exception).

As a robustness test, we also perform the modality tests for logarithmic transformed data.
data. The logarithmic transformation smoothes the data and makes the test results less sensitive to spurious behavior in the tails of the distribution. For log-transformed data we find a slightly different picture, see the second row in Figure 4. Throughout the period 1992-2001 we can reject unimodality. Only for the last years in the sample, 2002-2004, unimodality cannot be rejected. Another effect of the logarithmic transformation is that the p-values are more stable over time, indicating that the results for the untransformed data might be overly affected by effects of sampling. Although details differ (the null hypothesis is rejected less often), similar results are obtained for counties, see the right panel in Figure 4.

For the weighted distribution of relative GDP per worker, we do not summarize the results of the (uncalibrated) modality tests in a figure, because they are unambiguous: unimodality is strongly rejected in all years during the sample period (at or below the one percent level). Although this finding is important we find it nevertheless difficult to give a precise economic interpretation. As we know from the graphical inspection of the kernel densities, the weighted GDP per worker distribution has a third mode at above-average GDP per worker values. If the hypothesis of unimodality is rejected, we still do not know whether the rejection is due to the bump at below-average or above-average GDP per worker values. Nevertheless, the fact that we strongly reject the null hypothesis of unimodality confirms our impression from the graphical analysis that the multimodal shape is indeed a significant feature of the employment-weighted distributions.

Overall, the modality tests suggest that the unweighted German relative GDP distribution has been transformed over time from a strongly multi-peaked distribution to a distribution for which unimodality cannot be rejected. Moreover, there is a trend in the p-values, in a sense that it becomes more difficult over time to reject unimodality. These observations suggest an apparent convergence between German labor market regions.

### 3.3 Testing for time invariance

Whether unimodality can be rejected is an important aspect of the GDP distributions. A complementary question is whether the overall shape of the GDP distribution at different points in time is statistically different. In this section, we perform Li’s (1996) test in order to test for time invariance of the relative GDP distributions. This testing procedure has been applied by, a.o., Henderson and Russell (2005) to examine the statistical significance between actual and counterfactual distributions of productivity changes. Moreover, the implication for the question of convergence is not obvious. The typical interpretation of multiple peaks in a distribution is in terms of clusters of convergence. But since this interpretation refers to regions, it applies more directly to the unweighted data.

A related approach for assessing the relations between distributions is to consider tests of (higher order) stochastic dominance, see Anderson (2004) and Maasoumi, Racine, and Stengos (2007). The latter study
The null hypothesis of the Li (1996) test is that two distributions \( f(x) \) and \( g(x) \) are the same, i.e. \( H_0 : f(x) = g(x) \), versus the alternative hypothesis \( H_1 : f(x) \neq g(x) \). In our analysis, the distributions \( f(x) \) and \( g(x) \) denote relative GDP distributions at two different points in time.

The test statistic of the Li (1996) test is based on the integrated squared error (also see Pagan and Ullah, 1999, pp. 68-69)

\[
I = \int \left( \hat{f} - \hat{g} \right)^2 dx,
\]

which is a measure of global distance between the densities \( f(x) \) and \( g(x) \). Under the null hypothesis of equality, Li (1996) has shown that

\[
T = nh^{1/2} \left( \frac{I - 2\hat{K}(0)}{\hat{\sigma}^2} \right) \sim N(0, 1), \tag{3}
\]

where

\[
\hat{\sigma}^2 = \frac{2}{n^2h} \sum_{i=1}^{n} \sum_{j=1}^{n} \left[ K \left( \frac{x_i - x_j}{h} \right) + K \left( \frac{y_i - y_j}{h} \right) + 2K \left( \frac{x_i - y_j}{h} \right) \right] \int K^2(\psi) d\psi.
\]

A first and natural question is whether the relative GDP per worker distributions for consecutive years are the same. The first two columns in Table 1 summarize the results of pairwise comparisons of the GDP distributions across labor market regions over time. Very similar qualitative results are obtained for counties (not tabulated). Specifically, if we can reject the null hypothesis of time invariance for counties, we can also reject the null for labor market regions, and vice versa.

Within the first two years after German unification (1992-1993 and 1993-1994) the distribution of relative GDP per worker changed significantly. Colavecchio, Curran, and Funke (2005) arrive at the same conclusion in their study using GDP per capita levels across German counties. After 1994, movements in the GDP distributions are not statistically significant on a year-after-year basis. This finding implies that the catching-up process of East German regions slowed down considerably in the second half of the last decade (see Eckey, 2001 and Barell and te Velde, 2000 for similar results and discussion). Similarly, Kosfeld and Lauridsen (2004) attribute the lack of significant conditional convergence obtained in their cross-sectional study referring to the year 2000 to the apparent convergence provides a formal quantification of distances between distributions by using normalized entropy measures. A semiparametric alternative is to compare non-parametrically estimated densities with a known unimodal parametric function, see Pittau (2005).
slowdown. Indeed, our analysis suggests that much of the apparent convergence in unified Germany has happened in the first years after unification.

To corroborate our impression from the graphical inspection of the three kernel densities presented in Section 3.1.1, we compare the 1992 distribution to the ones in 1997 and 2004. As expected, the distribution in 1992 is statistically different from both distributions ($p$-values smaller than one percent).

With a sample covering 13 years, many other comparisons can be addressed. One interesting comparison is to consider the most recent year in our sample period (2004) and to examine which previous years have been different from this year. The results of this exercise will turn out to be useful in the next section.

The results are tabulated in Table 1 for labor market regions (middle) and counties (rightmost columns). We consider the results for labor market regions first. While the GDP distributions during 1997-2003 have not been significantly different from the distribution in 2004, we can reject the hypothesis of time invariance if we compare the distributions between 1992-1996 to 2004. These results complement the graphical examination of the kernel densities presented in Section 3.1.1. The Li (1996) test suggests that the distributions in 1997 and 2004 have not been different, although the $p$-value is with 0.125 only somewhat larger than the usual ten percent level.

For counties (rightmost column in Table 1), we are able to reject the null of equality with the 2004 distribution during the period 1992-1999. The distributions during 2000-2003 have not been statistically different from the one in 2004. Thus there is a difference between the results for labor market regions (1997-2003 is different from 2004) and counties (2000-2003 is different from 2004). This difference may stem from the fact that the Li (1996) test has less power when applied to the smaller cross-section of 271 labor market regions. In fact, the $p$-values for the comparisons 2004-1998 and 2004-1997 are only somewhat larger than ten percent.

For the sake of completeness, we performed the Li (1996) test also on the separate GDP distributions for East and West German regions in 1992, 1997, and 2004 (see Section 3.1.2). The distributions for East German regions are significantly different between years ($p$-values of one percent or less). While the West German distribution in 1992 differs significantly from the one in 2004, we cannot reject time invariance for the comparisons 1992-1997 and 1997-2004.

4 Dynamic analysis

In the first part of the empirical analysis we have examined cross-sectional GDP distributions at different points in time. Obviously, the distributions have fluctuated but we could not say anything about movements of individual regions in the distribution. However, for
### Table 1: Li (1996) tests of time invariance

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1994-1995</td>
<td>-0.503</td>
<td>2004-2001</td>
<td>-0.352</td>
<td>2004-2001</td>
<td>-0.310</td>
</tr>
<tr>
<td>1995-1996</td>
<td>-0.401</td>
<td>2004-2000</td>
<td>0.261</td>
<td>2004-2000</td>
<td>0.848</td>
</tr>
</tbody>
</table>

The null hypothesis is time invariance, i.e. the distributions are the same. The test statistic is the $T$ statistic as given in formula (3) in the main text. It is distributed standard normal under the null hypothesis. $p$-values are in parentheses.
describing the dynamic character of convergence it is important to have information on how regions move within the distribution (see Quah, 1996a, b).

In this section we complement the analysis by characterizing the dynamic evolution of the whole GDP distribution over time. We estimate the law of motion of the distribution using the continuous variant of the distribution dynamics approach to economic convergence developed by Danny Quah in a series of papers (Quah, 1996a, b, c, 1997, 2001). One particular feature of this approach is that, once the law of motion of the GDP distribution has been estimated, it can be used to derive the implied long-run distribution.

Besides Quah’s nonparametric approach, there are other frameworks that link economic growth and distributional dynamics. A recent contribution is the one by Maasoumi, Racine, and Stengos (2007), that offers a different angle at looking at the issue of convergence by using new entropy measures of distance between distributions of fitted and residual growth rates. In a similar vein, Anderson (2004) addresses polarization in terms of stochastic dominance conditions.

The approach taken by Fiaschi and Lavezzi (2003) may be regarded as the intersection between the Markov-chain approach used in the present paper and the aforementioned approach by Maasoumi, Racine, and Stengos (2007). Fiaschi and Lavezzi (2003) aim to capture nonlinearities in the growth dynamics of different income classes by using an alternative definition of the state space, which jointly takes into account GDP levels and growth rates.

4.1 Intradistribution mobility

Within Quah’s framework of distribution dynamics, intradistribution mobility is analyzed by estimating a probability model of transitions (see Quah, 1996a, b, c, 1997, and Bulli, 2001). This means that one examines how a given individual of the distribution at time \( t \) (e.g. 1992 or some other year) transits to another part of the distribution by the time \( t + \tau \) (e.g. 2004).

To examine intradistribution mobility it is assumed that the relative GDP per worker distribution can be described by the density function \( f_t(x) \). The distribution evolves over time so that the density prevailing at time \( t + \tau \) for \( \tau > 0 \) is \( f_{t+\tau}(x) \). Assuming that the process describing the evolution of the distribution is time-invariant and first-order Markov, the relationship between two distributions at different points in time can be written as (see Johnson, 2000, 2005)

\[
f_{t+\tau}(z) = \int_0^\infty g_\tau(z|x)f_t(x)dx,
\]

where \( g_\tau(z|x) \) is the \( \tau \)-period ahead density of \( z \) (e.g. relative GDP today) conditional on \( x \) (e.g. relative GDP in some base year). The kernel \( g_\tau(z|x) \) is a conditional density and
shows the probability that a given region transits to a certain state of relative GDP given that it is in a certain state in the starting period.\textsuperscript{17}

To estimate the conditional density $g_{\tau}(z|x)$, one first estimates the joint density of $z$ and $x$. Then, the marginal density of $x$ is computed by integrating over $z$. The ratio of the joint density to the marginal density provides the estimate of $g_{\tau}(z|x)$. Since the conditional density $g_{\tau}(z|x)$ has to be evaluated at two dimensions (i.e. at the beginning and end of the transition period), the precision of the estimation decreases dramatically if the sample size is held constant. Thus a disadvantage of the continuous kernel approach is that the researcher needs a lot of observations in order to get reliable estimates of the dynamics of the distribution.

An efficient estimation using the largest available sample size is therefore based on annual transitions instead of transitions of multiple frequency (e.g. ten-year transitions). Quah strongly recommends this procedure because taking transition steps with long time intervals instead of annual frequencies is likely to be "correspondingly noisy, with even fewer observations informing the estimate" (Quah 2001, p. 308). In our analysis, the pooled sample of one-year transitions consists of 3252 observations (271 labor market regions times 12 observed transitions), which should be sufficient for the nonparametric approach.\textsuperscript{18}

Distributional dynamics for longer time horizons can then be illustrated by multiplying the estimated one-year transition probability kernel by itself. For instance, a ten-year transition step is obtained by multiplying the one-year transition probabilities ten times.

The estimated transition probability kernel $g_{\tau}(z|x)$ for our key variable relative GDP per worker across labor market regions is displayed in Figure 5. While the left panel shows the mobility patterns of one-year transitions ($g_{1}(z|x)$), the right panel illustrates ten-year transitions ($g_{10}(z|x)$), which are obtained by multiplying the one-year transitions ten times.

To interpret the contour plots displayed in the first line of Figure 5, recall that one can recover the probability density function associated with any point in the $t$ axis by slicing across the figure from this specific point, parallel to the $t + \tau$ axis. If all probability mass were concentrated around the 45\textdegree-diagonal there would be complete persistence (no mobility) in the distribution because different parts of the distribution remain where they begin. By contrast, convergence manifests itself in the kernel if most probability mass were concentrated parallel to the $t$ axis (at a value of 1 for relative GDP at the end of the

\textsuperscript{17} As in previous studies, the distribution in time $t + \tau$ is assumed to depend only on $t$ and not on the distribution prior to $t$. This assumption is made because a Markov chain of higher order results in a higher dimensional state space which is computationally much more difficult to handle.

\textsuperscript{18} We do not report estimations based on two (or more) year transitions, as they confirm the results presented below. Moreover, the results for counties are very similar (available on request from the author).
Figure 5: Contour plots of stochastic transition probability kernels $g_1(z|x)$ and $g_{10}(z|x)$ and conditional medians of relative GDP per worker (for labor market regions). Left: Yearly transitions between 1992 and 2004. Right: Ten-year transitions obtained by multiplying $g_1(z|x)$ ten times.
transition period \((t + \tau\) axis)).

The contour plots illustrate that the dominant feature of one-year transitions is persistence, since most of the mass of the kernel is concentrated around the main diagonal. This pattern reflects that large movements in the GDP distributions are not expected year-after-year. However, the shape of the density suggests that even one-year transitions display a certain degree of mobility.

The mobility patterns become more evident if ten-year transitions are considered (right panel). For ten-year transitions, most of the mass of the conditional density lies below the 45° line for values of relative GDP less than one in the starting period and above the line for values greater than one. Hence, regions that were in the lowest range of the relative GDP per worker distribution have been very unlikely to remain in this category over a ten-year horizon. Similarly, regions with above-average GDP per worker tend to have decreasing relative GDP. This pattern of intra-distributional mobility is consistent with a tendency of the least productive regions to catch-up and confirms the main message of the previous analysis.

The mobility patterns are further illustrated in the lower panels of Figure 5. The figures show the estimated median value of relative GDP per worker at time \(t + 1\) and \(t + 10\), respectively, conditional on the value of relative GDP per worker at time \(t\) (see Johnson, 2000). A similar graph is obtained if the mean value is used instead of the median. The graphs are interpreted analogously to the shape of the stochastic kernel. For those values of relative GDP per worker where the solid line lies below the dashed 45° line, the median relative GDP per worker at the end of the transition period exceeds the value of GDP per worker at time \(t\). Thus, regions which experienced those values of GDP have a higher probability of an increase in relative GDP after one and ten years, respectively, than a decrease in GDP. The solid line crosses the dashed line only once and from below. This pattern is consistent with a tendency towards convergence, since regions tend to move towards the center of the distribution. However, this pattern does not necessarily imply that all regions become equal in the long run, since the solid line characterizes the behavior of the representative median region only. The cross-section of regions may converge to a non-degenerate distribution in the long run, which may display a variety of characteristics, such as multiple peaks. A straightforward way to examine the long-run tendency for the distribution of regional GDP per worker is to calculate the density of the ergodic distribution implied by the estimated transition probabilities.

4.2 Long-term analysis

The general idea that underlies the long-term analysis is that the estimated stochastic transition probability kernel \(g_t(z|x)\) can be used to extrapolate the relative GDP distrib-
ution into the future. Technically, this amounts to calculating the density of the implied ergodic distribution of the first-order Markov process (4). Johnson (2000, 2005) shows how this exercise can be performed in the framework of the continuous distribution dynamics approach adopted in this paper.

Examining the shape of the ergodic density complements our analysis of convergence in an important way. While actual densities at a given point in time may reflect a (historical) disequilibrium due to structural shocks in the past, the ergodic density shows a future equilibrium in the absence of structural changes.

Given an estimate for $g^{\tau}(z|x)$, the implied long-run density $f_{\infty}(z)$, given that it exists, is the solution to

$$f_{\infty}(z) = \int_0^{\infty} g^{\tau}(z|x) f_{\infty}(x) dx.$$  \hspace{1cm} (5)

To solve for the ergodic density, $f_{\infty}(z) = f_{\infty}(x)$, the transition probability kernel $g^{\tau}(z|x)$ is multiplied multiple times by itself until the density has converged, which means, until all rows of the transition probability kernel are equal.\textsuperscript{19}

For the economic interpretation of the ergodic density $f_{\infty}(z)$ it is important to note that it is, by construction, independent of initial conditions. Since it is assumed that the distribution of a cross-section of regions has evolved for a very long time according to the unchanged law of motion $g^{\tau}(z|x)$, the influence of the starting positions of regions will have vanished.

We have to be aware of the fact that the calculation of the implied ergodic density relies on a number of restrictive assumptions. Besides assuming a time-invariant law of motion, the calculation of the ergodic density implicitly assumes that the law of motion holds for each cross-sectional unit in the sample.

Against the background of our previous analysis (see Section 3.1.2), however, the plausibility of the latter assumption may be questioned. The results of the separate analysis for West and East German regions cast some doubts on the assumption that a single dynamic model is appropriate for all regions.\textsuperscript{20} The point is that, since the observations for East and West German regions tend to be located at different ranges of the GDP space, the pooling of all data can be misleading in the identification of actual growth patterns. In other words, there may be fixed effects across German regions.

These considerations motivate us to also consider an alternative way to approximate

\textsuperscript{19} An alternative way to calculate the ergodic density is to solve an eigenvector and eigenvalue problem, as described in the webappendix of Johnson (2005), downloadable from http://irving.vassar.edu/faculty/pj/pj.htm.

\textsuperscript{20} A similar concern motivates related studies in the context of worldwide growth, such as Durlauf and Johnson (1995) and Liu and Stengos (1999). The general idea of these studies is to employ regression-tree models or threshold regressions in order to infer distinct laws of motion to the steady state for subgroups of countries.
the equilibrium distribution of GDP which does not depend on the critical assumptions of Markovian theory. The point of departure for this alternative approach is the fact that, after German unification, the German-wide GDP distribution was clearly out of equilibrium. If it is assumed that there is a tendency over time to converge to the equilibrium distribution, one may—in principle—take the most recent year in the sample period, 2004, as a proxy of the equilibrium distribution. Of course, this does not mean that the 2004 distribution is regarded as the precise equilibrium outcome. Rather, we assume that the distribution in 2004 is sampled from the equilibrium distribution. However, the shape of the equilibrium distribution is estimated with poor precision if we use data for a single year only. In order to approximate the equilibrium distribution more efficiently, we utilize the fact that in equilibrium, changes in the shape of the distribution should be random.

As illustrated before, the Li (1996) test is helpful in identifying random changes in the distribution. Previously, we have shown that the cross-sectional distributions across labor market regions during the period 1997-2003 are not statistically different from the distribution in 2004. For counties, the period 2000-2004 was identified as the stable period (see the rightmost columns in Table 1). Thus we can pool the data for these years and estimate the kernel density of the pooled sample to approximate the equilibrium distribution. This notion of an equilibrium distribution is slightly different from the ergodic density implied by a Markov chain. Even if there were persistent differences across West and East German regions in the long-run, we may approximate the equilibrium distribution with the former approach, while the interpretation of the latter approach becomes flawed under the possibility of fixed differences (since it assumes them to be absent).

Figure 6 summarizes the results of the long-term analysis. Each panel offers the implied ergodic density of the stochastic transition probability kernel as well as our alternative approximation of the equilibrium distribution. The alternative approximation is the kernel density of relative GDP for the same pooled period that was used to estimate the Markov chain (evaluated at the same points). Again, we perform the calculations for 271 labor market regions (left) and 439 counties (right).

The first row in Figure 6 shows the results that we obtain when we the estimations are based on the entire sample period 1992-2004. We report this specification for transparency reasons, since this ergodic density is the one implied by the transition probability kernel examined in the last section, see Figure 5.

The second row in Figure 6 displays the results that we obtain when we the estimations are based on the stable period. This means that the ergodic density is calculated for yearly transitions taking place between the periods 1997-2004 and 2000-2004, respectively. An advantage of the estimations based on the stable period is that the assumption of a time
Figure 6: Implied ergodic density of the stochastic transition probability kernel and kernel density of pooled GDP per worker. Left: 271 labor market regions. Right: 439 counties.
Table 2: Modality tests of the equilibrium distribution

<table>
<thead>
<tr>
<th></th>
<th>271 labor market regions</th>
<th>439 counties</th>
<th>271 labor market regions</th>
<th>439 counties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>3523</td>
<td>5707</td>
<td>2168</td>
<td>2195</td>
</tr>
<tr>
<td>$h_{crit}$</td>
<td>0.0482</td>
<td>0.1478</td>
<td>0.0448</td>
<td>0.2090</td>
</tr>
<tr>
<td>Silverman p-value</td>
<td>(0.0460)</td>
<td>(0.0010)</td>
<td>(0.0180)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>calibr. Silverman p-value</td>
<td>(0.0110)</td>
<td>(0.0000)</td>
<td>(0.0030)</td>
<td>(0.0000)</td>
</tr>
</tbody>
</table>

Invariant law of motion is more likely to be fulfilled than during the entire period 1992-2004. A shortcoming is, however, that we have to estimate the long-term distributions from very short periods of time.

The most important insight suggested by Figure 6 is that there is almost no evidence for bimodality in the ergodic density (solid line). By contrast, there is more evidence for bimodality if we approximate the shape of the equilibrium distribution using our alternative approach (dashed line).

Given the different assumptions underlying both concepts to determine the long-run outcome, we offer a straightforward economic interpretation to this difference. While the calculation of the ergodic density assumes that there are no fixed effects across regions, our alternative approximation of the equilibrium distribution does not assume that fixed effects are absent. In economic terms, this means that the implied ergodic density of the Markov chain reveals the amount of disparities that is not due to fixed factors. The kernel density of the pooled data, by contrast, highlights the joint distribution of fixed effects and time-varying shocks. The fact that the bimodality in the implied ergodic density is weaker than in the pooled kernel density suggests that a substantial amount of long-run disparities among regions is due to fixed factors. Or to put it differently, disparities in the cross-section of regions are found to be more pronounced if permanent heterogeneity is allowed for in the estimation approach.\(^2\)

Of course, we would like to test whether the ergodic density of the Markov-chain can be described as being unimodal. Unfortunately, the tests for modality (and time invariance)

\(^2\)Applying a within-transformation to the data does not appear to be a proper solution to account for permanent heterogeneity in the framework of the Markov-chain approach, since a similar bias is likely to emerge as in dynamic panel data models with fixed effects. To the best of our knowledge, there is no study at all which allows for unobserved heterogeneity within Quah’s approach of distribution dynamics.
cannot be applied directly to the ergodic density, since there are no observations of the ergodic density. However, we can apply these tests to our alternative approximation of the equilibrium distribution.

Table 2 reports the results of the Silverman test for the null hypothesis of unimodality versus the alternative hypothesis of multimodality. Both for labor market regions and for counties we can reject the null hypothesis of unimodality. This result holds if we use data for the entire period as well as for the stable period, reflecting that the Silverman test has improved power when applied to a pooled sample covering several years of observations.

5 Conclusion

This paper has used nonparametric techniques to study GDP convergence across German labor market regions and counties during the period 1992-2004. The main result of the analysis is that regional convergence in unified Germany has been substantial. In the first years after German unification the distribution of GDP has been characterized by a pronounced bimodality, indicating sizeable disparities between regions located in East and West Germany. The dispersion of the GDP distribution has become substantially smaller over time. Although some bimodality remains in most recent years, this bimodality is weak in comparison to previous years. Our estimations suggest that the equilibrium distribution has been reached at the end of the last decade.

In equilibrium, the lowest GDP classes do not contain a considerable fraction of regions and the implied ergodic density of an estimated Markov-chain model has a unimodal shape. However, the calculation of the implied ergodic density assumes that there are no fixed and persistent differences among regions. An alternative approach to approximate the equilibrium joint distribution of fixed effects and time-varying shocks has revealed that fixed factors are responsible for a substantial amount of long-run disparities among regions.

Our aim in this paper was to describe growth patterns in the available data, but we did not search for causal explanations of growth. Consequently, our analysis does not serve as a vehicle to identify and distinguish underlying economic theories. An interesting extension in this direction would be to conduct a conditional analysis in which the distribution dynamics approach is applied to the residuals of a growth model. Given a particular growth model, residuals can be identified in the spirit of Liu and Stengos (1999) and Maasoumi, Racine, and Stengos (2007), who show how the influence of conditioning

\[ \text{Typically, the distribution dynamics approach is regarded as a quantitative representation of the theory of club convergence (see Galor, 1996 for a theoretical model). According to the author's view, however, a full understanding is not yet at hand of how to use the econometric techniques used in the present paper to distinguish the theory of club convergence from alternative concepts, such as conditional convergence. For a discussion on the conceptual differences between club convergence and conditional convergence we refer to Durlauf, Johnson, and Temple (2005).} \]
variables can be made robust to functional forms. A candidate conditioning variable that would allow one to capture regional heterogeneity is changes in the sectoral composition of GDP, see Esteban (2000).

However, for a conditional analysis one needs further data on a number of important dimensions that describe economic activity, such as physical and human capital, or sectoral GDP data. Unfortunately, appropriate data is hardly available for German counties or labor market regions during the period that we study.
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Appendix: Aggregation of labor market regions

To aggregate 439 administratively defined counties to 271 functionally defined labor market regions we employ the delineation used by the most important regional policy programme in Germany, the so-called GRW (German “Gemeinschaftsaufgabe Verbesserung der regionalen Wirtschaftsstruktur”, Joint Task “Improvement of the Regional Economic Structure”). The GRW delineation has been developed to identify regions that are lacking behind and to determine the allocation of subsidies. This aspect makes the GRW regions of particular interest for the analysis of convergence.

Since functional regions evolve dynamically, the regional delineation has to be monitored and possibly revised on a regular basis. The delineation of 271 regions used in the present paper was established in 2000 and has been used during 2000-2006. Before this period, counties were partitioned in 225 labor market regions. In 2007, a slight revision of regions has become operative, but the changes have been minor. After a modification for the regions of Berlin/Brandenburg the definition comprises 270 instead of 271 labor market regions.

The delineation of the GRW regions is compiled by the research institute of the German Federal Employment Agency (IAB). It is based on commuter flows and aims to integrate center and hinterland of labor markets most adequately.

Data on commuting times between place of work and place of living are compiled by the Federal Labour Office (BfA). On the basis of this data, the IAB computes and pools several indices. A first index refers to a threshold for the ratio of in- and out-commuters. A second index measures a region’s own supply of jobs and how many jobs are actually occupied by local workers. Lastly, the IAB calculates the average distance that workers are willing to commute. Binder and Schwengler (2006) (in German) present a full description of the aggregation method.

Each labor market region consists of one or more counties, which means that a county is never allocated to more than one labor market region. The labor market region of Berlin, however, is the exception, being defined at the municipality level. Since there is no GDP data at the municipality level, we define the labor market region Berlin to consist of the counties Berlin and Potsdam. With this definition of labor market regions, county data on GDP, employment, and population provided by official statistics (see footnote 5) can be easily aggregated.