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The core-periphery model by Krugman (1991) has two 'dramatic' implications: catastrophic agglomeration and locational hysteresis. We study this seminal model with CES instead of Cobb-Douglas upper tier preferences. This small generalization suffices to change these stark implications. For a wide range of parameters we find that the model exhibits instead a smooth and easily reversible transition from symmetry to agglomeration.
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1. Introduction

Two of the most widely emphasized features of the seminal model of the 'new economic geography' (NEG), the core-periphery model by Krugman (1991), are catastrophic agglomeration and locational hysteresis. In the basic framework with two ex-ante identical regions, an equal division of economic activity is the only stable equilibrium for low levels of trade freeness. Once trade freeness has risen to a critical level, the so-called 'break point', all mobile activity agglomerates 'catastrophically' and fully in one region. Yet, a reversal of the trade integration need not restore symmetry, because the core-periphery pattern is stable up to a 'sustain point' which lies at a strictly lower level of trade freeness than the break point. Technically speaking, the core-periphery model exhibits a 'tomahawk bifurcation' as shown in figure 1a. This location pattern and its implications (lock-in effects, 'history matters') have attracted huge attention in the subsequent theoretical and empirical literature, and are at least partly responsible for the major appeal of the NEG.

Subsequent research has shown that the tomahawk pattern is not a robust feature of NEG models in general. For example, when elements of heterogeneity (Tabuchi and Thisse 2002), mobility costs (Ludema and Wooton 1999) or urban costs (Helpman 1998; Tabuchi 1998) are added, or when quasi-linear preferences (Ottaviano et al. 2002; Pflüger 2004) or decreasing returns to labor in the outside sector (Puga 1999) are assumed, the hysteresis feature vanishes and the agglomeration process becomes smooth.

In this note we show – quite strikingly – that even a more minor change of assumptions suffices to change the stark features of the core-periphery model. We retain the homotheticity of preferences, but assume a CES- rather than a Cobb-Douglas upper tier utility function. Using this slightly more general setup we find that trade integration indeed triggers

---

1 Fujita et al. (1999), Baldwin et al. (2003) and Ottaviano and Thisse (2004) provide overviews of the NEG.
2 The tomahawk bifurcation is sometimes also labelled ‘subcritical pitchfork bifurcation’. We avoid this terminology in order to clearly distinguish it from the (supercritical) ’pitchfork bifurcation’. For an introduction to bifurcations and their formal definitions, see Fujita et al. (1999) or Grandmont (1988).
3 Unlike the other referenced works, the model by Ottaviano et al. (2002) has catastrophic agglomeration but no hysteresis. On this point, see also Pflüger and Südekum (2008).
agglomeration due to endogenous market size effects, as in the original model. However, this process is not necessarily catastrophic and need not feature locational hysteresis. Subject to specific parameter constellations of the upper-tier substitution elasticity and the substitution elasticity across the single manufacturing varieties, there can be a smooth and easily reversible transition from symmetry to agglomeration (a 'pitchfork bifurcation' as in fig. 1b).

**Figure 1a) tomahawk bifurcation**

![Tomahawk bifurcation diagram](image)

**Figure 1b) pitchfork bifurcation**

![Pitchfork bifurcation diagram](image)

Our analysis suggests that some of the specific 'dramatic' features of the seminal NEG-model hinge crucially on the functional form of the assumed Cobb-Douglas preferences. Empirical and policy oriented work should therefore treat these particular features very cautiously when drawing conclusions from the NEG.
The rest of this paper is organized as follows. The model is presented in the next section. Section 3 analyzes symmetry breaking and the bifurcation pattern, and section 4 concludes.

2. The model

To make our points in the simplest way, we build on the analytically tractable version of the core-periphery model developed by Forslid and Ottaviano (2003). The economy is composed of two (ex-ante) identical regions \( r = 1, 2 \), two industries \( A \) (agriculture) and \( M \) (manufacturing), and two types of individuals. Skilled workers are mobile across regions. Their total endowment is normalized to one, and the share \( \lambda_r \) is located in region \( r \). Unskilled workers are geographically immobile and equally distributed across regions. The parameter \( \rho \) denotes the endowment of either region with unskilled workers. In the perfectly competitive \( A \)-sector one unit of the homogeneous output is produced with one unit of unskilled labor. The monopolistically competitive sector produces a large variety of differentiated goods. Each variety \( i \) is produced by a single firm. It takes one unit of skilled labor to produce at all. Then, one unit of output is produced with \( c \) units of unskilled labor. Cross-border transport of \( M \)-varieties is subject to iceberg costs \( \tau > 1 \). The \( A \)-good is traded without costs. It is chosen as the numéraire. Its price and, therefore, the wage of unskilled workers is unity in both industries and locations, \( p_r^A = w_r^U = 1 \). Due to the fixed input requirement the overall number of manufacturing firms/varieties in either region is determined by the supply of skilled labor. Competition for skilled workers implies that their wage absorbs the operating surplus of firms, implying zero profits in the long-run equilibrium.

---

4 It is well known that the original Krugman-model can only be solved by means of numerical simulations (see Fujita et al., 1999). We have also analyzed a generalized version of that model with CES- instead of Cobb-Douglas upper tier preferences. Our numerical results are qualitatively identical to those reported in this paper. Hence, we decided to focus on the analytically tractable 'footloose entrepreneur' model by Forslid and Ottaviano (2003). More detailed results on the original Krugman-framework are available upon request from the authors.

5 In the core-periphery model of Krugman, the two types of labor are sector specific, and skilled labor enters both in the fixed and variable costs of manufacturing goods. A more detailed comparison of Krugman (1991) and Forslid and Ottaviano (2003) can be found in Baldwin et al. (2003).
The only difference between our model and Forslid and Ottaviano (2003) is the specification of individual preferences. We assume that individuals have a CES- rather than a Cobb-Douglas upper tier utility function. In region $r$ preferences are given by:

$$U_r(A_r, M_r) = \left[A_r^\varepsilon + M_r^\varepsilon \right]^{\varepsilon - 1}, \quad M_r = \left(\int m_{rr}(i)^{\sigma-1} \, di + \int m_{sr}(i)^{\sigma-1} \, di\right)^{\frac{\sigma}{\sigma-1}} \tag{1}$$

The elasticity of substitution between the bundle of manufactures and the agricultural good is given by $\varepsilon$. The total mass of varieties in the $M$-sector is $n = n_r + n_s$ where $s = 1, 2$ and $s \neq r$. Region $r$'s consumption of varieties produced in the own region and in the other region is denoted by $m_{rr}(i)$ and $m_{sr}(i)$, respectively. $\sigma$ expresses the elasticity of substitution between any two manufacturing varieties. Denoting aggregate income in region $r$ by $Y_r$ and producer prices by $p_r(i)$ and $p_s(i)$, the budget constraint can be written as:

$$Y_r = A_r + \int p_r(i) \, m_{rr}(i) \, di + \int p_s(i) \, m_{sr}(i) \, di \tag{2}$$

The following demand functions then follow from standard utility maximization:

$$A_r = (G_r)^{\varepsilon - 1} Y_r \quad \quad M_r = \left(G_r^M\right)^{-\varepsilon} \left(G_r\right)^{\varepsilon - 1} Y_r \tag{3}$$

$$m_{rr}(i) = p_r(i)^{-\sigma} \left(G_r^M\right)^{-\varepsilon} \left(G_r\right)^{\varepsilon - 1} Y_r \quad \quad m_{sr}(i) = \left(\tau p_s(i)\right)^{-\sigma} \left(G_r^M\right)^{-\varepsilon} \left(G_r\right)^{\varepsilon - 1} Y_r \tag{4}$$

where region $r$'s overall price index $G_r$ and the standard CES-price index for manufacturing varieties $G_r^M$ are given by

$$G_r = \left[1 + \left(G_r^M\right)^{1-\varepsilon} \right]^{\frac{1}{1-\varepsilon}} \quad \quad G_r^M = \left[n_r p_r^{1-\sigma} + n_s \left(\tau p_s\right)^{1-\sigma}\right]^{\frac{1}{1-\sigma}} \tag{5}$$

In this paper we shall focus on the economically plausible 'normal case' where $\sigma > \varepsilon \geq 1$, i.e., the elasticity of substitution within the group of manufactures is higher than the one
between manufactures and the agricultural good. Hence, by (4), the demand for a specific variety rises in response to an increase in the general manufacturing price level $G_r^M$.  

Region $r$’s aggregate income $Y_r$ consists of the wage incomes accruing to the unskilled $(w_r^U = 1)$ and the skilled workers $(w_r)$,

$$Y_r = \rho + w_r \lambda_r$$  \hfill (6)

Taking into account that part of demand is indirect, caused by transport losses, total output of any variety produced is given by

$$q_r(i) = m_{rr}(i) + \tau \cdot m_{rs}(i)$$  \hfill (7)

Mill pricing applies in this Dixit-Stiglitz model of monopolistic competition. With mill price $p_r(i) = \bar{p}$, firm’s profits are given by $\pi_r(i) = (p_r(i) - c) q_r(i) - w_r^M$. Maximizing profits and using (6) and (4) yields mill prices $\bar{p} = \sigma \cdot c / (\sigma - 1)$. Choosing units such that $c = (\sigma - 1) / \sigma$, we can henceforth use $\bar{p} = 1$. In long-run equilibrium all operating profits accrue to skilled labor, hence the wage for skilled workers in region $r$ is given by

$$w_r = q_r(i) / \sigma$$  \hfill (8)

and the number of firms in either region is determined by the supply of skilled workers

$$n_r = \lambda_r$$  \hfill (9)

It is the hallmark of the Forslid-Ottaviano-model that the wages for the skilled workers in the two regions can be determined analytically for a given distribution of skilled labor $\lambda_r$. These properties remain valid in our generalized model with CES preferences. After tedious yet straightforward computations the following solution for the wages $w_r$ can be derived by using (4), (5), (6), (8) and (9)

---

Helpman (1990) discusses this assumption in the context of his analysis of tariffs under monopolistic competition.
\[ w_r = \frac{\rho \left[ \sigma (\phi \cdot b_r + b_s) - (1 - \lambda_r) (1 - \phi^2) \right]}{\left( \lambda_r - \sigma \cdot b_r \right) (1 - \lambda_r - \sigma \cdot b_s) - \lambda_r (1 - \lambda_r) \phi^2} \]  

(10)

where \( b_r \equiv (G_r)^{-\varepsilon} (G_r^M)^{\varepsilon - \gamma} \) and \( \phi \equiv \tau^{1-\sigma} \in [0,1] \) denotes the usual measure of trade freeness.

Using (10), all other endogenous variables can readily be inferred for a given spatial distribution \( \lambda_r \). In particular, we can derive an explicit expression for the indirect utility level of a mobile skilled worker in region \( r \). Associated with (1) is an indirect utility function of the form \( V_r = w_r / G_r \), whose value for given \( \lambda_r \) then follows directly from (10) and (5).

3. Symmetry breaking and bifurcation pattern

Symmetry breaking. In the long-run, the skilled workers move in response to indirect utility differences across regions. As regions are ex-ante identical, symmetry (\( \lambda_r = 1/2 \)) is always an equilibrium. However, since the model features the usual agglomeration forces, a supply and a demand linkage, the symmetric equilibrium is not necessarily stable. The supply linkage expresses the fact that a relocation of skilled labor to region \( r \) lowers the price level through trade cost savings and increases the utility of skilled workers in \( r \). Moreover, the market size in \( r \) expands, thereby increasing the operating profits of firms and hence the wage and indirect utility of skilled workers in that region (demand linkage). Counteracting these agglomeration forces is the increasing product market competition that is accompanied by a shift of skilled labor to \( r \).

The balance of these forces depends on the level of trade freeness \( \phi \). The critical level \( \phi_b \) at which the symmetric equilibrium then turns unstable is determined by the condition \( d(V_r - V_s)/d\lambda_r = 0 \) at \( \lambda_r = 1/2 \), i.e., by equating the first derivative of the utility differential at the symmetric equilibrium to zero. Since the present model is a member of the class of ‘footloose entrepreneur’ models, it is convenient to apply the general approach developed by
Pflüger and Südekum (2008) to solve for the break point of this model (see appendix A for details). This yields the following implicit function
\[
F(\phi, \sigma, \varepsilon) = \frac{1}{1 + z} \left[ \frac{(\sigma - 1)[(1 + \phi) - \sigma(1 - \phi)]}{(1 - \phi) - \sigma(1 + \phi)(1 + z)} = 0 \right. 
\]
(11)

where \( z = \frac{\varepsilon - 1}{2^{\frac{1}{\sigma - 1}}(1 + \phi)^{1 - \varepsilon}} \). Even though it is not possible to solve (11) explicitly for the break point \( \phi_b(\sigma, \varepsilon) \), we can use this implicit function to establish a number of insights. In particular, since (11) is composed of three parameters only, we can visualize the solution \( \phi_b(\sigma, \varepsilon) \) for the break point condition in three-dimensional space for the full admissible parameter range of \( \sigma \) and \( \varepsilon \). In figure 2 we provide an easier interpretable two-dimensional cut through this three-dimensional surface. This yields curves \( \phi_b(\varepsilon; \sigma) \) where \( \sigma \) is fixed at some \( \sigma \).

Figure 2: Symmetry breaking levels of trade-freeness

Note: The curves depict the break-points \( \phi_b(\varepsilon; \sigma) \). Larger values of \( \sigma \) lead to outward shifts of the curves.

---

7 The endowment of unskilled labor \( \rho \) does not affect the break point. This is due to the fact that \( \rho \) enters the wage equation (10) in multiplicative form and therefore does not affect relative regional wages.
Successively higher values of \( \sigma \) shift these curves further away from the origin. Figure 2, thus, reveals that the symmetry breaking level of trade freeness is increasing in \( \sigma \). This corresponds to the usual result that the break point increases when the single manufacturing varieties become better substitutes (Fujita et al. 1999). The novel parameter in our analysis is the upper-tier substitution elasticity \( \varepsilon \). Figure 2 suggests that the break point \( \phi_b \) is unambiguously decreasing in \( \varepsilon \). In fact, making use of the parameter restriction \( \sigma > \varepsilon \geq 1 \), we are able to prove the following result analytically:

**Proposition 1:** For the core-periphery model with CES upper tier preferences the following result holds: Assuming \( \sigma > \varepsilon \geq 1 \) the break point \( \phi_b(\sigma, \varepsilon) \) is unambiguously decreasing in the upper tier substitution elasticity \( (d\phi_b / d\varepsilon < 0) \).

**Proof:** See Appendix A

What is the economic intuition for this result? A priori our expectation was that it should be understood in terms of the demand linkage: with CES preferences and \( \varepsilon > 1 \), the fall in prices that is induced by trade integration should increase the expenditure share devoted to manufactured goods, thus, strengthening the demand linkage. This should then lead to agglomeration over a larger range of \( \phi \) the higher \( \varepsilon \) is.\(^8\) However, a decomposition of the break point condition into the parts attributable to the linkages and the competition effect shows that matters are more complicated. The analytical formulae provided in appendix B show that each of the three location forces is in a complex way affected by \( \varepsilon \). Simulations reveal that *none* of the three forces exhibits unambiguous comparative statics with respect to

\(^8\) This intuition is shaped by the usual textbook logic, and it was reinforced by our reading of the analysis of the home market effect by Yu (2005), which is one key agglomeration force in NEG models. Yu finds that the existence of the home market effect is very much dependent on whether the elasticity of substitution is greater or smaller than one. However, it must be noted that his analysis is not directly applicable to our setting, since he considers trade costs for all goods (the agricultural good as well as manufacturing) whereas we assume that the agricultural good is traded without costs. Davis (1998) shows that it matters for the home market effect if agricultural trade is costly even if the upper-tier preferences are of the (usual) Cobb-Douglas type.
Since the break point reflects the interaction of all three intricate forces, it is obvious that no simple intuition can be provided for why the break point is decreasing in $\varepsilon$. We have only proved in proposition 1 that this is actually so.

The bifurcation pattern. The detailed study of symmetry breaking has paved the way for the analysis of the bifurcation pattern, which is the main focus of our paper. The type of the bifurcation that unfolds at the break point can be addressed by evaluating the sign of the third derivative of the utility differential for mobile skilled workers (see Grandmont 1988 on this). If the third derivative, evaluated at the symmetrical equilibrium $\lambda_r = 1/2$ and at the symmetry breaking level of trade freeness $\phi = \phi_b$, is positive, we have the catastrophic tomahawk bifurcation. If it is negative the smooth pitchfork bifurcation follows,

$\tilde{\nu}^{(3)} = \left. \frac{d^3 (V_r - V_s)}{d \lambda_r^3} \right|_{\lambda_r = 1/2, \phi = \phi_b}$

$\tilde{\nu}^{(3)} > 0 \rightarrow \text{tomahawk – bifurcation}$

$\tilde{\nu}^{(3)} < 0 \rightarrow \text{pitchfork – bifurcation}$

(12)

Owing to the fact that no closed-form solution for the break point $\phi_b$ can be provided we cannot solve explicitly for this third derivative $\tilde{\nu}^{(3)}$. However, we can proceed conveniently with a numerical approach. Since the break point $\phi_b(\sigma, \varepsilon)$ is determined by two parameters only, we can numerically solve $\phi_b(\sigma, \varepsilon)$ for different values of $\sigma$ and $\varepsilon$, plug the solution into (12) and obtain the corresponding value of $\tilde{\nu}^{(3)}(\sigma, \varepsilon, \phi_b(\sigma, \varepsilon))$. Repeating this procedure for arbitrary many parameter constellations $\{\sigma, \varepsilon\}$ we can cover – in principle – the complete admissible parameter range where a break point $\phi_b \in [0,1]$ exists, so that our numerical results are exhaustive and not merely a collection of selective examples (see appendix C for more details). The essence of this analysis can be represented graphically as in figure 3.
In this two-dimensional figure we represent the sign of $\tilde{V}_{(3)}$ for different $\{\sigma, \epsilon\}$-constellations. The value of $\sigma$ increases along the vertical, and the value of $\epsilon$ along the horizontal axis. Our assumption that $\sigma > \epsilon \geq 1$ implies that we focus on the area below the main diagonal in figure 3. The light grey area characterizes the set of parameters where $\tilde{V}_{(3)} > 0$, i.e., where the model exhibits the catastrophic tomahawk bifurcation. The dark area characterizes the parameter range where a smooth pitchfork obtains ($\tilde{V}_{(3)} < 0$). Note that the standard core-periphery model with Cobb-Douglas preferences is represented here through the left borderline of the box (where $\epsilon = 1$ with varying $\sigma$), where in fact the tomahawk shape of the bifurcation pattern is observed.

**Figure 3:** Third derivative of indirect utility differential at symmetry breaking levels of trade freeness

Yet, for a wide range of parameters where the upper tier substitution elasticity $\epsilon$ exceeds unity, we find that the model instead exhibits the smooth pitchfork pattern. This range of $\epsilon$-values for which the model delivers a pitchfork tends to increase at larger values of $\sigma$, and
this location pattern requires that $\epsilon$ is neither too close, nor too far away from the value of $\sigma$.

Summing up, we have the following main result:

**Proposition 2:** For the core-periphery model with CES upper tier preferences the following result holds: Assuming $\sigma > \epsilon \geq 1$, there exists a range of parameter constellations $\{\sigma, \epsilon\}$ for which the model exhibits a pitchfork bifurcation rather than a tomahawk bifurcation.

4. Conclusion

In this note we show that there need not be catastrophic agglomeration with hysteresis in the standard model of the new economic geography, once the upper-tier utility function is slightly generalized to a CES-function. We identify the full set of parameters where instead a smooth pitchfork bifurcation obtains.

The more general message that comes out of our analysis is that, from a theoretical point of view, the dramatic implications of the Krugman-model are the exception rather than the rule. Other contributions from the NEG-literature (references above) have already shown that the tomahawk pattern is not robust. The main point of this paper is to show that even a minimal deviation from the original specification of preferences yields the same insight.

A smooth pitchfork bifurcation appears to be more plausible from the point of view of descriptive realism, and serious empirical work seems to confirm this view (see e.g. Head and Mayer 2004). For policymakers this implies that NEG-theory provides no robust rationale as to why small policy changes should have catastrophic consequences.
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Appendix A: Break point condition and proof of proposition 1

In Pflüger and Südekum (2008), who analyze footloose entrepreneur models with a general indirect utility function, it is shown that the symmetry breaking level of trade freeness $\phi_b$ lies where the following condition is satisfied at the symmetrical configuration ($\lambda_r = 1/2$):

\[
-\left[ \frac{\partial V_r / \partial G_r}{\partial V_r / \partial w_r} \right] = \frac{dw_r / d\lambda_r}{dG_r / d\lambda_r} \iff \phi = \phi_b
\]  \hspace{1cm} (13)

Noting that $-(\partial V_r / \partial G_r) / (\partial V_r / \partial w_r^M) = w_r / G_r$ in the present case (since $V_r = w_r / G_r$), we can rewrite the break point condition as

\[
\left[ \left( \frac{1}{w_r} \right) \cdot \left( \frac{dw_r / d\lambda_r}{dG_r / d\lambda_r} \right) - \left( \frac{1}{G_r} \right) \cdot \left( \frac{dG_r / d\lambda_r}{dG_r / d\lambda_r} \right) \right] = 0
\]

Using (5) and (10) these components at the symmetrical configuration are given by

\[
\left( \frac{1}{w_r} \right) \cdot \left( \frac{dw_r / d\lambda_r}{dG_r / d\lambda_r} \right) = \frac{2 \left( \{1 - \phi\} \{1 + \phi - \sigma (1 - \phi)\} - \frac{\sigma}{\sigma - 1} \cdot \sigma (1 - \phi)^2 \right)}{\sigma (1 + \phi)^2 (1 + z) + \phi^2 - 1} \]  \hspace{1cm} (14)

\[
\left( \frac{1}{G_r} \right) \cdot \left( \frac{dG_r / d\lambda_r}{dG_r / d\lambda_r} \right) = -\frac{2 (1 - \phi)}{(\sigma - 1) (1 + \phi) (1 + z)} \text{ where } z = \frac{\varepsilon - 1}{2 \sigma - 1} \left(1 + \phi\right) \frac{1 - \varepsilon}{\sigma - 1} \]  \hspace{1cm} (15)

Applying the above break point condition and rearranging terms yields the implicit function (11) in the main text.

**Proof of proposition 1**

This implicit function $F(\sigma, \varepsilon, \phi) = 0$ in (11) can be rewritten in the following form

\[
\sigma \left( 3 + \phi - \sigma (1 - \phi) \right) - \phi - 1 = (1 - \phi) \sigma (\sigma - \varepsilon) z + \frac{1 - \phi}{1 + z} \]  \hspace{1cm} (16)

The LHS of this equation does not depend on $\varepsilon$, whereas the RHS depends on $\varepsilon$ (both directly and indirectly via the term $z$). It can be shown that the LHS of (16) is linearly increasing in $\phi$, whereas the RHS of (16) is monotonously decreasing in $\phi$ provided our parameter restriction $\sigma > \varepsilon \geq 1$. Hence, whenever a break point exists (where LHS=RHS) it must be unique. Furthermore, the RHS is also monotonously decreasing in $\varepsilon$ provided $\sigma > \varepsilon \geq 1$. The downward sloping curve (RHS) shifts downwards as $\varepsilon$ increases and, hence, the break point $\phi_b$ that solves (16) must be decreasing in $\varepsilon$ . This proves proposition 1. \qed

Full details about this derivation including all derivatives of the RHS of (16) can be found in a web supplement to this paper, which is available under [http://www.uni-due.de/js](http://www.uni-due.de/js)
Appendix B: Decomposition of locational forces

For the determination of the breakpoint, the response of the utility differential with respect to a small change in $\lambda_r$ taken at the symmetric equilibrium $\lambda_r = 1/2$ is needed. This utility response can be decomposed into the three analytical effects below and have to be evaluated at the values of the endogenous variables in the symmetric equilibrium listed below.

**supply linkage (sl)**

\[
sl = \frac{d}{d \lambda_r} \left( \frac{w_r - w_s}{G_r - G_s} \right) = -2 \frac{w_r}{G_r} \frac{dG_r}{d \lambda_r}
\]

with $w_r$, $w_s$ given

**demand linkage (dl)**

\[
dl = \frac{d}{d \lambda_r} \left( \frac{w_r - w_s}{G_r - G_s} \right) = 4 \frac{w_r}{G_r} \left( 1 - \phi \right) \left[ \frac{G_r^M}{\sigma - \epsilon} \left( G_r \right)^{\sigma - \epsilon - 1} \right]^2
\]

with $G_r, G_s$ given in denominator only $Y_r,Y_s$ variable in $m_r,m_s$

**competition effect (ce)**

\[
ce = \frac{d}{d \lambda_r} \left( \frac{w_r - w_s}{G_r - G_s} \right) = \frac{2w_r}{G_r} \left( 1 - \phi \right) \left[ \frac{P_r}{\sigma - \epsilon} \frac{dG_r}{d \lambda_r} + \frac{(\sigma - \epsilon)}{G_r^M} \frac{dG_r^M}{d \lambda_r} \right]
\]

with $G_r, G_s$ given in denominator only $Y_r,Y_s$ given in $m_r,m_s$

**values of the endogenous variables at the symmetric equilibrium ($\lambda_r = 1/2$)**

\[
G_r^M = G_s^M = \left( \frac{1 + \phi}{2} \right)^{\frac{1}{1 - \sigma}}
\]

\[
\frac{dG_r^M}{d \lambda_r} = \frac{dG_s^M}{d \lambda_r} = \left( \frac{1 - \phi}{ \sigma - 1} \right) \left( \frac{1 + \phi}{2} \right)^{\frac{1}{1 - \sigma}}
\]

\[
G_r = G_s = \left[ 1 + \left( \frac{1 + \phi}{2} \right) \right]^{\frac{1}{1 - \sigma}}
\]

\[
\frac{dG_r}{d \lambda_r} = \frac{dG_s}{d \lambda_r} = \left[ 1 + \left( G_r \right)^{\frac{1 - \epsilon}{\sigma - \epsilon}} \right]^{\frac{\sigma - \epsilon}{\epsilon}} \left( G_r \right)^{-\epsilon} \frac{dG_r^M}{d \lambda_r}
\]

\[
\rho = \sigma b_r \left( 1 + \phi \right) - \frac{1 - \phi^2}{2}
\]

\[
w_r = w_s = \frac{\left( \frac{1}{2 - \sigma b_r} \right)^2 \phi^2}{4}
\]

\[
b_r = b_s = \left( \frac{1 + \phi}{2} \right)^{\frac{\sigma - \epsilon}{\sigma}} \left( 1 + \phi \right)^{\frac{1 - \epsilon}{\sigma - \epsilon}}
\]
Appendix C: Determination of the bifurcation pattern

In this appendix we provide an example of our numerical approach. We first solve numerically for the break points for different values of $\sigma$ and $\varepsilon$. In the two matrices below we increase the value of $\sigma$ in the lines (top to bottom) from 2.5 to 6 in steps of 0.5. The value of $\varepsilon$ is increased in the columns (left to right) and ranges from 1.5 to 5, also in steps of 0.5.

The entries in the left matrix are the break points $\phi_b(\sigma, \varepsilon)$ for the respective numerical constellation. We focus on the cases below the dotted line where $\sigma \geq \varepsilon$. Notice that the break points are increasing in $\sigma$ and decreasing in $\varepsilon$.

We then use these solutions for the break points to compute the value of $V_3(\sigma, \varepsilon, \phi_b(\sigma, \varepsilon))$ for the corresponding parameter constellation. The right matrix reveals that in the admissible parameter range there are both positive values (tomahawk bifurcation) and negative values (pitchfork bifurcation) of $V_3(\sigma, \varepsilon, \phi_b(\sigma, \varepsilon))$. Figure 3 is a stylized graphical representation of the matrix on the right hand side.

In the web supplement to this paper (available under http://www.uni-due.de/js) we provide a MATHEMATICA 5.0 routine that computes analogous matrices for arbitrary start and end values of $\sigma$ and $\varepsilon$ and for arbitrarily small interval steps.