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Abstract   
 
As online platforms increasingly rely on algorithmic systems to curate, rank, and remove content, 
concerns about the societal and economic consequences of algorithmic decision-making have 
intensified, and with them the importance of algorithmic auditing. However, there is a lack of uni-
versal, practical guidance on the specific steps involved in designing and implementing platform 
audits across different problem domains and under varying conditions of data access, methodo-
logical constraints and legal obligations. This paper aims to address this gap by deriving a gener-
alised framework with fine-grained, concrete steps required for the practical implementation of 
algorithmic audits using a broad focus on potential methodologies and a broad focus on potential 
application scenarios. The framework is based on a structural analysis of empirical audit ap-
proaches in the two domains of moderation of illegal and harmful content and of potential self-
preferencing in recommendation algorithms, combined with further methodological literature. On 
this basis, the paper specifies the sequence of steps involved in carrying out audits in practice, 
identifies recurring challenges encountered across settings, and proposes a classification of audit 
approaches, incorporating advantages and disadvantages, and concrete examples. The proposed 
unified process model refines and operationalises existing high-level frameworks, while general-
ising more fine-grained domain-specific approaches. Furthermore, it demonstrates that meaning-
ful audits can be conducted under restrictive access conditions, but that platform support can sub-
stantially improve the feasibility of precise, generalisable and causally informative findings. Taken 
together, these contributions offer regulators, platforms, and independent auditors a practical ba-
sis for systematically scrutinising complex platform algorithms and for interpreting audit results 
with greater rigour. 
 
Keywords: algorithmic auditing, digital platforms, content moderation, self-preferencing 
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 Introduction 

Algorithmic decision-making systems have become integral components of major online platforms. They 
determine which content is removed as illegal or harmful, which products and services are recom-
mended most prominently, and which individuals and businesses gain or lose visibility. In response, 
regulators in the European Union and other jurisdictions are increasingly relying on auditing, in the sense 
of examining algorithmic systems regarding potential problematic behaviour and risks, as a central gov-
ernance instrument for managing systemic risks on very large platforms. Despite these developments, 
there is still limited universal practical guidance on the concrete steps regarding the design and imple-
mentation of platform audits across different problem domains and under varying conditions of data 
access, methodological constraints, and legal obligations. 

A growing body of empirical research has examined individual systems for various problematic behav-
iours, such as discrimination, the amplification of harmful or illegal content, or the prioritisation of self-
interest in recommendations. However, the empirical studies are tailored to specific platforms and re-
search questions, and available auditing frameworks are often high-level or restricted to particular do-
mains. Consequently, a discrepancy exists between the abstract principles of responsible algorithmic 
governance and the detailed methodological decisions that researchers, regulators, and civil society 
organisations must make when planning and evaluating audits of real-world platforms. 

This paper addresses this gap by providing a structural analysis of empirical auditing studies in two key 
application areas: the moderation of illegal and harmful content and potential self-preferencing in rec-
ommendation systems. For each domain, a mapping process is undertaken, incorporating factors such 
as audit objectives, methodological stance and challenges faced, as well as the kinds of data access on 
which the studies rely. This ranges from fully external interaction with platform interfaces to extensive 
platform support. Building on this, a generalised, stepwise auditing process has been developed. The 
process begins with the formulation of risk scenarios and system scoping, progressing to the selection 
of methodological approach, incorporating considerations regarding the desired types of insights and 
associated prerequisites, the concrete indicators, the design of data collection and labelling, the man-
agement of challenges such as ethical and technical issues, and the analysis, robustness checking and 
reporting of results. 

The analysis yields three main results. Firstly, we derive a unified process model for auditing algorithms 
that refines and operationalises existing high-level frameworks and generalises domain-specific frame-
works. Secondly, we develop a classification of auditing methodologies, incorporating advantages and 
disadvantages, and concrete examples. Thirdly, we find that under certain circumstances meaningful 
audits can be conducted under restrictive access conditions; however, platform support can substan-
tially improve the feasibility of precise, generalisable and causally informative findings. Together, these 
contributions aim to provide regulators, platforms and independent auditors with a practical framework 
for systematically scrutinising complex platform algorithms themselves and understanding the results of 
others more thoroughly.  
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 Related literature 

The present paper pertains to the extensive and expanding domain of auditing algorithms. Bandy (2021) 
conducted the first systematic literature review of empirical studies examining public algorithm systems 
for potential problematic behaviour in this field. He identified four categories of problematic behaviour 
for which public-facing algorithms have been empirically audited: discrimination, distortion, exploitation 
and misjudgement, with the second two categories receiving the most attention. Auditing of various 
algorithms has been undertaken by researchers; however, a predominance of research focuses on 
search algorithms, followed by advertising and recommendation algorithms. The author categorised the 
used audit methods into code audits, direct scrapes, sock puppets, carrier puppets and crowdsourcing, 
purposefully omitting user studies from the analysis. The most prevalent method is direct scraping, fol-
lowed by crowdsourcing and sock puppets. The author identified gaps for future audits to fill, including 
discrimination based on intersectional identities, more research in the advertising domain, more use of 
code audits and certain organisations being currently audited less extensively. A recent, second sys-
tematic literature review of empirical studies auditing algorithms on public-facing platforms was con-
ducted by Urman et al. (2024a). They largely align with the previously identified categories, focus areas 
and gaps. Nevertheless, with regard to the audit methods, carrier puppets have been replaced with 
platform repurposing, which is exclusively employed in the domain of advertising algorithms, and instead 
of differentiating between sock puppets and direct scraping, a differentiation between personalised 
scraping and non-personalised scraping has been used. The most prevalent methods were identified 
as non-personalised and personalised scraping. In addition to the analyses conducted in Bandy (2021), 
further research characteristics have been analysed, leading to the identification of a strong focus on 
Western liberal democracies and English-language content as the research environment, with authors 
being concentrated in the US and a few European countries. Further summarising research synthesised 
quantitative empirical results from research studies for the specific problem definitions of recommenda-
tion pathways and quality (Hibert et al., 2024; Yesilda and Lewandowsky, 2022). 

The present study integrates particularly into extant research regarding the establishment of frameworks 
for the auditing process. A number of frameworks adopt a more expansive process-oriented perspective, 
while others adopt a more specialised and detailed approach, focusing on the technical aspects of au-
diting algorithms. For instance, with regard to audits concerning the DSA, Meßmer and Degeling (2023) 
proposed a risk-scenario-based audit process in which, based on the developed understanding of the 
platform and its stakeholders, concrete testable risk scenarios related to systemic risks are defined and 
prioritised, measures for them analysed and prioritised, and the results evaluated and reported. Hasan 
et al. (2022) delineated their process for auditing algorithmic systems regarding ethical risks in a second-
party manner in a similar way. The process is initiated with the identification of significant stakeholders 
and the most extensive range of potential harms they might encounter followed by a prioritisation of 
these harms and a bias assessment with concrete testing metrics. Zicari et al. (2022) proposed a three-
stage process related to the EU Framework for Trustworthy AI, that applies across all stages of the AI 
life cycle and is carried out with operator support. The first stage is the setting up stage, which includes 
defining the scope and forming an adequate interdisciplinary team. The second stage is the assessment 
stage, which includes socio-technical scenarios based on gathered context and potential ethical issues 
and tensions. The third stage is the resolving stage. Raji et al. (2020) developed an internal algorithmic 
auditing framework for AI, encompassing the processes of scoping, mapping, artifact collection, testing, 
reflection and post-audit. Koshiyama et al. (2024) delineated four dimensions of auditing algorithms – 
development, assessment, mitigation and assurance – relating to four auditing verticals, namely ex-
plainability, robustness, fairness/bias and privacy, and described different levels of potential access for 
auditors. 
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Research focusing on frameworks with a more application-related focus includes Morales-Navarro et al. 
(2025), who established a generic scaffold to assist young people in auditing algorithms. This scaffold 
encompasses the broad, little detailed steps of developing a hypothesis, generating a set of systematic, 
thorough and thoughtful inputs, conducting a test, analysing the data, and reporting the results. Metaxa 
et al. (2021) analysed key decision points with related best practices in auditing algorithms with a focus 
on search engines. The identified key decision points relate to legal and ethical considerations; the 
selection of a research topic; the selection of an algorithm to audit; temporal considerations; data col-
lection; measuring personalisation; which interface attributes to collect; analysing data; and communi-
cating findings. Pattrn Analytics & Intelligence (2023) provided a detailed flow of decision forks when 
auditing a recommendation algorithm with regard to the dissemination of illegal and harmful content in 
a first-party manner. This decision-making process encompasses the elements of the party conducting 
the evaluation (while focusing exclusively on first-party audits); the outcome to be measured; the type 
of insights to be produced, such as causal or descriptive results; how to identify harmful content; how to 
perform causal inferences; how to survey users; what simulation to conduct; how to quantify virality; and 
how to quantify pathways. It should be noted that, depending on the choices made in previous decision 
forks, not all of the following forks may be relevant. Furthermore, a distinction is made between three 
overarching themes: observation, experimentation and self-reporting methodological elements. Very re-
cently, Panigutti et al. (2025) developed structure plans with key methodological steps and best prac-
tices for analysing algorithms in relation to the DSA. The plans are for risk-uncovering studies, reverse 
engineering studies, interface design studies and risk-measuring studies. The most relevant plans for 
this paper are the reverse engineering studies and risk-measuring studies, which consist of the steps of 
scope determination; hypothesis formulation; experimental design definition, including the measured 
outcome, treatment, confounding variables and baseline comparison and noise variables; data collec-
tion; if necessary, ground truth labelling; and data analysis. The risk-measuring studies potentially fall 
into the categories of experimental or observational studies, which are characterised by actively inter-
acting with the algorithm, respectively analysing historical data passively. 

Further research in this area has focused more generally on potential problems and best practices to 
consider, more separated from also setting up frameworks (e.g., Costanza-Chock et al., 2022; Metcalf 
et al., 2021; Mökander and Floridi, 2023; Whittlestone et al., 2019). 

The present study contributes to the extant literature by providing a comprehensive description of the 
fine-grained, concrete steps required for the practical implementation of algorithmic auditing using a 
broad focus on potential methodologies—for instance, incorporating user surveys and platform-sup-
ported approaches—and a broad focus on potential application scenarios, extending beyond specific 
domains or specific legislation. This analysis is based on an overview and examples of applications 
under varying circumstances in two different domains that have not been previously examined from this 
perspective, with triangulation with additional domains and methodological literature at certain points. It 
is therefore possible to contrast and combine our generated results with existing application-oriented 
frameworks, thereby creating greater generalisability across different domains and settings, and provid-
ing valuable examples and details so far left out. The identified steps can be built upon and integrated 
into the frameworks with a broader focus. 
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 Data collection approaches 

In order to establish a theoretical foundation for comprehending the following analyses and to present 
an overview of the generally feasible data collection approaches, a wide range of them is described and 
evaluated based on the existing literature in the following. Some of the approaches may be conducted 
in a black-box way, i.e. without platform/provider support, while others focus on how the data collection 
might look like with various levels of cooperation with the platform/provider for conducting the audit. 

3.1 Black-box methods 

A variety of methodologies can be employed to conduct an audit of an algorithmic system. The founda-
tional framework for this research was established by Sandvig et al. (2014), with subsequent contribu-
tions extending its scope. The applicability of the various methods is contingent upon the level of access 
to the data, the specific case under examination, and the available resources. Black-box methods can 
be utilised as a preliminary step in the generation of evidence, and in the majority of cases, represent 
the sole available option. 

Collecting data with black-box access can happen via scraping, in which data is automatically collected 
from the regarded system and subsequently analysed, thereby allowing for scale of data collection. This 
can be achieved by executing written scraping code, which collects specific data from the system as is. 
However, the available data is limited by what can be scraped, and in most cases, no active interactions 
are mimicked by the script. This method is suited to understanding which kind of content is displayed in 
the system in the situation regarded. However, no consideration is given to the interplay between users 
and the system. Moreover, the process of coding can necessitate a considerable investment of effort, 
as a distinct code is required for each system and alterations to a system can also result in the require-
ment for an adapted code. Additionally, certain systems explicitly prohibit the practice of scraping infor-
mation in their terms of service and sometimes block the activity of scraping attempts, which may create 
challenges for individuals employing this auditing method. Despite the existence of some rulings in fa-
vour of violating the terms of service to conduct an audit, the situation remains uncertain (Urman et al., 
2024b). 

In certain instances, instead of scraping the information, researchers have the option of accessing the 
data via an API of the examined system. The researchers can access the API’s data through written 
computer programs and can thereby send data such as a search string to the system and receive the 
corresponding data such as search results from the system. In this case, less work is required to collect 
the data, but a dependence on the system regarding data breadth and quality is created. The data that 
is available via the API may be more extensive or more limited than that which is obtainable through 
scraping, and it may be accessible to all or only a select group of individuals. Moreover, the researchers 
must either have confidence in the coherence of the delivered data with the actual data displayed in the 
system, or they must implement a suitable checking procedure.  

In certain instances, the platform offers functionalities that can be utilised for repurposing activities. 
This phenomenon is most prevalent within the domain of auditing advertising algorithms, where statistics 
provided to advertisers, for instance regarding impression distribution, can be utilised directly as a foun-
dation for analysis (Urman et al., 2024a). Consequently, depending on the extent of data collection, the 
repurposed data can simply be manually collected. The specific possibilities and setting are heavily 
dependent on the function that is being repurposed. In certain instances, this data may be accessible 
via an API, thereby falling into the preceding category. 
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The sock-puppet audit is a method that combines scraping with controlled user impersonation. For this 
purpose, so-called sock-puppet accounts are created and programmed with the intention of imperson-
ating users with specific characteristics and behaviours, for instance using automated browsers such as 
selenium or puppeteer, but a manual operation is also possible, though likely to require more effort and 
to be less scalable. The data created by these accounts is then automatically collected. This approach 
facilitates the analysis of the influence of specific user characteristics on the system's output in a con-
trolled, large-scale setting. This approach bears a closer resemblance to an experimental setting than a 
conventional scraping audit. Nevertheless, it is evident that the sock puppet accounts are merely imper-
sonating genuine user behaviour, thereby resulting in a representation that is likely to be less than per-
fect, particularly in instances where more than the initial few interactions need to be taken into account. 
In cases where the impersonation of specific characteristics is not straightforward, it is imperative to 
verify that the targeted characteristics are indeed being mimicked. In the context of specific systems, 
the verification of an account can be a laborious process. For instance, the requirement for a telephone 
number can incur significant expenses, thereby becoming a financially onerous undertaking. Further-
more, as with scraping, conducting this type of auditing method might be against the terms of service of 
certain websites and risks being blocked if unauthenticated behaviour is detected. Moreover, the work-
load associated with writing code is likely to be at least as onerous as that associated with scraping. 

The collection of output information for different profiles can also be achieved through the implementa-
tion of a crowdsourced audit. This method relies on the utilisation of hired users as testers, who sub-
sequently collect data while utilising the system. The data can be collected manually by the users or, in 
most cases, through automated means, such as a browser extension, achieving a controlled and more 
encompassing data collection. The users can either adhere to their usual behaviour or be directed to 
follow specific instructions so that comparable data can be collected from all users. This data pertains 
to the direct user experience; however, it is challenging to make any causal claims regarding specific 
user attributes, as there may be a multitude of unobserved variables. Moreover, as not all subjects may 
be willing to share their data in this manner, the achievement of a representative sample may be hin-
dered, and costs for recruiting participants may be incurred if they do not voluntarily share their data for 
research purposes. Furthermore, if an automated data collection method is employed, issues pertaining 
to the necessary effort are similar to those associated with scraping. However, as previously discussed, 
the utilisation of automated or semi-automated data collection methods may result in violations of the 
terms of service and involves the risk of being blocked. 

The administration of a user survey can facilitate an examination of the user experience across diverse 
user groups. For this purpose, a representative sample of the target population, such as the general 
user pool, should be recruited. However, it should be noted that user surveys are subject to issues such 
as social desirability and recall bias. Consequently, they may be less appropriate for applications where 
such biases are likely to have a significant impact. Furthermore, it is important to note that only users' 
experience and assumptions can be collected, and no definitive statements regarding the algorithm's 
functionality can be made. Moreover, expenses must be incurred with regard to the recruitment of par-
ticipants. 

A related approach is that of an end-user audit, in which the system's output is audited by the user 
themselves with the assistance of a supporting infrastructure (Lam et al., 2022). The users can identify 
discrepancies between their assessment and the algorithm's, thereby generating hypotheses concern-
ing potential issues that can be directly quantified using the infrastructure. In the example case pre-
sented in Lam et al. (2022), recruited users would first label a few textual posts concerning their toxicity, 
which is used for extrapolation to a more extensive set of posts, thereby enabling analysis of a toxicity 
classification algorithm on a larger scale. This methodology encompasses the perspectives of actual 
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users, including those from marginalised communities, who may be particularly affected by erroneous 
behaviour, yet may not be adequately represented in conventional labels so that previously unconsid-
ered hypotheses may emerge. Moreover, it affords a more systematic perspective than that achievable 
through surveys. However, users must demonstrate a certain degree of motivation in identifying issues, 
which may result in a non-representative group of users conducting the audit. Once more, costs for 
recruiting participants might need to be incurred. Furthermore, in order to employ such an approach, it 
is necessary to have access to the algorithm's output and to a sufficiently large set of posts with labels 
from different annotators. The algorithm’s output is used for the comparison of labels; the set of labels 
is required for the extrapolation; and a sufficiently large set of data is required for the training of a per-
sonalised user model and for systemic understanding. Therefore, the utilisation of an accessible algo-
rithm, a scraped data set of posts, and a set of labels generated by crowdsourced workers would be a 
viable option; however, platform support would significantly reduce the workload and expand the range 
of available options. 

Another associated approach is that of a sociotechnical audit, which analyses the interplay between 
users and algorithms in a controlled setting (Lam et al., 2023). In addition to the analysis of the algorithm 
and its behaviour, the users are studied under different algorithm behaviours. This provides an oppor-
tunity to analyse the effects on the users, including any modifications in behaviour. One potential ap-
proach for this would be to first analyse the algorithm using one of the other methods for auditing, and 
subsequently combine this with a controlled laboratory experiment on users. Alternatively, the second 
part could be conducted in the real environment as well, meaning that the algorithmic output is altered 
directly where it is normally placed. This can be achieved through browser extensions or similar soft-
ware, or, in the case of platform support, by conducting A/B testing in which the regarded system is 
directly altered for a subset of regular users. The modification of the algorithmic system, especially if 
conducted in a black-box manner, will likely require a significant investment of effort, and should partic-
ipants be recruited, financial costs will incur. 

3.2 Platform-supported methods 

Some of the described black-box methods can also be pursued with platform support, either happening 
voluntarily or due to legal obligation, thereby lowering the required effort and increasing options. This 
was already noted for end-user or sociotechnical audits, but, for instance, also holds true for user sur-
veys, where participants may be directly recruited through the platform. Other methods, such as scrap-
ing or crowdsourcing, might not be necessary, as the platform might already store the required data or 
be able to generate it oneself using the system and existing data. Of course, trust in the platform to 
collaborate in good faith or to adequately sanction dishonesty is necessary. 

Moreover, further approaches become viable with platform support depending on the access provided. 
It is possible to differentiate between several levels of platform support, including white-box, grey-box 
and outside-the-box access (Casper et al., 2024). In the outside-the-box access, the auditor is granted 
access to information regarding the development and deployment of the system, such as model details, 
training data, deployment details, and the results of conducted internal evaluations (Casper et al., 2024). 
In the grey-box access model, restricted access with varying intensity to the inner workings of the system 
is provided, for example to intermediate computations that influence the model's decision-making pro-
cess. In a highly unrestricted form of grey-box access, the de facto white-box access, auditors are able 
to execute arbitrary processes on a system in an indirect manner, while ensuring that the system’s 
parameters cannot be directly accessed and therefore remain protected from duplication, for example 
using an API. The most unrestricted form of access is the white-box access, under which full access to 
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the system's inner workings is permitted, encompassing the ability to execute commands, fine-tune the 
model, and access information on parameters and the like. Other taxonomies differentiate further be-
tween the spectrum from black-box to white-box, for example between the possibility to sample from the 
model, to fine-tune the model, to inspect the model internals, to modify the model internals and access 
to additional system information (Bucknall and Trager, 2023) or differentiate between seven levels with 
increasing access from only checklist up to white-box access (Koshiyama et al., 2024). 

In general, the higher the level of access to information, the more types of analysis that can be con-
ducted. For instance, access to the training input data is necessary to detect any biases within this data; 
access to the training outcome data is required to precisely analyse the accuracy of the system; access 
to the parameter control is essential for assessing the stability of metrics such as bias. With sufficient 
access, a code audit, in which the code or the pseudocode of an algorithm, i.e. a written representation 
of the code, is examined for comprehending its functioning, could be conducted. In principle, this ap-
proach offers the most comprehensive insights, as it facilitates the comprehension of all interconnec-
tions and objectives. However, in reality, the employed codes are mostly very complex and extensive, 
therefore hard to understand and it is difficult to predict outcomes when just reading the code. Moreover, 
there is no interaction with the user at all, and the probability of misconduct being explicitly coded is low; 
instead, it is more probable that such behaviour is an emergent property of the algorithm in use. Con-
sequently, a combination of analyses is valuable. In general, access to contextual outside-the-box infor-
mation facilitates more efficient and impactful auditing (Zaccour et al., 2025). 

A higher level of access can also facilitate enhanced quality and generalizability of the analyses, as 
evidenced by problems that have not been identified with black-box access due to a lack of information 
necessary for selecting important input data (Casper et al., 2024). Black-box methods are capable of 
identifying problems in certain cases; however, white-box methods can also be used to evidence the 
correct functioning of the algorithm (Casper et al., 2024). A code audit, but potentially all platform-sup-
ported audits, pose a challenge with regard to intellectual property, such that a safe infrastructure should 
be in place, and, in the absence of voluntary sharing, there must be a solid reason for requiring the 
provision of internal documentation and system access. 

Several methods exist for preserving the privacy of users and the intellectual property of the company 
in cases where such safeguards are deemed to be necessary. For instance, the implementation of tai-
lored APIs, which are designed to provide a specific level of access, could be useful (Bucknall and 
Trager, 2023; Casper et al., 2024). However, further research in this area could prove beneficial (Buck-
nall and Trager, 2023; Zaccour et al., 2025). Other approaches include conducting a white-box audit on 
site at the system's facilities in a safe environment, reducing any information leakages, or drawing up 
legal contracts regarding non-disclosure or absence of conflict of interest (Casper et al., 2024).  

If concerns regarding user privacy arise, providing aggregated data in a privacy-preserving way for both 
the user and the platform itself, due to the application of a differential privacy mechanism, could be 
employed (Imana et al., 2023). One such example, as outlined in Imana et al. (2023), involves the plat-
form querying its content-delivery algorithm with input data concerning trial content and a list of users 
with known demographic attributes, separately for each regarded demographic group, calculating the 
relevance scores, applying a differential privacy mechanism, and returning the distribution of the privacy-
preserving data so that the auditor can evaluate fairness using the obtained data. The implementation 
of this differential privacy mechanism results in an increase in the required sample size for accurate 
auditing. In the specific example outlined, this would result in a sample size approximately four times 
larger when employing typical parameters. Using differential privacy mechanisms for aggregated data 
was found to be reliable, provided that the privacy budget was not set at an exceptionally low value or 
the sample size was small (Zaccour et al., 2025). In an ideal scenario, the platform would communicate 
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the selected parameter such that an evaluation of the quality can be conducted (Zaccour et al., 2025). 
However, access to individual-level data, as opposed to aggregated data such as is provided by the 
aforementioned mechanism, is invaluable for a wide range of analyses and a comprehensive audit (Zac-
cour et al., 2025). In contrast to the differential privacy mechanism for aggregated data, the use of syn-
thetic individual-level data, based on a differentially private mechanism or not, does not appear to pro-
vide reliable results in at least certain cases (Zaccour et al., 2025). Conducting data minimisation by 
removing certain features can ensure the maintenance of auditing quality, provided that all important 
features are retained; however, it is not always evident which features are important (Zaccour et al., 
2025). Consequently, at least in certain cases, the dissemination of actual individual-level data must be 
safeguarded through alternative means, such as the implementation of one of the other aforementioned 
privacy preservation techniques, for instance in combination with less disturbing, but thereby less se-
cure, anonymisation methods.  

 Application domain 

In the following discussion, extant scientific literature on algorithmic auditing in two different domains is 
analysed with regard to followed approaches and structures, and with regard to similarities and differ-
ences therein. Furthermore, potential challenges and adequate remedial actions are examined, depend-
ing on different types of circumstances. Some approaches considered are not directly related to the 
problem under investigation in the respective application domain but are included in the analysis be-
cause they provide valuable insights based on a close connection to the problem. Collectively, these 
elements offer a structured understanding of algorithmic audits in these domains, while also providing 
insights regarding important decision points and commonalities and differences in approaching auditing 
algorithms in different situations. These findings can be utilised in the following section for generating a 
general flow with insights into the very practical challenges.  

The two regarded application domains – content moderation of illegal and harmful content, and self-
preferencing in recommendations – focus on two of the four problems identified by meta-analyses for 
which algorithms are audited (Bandy, 2021; Urman et al., 2024a), namely misjudgement and distortion, 
as well as on different algorithm types in order to achieve a broader picture. In Section 5, which sets up 
the generalised, research regarding further problem and algorithm types is included at certain points. 
To facilitate a deeper comprehension of the auditing approaches, the general functionality of the two 
algorithm types is outlined briefly at the beginning of each respective section. 

4.1 Content moderation of illegal/harmful content 

4.1.1 Algorithmic content moderation 

Platforms implement content moderation practices in order to ensure compliance with the relevant legal 
and regulatory frameworks, as well as to enforce their own platform-specific community guidelines. 
However, the specific moderation process and criteria itself may vary between jurisdictions, since plat-
forms must comply with the policies and restrictions imposed by the respective jurisdictions in the mar-
kets they cover. Given the sheer volume of such processes, on large platforms, the majority of steps 
are automated via algorithms. In the course of this process, it is imperative for platforms to respect and 
appropriately balance users' freedom of expression while moderating content.  
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The implementation of the moderating processes can be achieved through an algorithmic approach, 
manual intervention by human moderators, or a combination of both, with the majority of platforms em-
ploying a hybrid approach (Lykouris and Weng, 2024; Gosztonyi et al., 2025). A hybrid approach has 
the potential to facilitate the expeditious and effective management of substantial content volumes by 
platforms, while preserving the capacity for human judgement to exercise context-awareness and nu-
ance, particularly in cases of ambiguity or complexity (Lykouris and Weng, 2024; Ami, 2025). Subse-
quent to the uploading of content, it is subjected to a process of pre-screening and/or post-screening. 
Pre-screening, also termed pre-moderation, denotes the process of content review prior to its publica-
tion, potentially resulting in a delay of the publication. Post-screening, also termed post-moderation, 
denotes the process of reviewing content following its publication. The problematic items may be re-
moved later if they are found to be in violation of the guidelines. A variety of matching or classification 
techniques can be employed for this by algorithms. A common form of content matching relies on hash-
ing techniques, which transform content into a "hash", meaning a string of data, that is then used to 
identify underlying content. Hashes are advantageous due to their reduced size and expedited pro-
cessing, facilitating efficient matching with existing hashes of illegal content libraries, including those of 
the Global Internet Forum to Counter Terrorism (Fink and Saltman, 2025). Moreover, content classifica-
tion methods are employed to evaluate newly uploaded content and allocate it to predetermined cate-
gories, such as hate speech, terrorism, sexual content, or child abuse, in most cases being based on 
machine learning algorithms (Gorwa et al., 2020). It is evident that each platform utilises a distinct mod-
eration system, yet they employ analogous core technologies, such as hashing, classification, machine 
learning and natural language processing (NLP), for the purpose of content moderation (Gorwa et al., 
2020; Boroughf, 2015; Lees et al., 2022; Steinebach, 2024). The employed algorithms might either act 
directly themselves, or flag it for human review, with several different combinations based on the cir-
cumstances being possible (Gorwa et al., 2020). These systems are programmed to execute predefined 
remedial actions, which may include the binary option of removal or no action, a temporary restriction 
on access until a subsequent review, as well as dozens of potential other remedies such as account 
regulation and visibility reduction (Goldman, 2021). Furthermore, a post may be flagged by other users 
or organisations, thereby instigating ex-post reactive moderation and a further review. In addition, plat-
forms may employ proactive ex-post moderation techniques, such as the manual removal of certain 
harmful content (Klonick, 2017). 

4.1.2 Analysis of empirical literature 

The first analysis of an application domain relates to the potentially insufficient moderation in the form 
of removal of illegal or harmful content by the algorithmic content moderation system with the aim of 
focusing on the effects of the algorithmic system rather than those of human moderation. The following 
section delineates and categorises the approaches and steps of existing empirical analyses regarding 
this problem. 

4.1.2.1 Methodological approach 

The initial step in the audit of content moderation algorithms is the establishment of the objectives and 
the nature of the insights to be generated which exerts a significant influence on the subsequent steps 
of the audit. We propose that the objectives and their approaches fall into three categories. Some ap-
proaches can be assigned unequivocally to one group, while others have a focus regarding one group, 
but are related to a different group as well. The first identified group analyses the current prevalence of 
illegal content on the system, which can be used to draw conclusions about the false negative rate of 
the content moderation system. Research in this group includes the identification of posts promoting 
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illicit goods and services on Twitter (Wang et al., 2025), a temporal analysis of the prevalence of Russian 
propaganda and low-credibility content related to Russia's invasion of Ukraine on Twitter and Facebook 
(Pierri et al., 2023), an analysis of the "toxicity" of comments made in livestreams on Twitch (Dreier and 
Pirker, 2023), and an analysis of the presence of harmful content in far-right livestreams on TikTok (van 
Boheemen et al., 2025). Other papers in this group employ the analysis of illegal content solely as a 
foundational step to be combined later with the effects of the recommender system. These include an 
analysis of the prominence of different kinds of misinformation in various recommended content on 
YouTube, respectively of the prominence of misinformative health products on Amazon, and the effects 
of personalisation on this (Juneja et al., 2023; Hussein et al., 2020; Juneja and Mitra, 2021), of the 
recommendation network of ISIS content on YouTube (Murthy, 2021) and of the frequency and speed 
of encountering harmful videos using young persona accounts on TikTok, YouTube and Instagram 
(Eltaher et al., 2025). In the following analysis, the examination of this subgroup of papers will be limited 
as much as possible to this initial step of identifying illegal content. 

The second group analyses the functioning and performance of moderation algorithms. This encom-
passes the examination of existing content moderation software for the identification of nudity and por-
nography (AlDahoul et al., 2023), of trained hate speech and CSAM classifiers (Del Vigna et al., 2017; 
Gutfeter et al., 2023; Vitorino et al., 2018), of Twitch's moderation system for chats in livestreams 
(Shukla et al., 2025), of the moderation ability and performance of LLMs regarding harmful content such 
as hate speech, violence, pornography and predatory chats (AlDahoul et al., 2024; Kumar et al., 2024; 
Nguyen et al., 2023; Mahomed et al.; 2024) and of the impact of different parameters or types of fine-
tuning on the outcomes (Nguyen et al., 2023; Kumar et al., 2024). Furthermore, the analysis of alignment 
between an existing ML-based toxicity classifier and human judgement and decision components 
thereof (Muralikumar et al., 2023), the analysis of predictive multiplicity of LLMs used for detection of 
toxic content (Gomez et al., 2024) and the analysis of adversarial attacks on toxicity and hate speech 
classifiers (Gröndahl et al., 2018; Hosseini et al., 2017; Shukla et al., 2025) are included. Furthermore, 
a number of studies examine how the performance of content moderation algorithms varies based on 
user-related characteristics of the content, such as the presence of sexuality- or religion-related terms. 
This includes the analysis of the biases of toxicity classifiers and the application of mitigation strategies 
in training (Dixon et al., 2018; Sap et al., 2019; Borkan et al., 2019; Nogara et al., 2025), as well as the 
comparison of the algorithmic classification of content as toxic with the classification of individual users 
to surface potential problematic biases (Lam et al., 2022). 

The third group analyses how users perceive illegal/harmful content and the moderation thereof. Ap-
proaches involving the surveying of users with regard to their experience of content moderation, as well 
as their online exposure to content that should be moderated, are part of this category (Haimson et al., 
2021; Myers West, 2018; Lahti et al., 2024; Smahel et al., 2020), although not all of them employ a 
platform-specific approach. Haimson et al. (2021) highlight that the decision to utilise a survey as a 
research method was driven by the unavailability of access to moderation logs, owing to the black-box 
nature of their audit. 

4.1.2.2 Causality 

In conjunction with the decision on the general objective and the related group of approaches, lies the 
decision on whether causality in the results is necessary, meaning that certain observed factors can be 
clearly linked to the functioning of the algorithm. This could be a high prevalence of illegal content found 
on the system being clearly linked to a high false negative rate, or differences in performance being 
clearly linked to certain content characteristics. The first group of approaches never achieves causality, 
as their observational data does not allow for this. Even though Wang et al. (2025) and van Boheemen 
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et al. (2025) analyse evasion tactics, it can only be hypothesised that these very tactics are the reason 
why the content has not been moderated. 

Approaches in the second group achieve causality by inputting data with known characteristics into the 
algorithms and analysing the results. Moreover, a number of studies analyse the effect of changes in 
prompts, classification threshold, training seed, fine-tuning and training data by changing only this as-
pect but nothing else (Kumar et al., 2024; Gomez et al., 2024; Nguyen et al., 2023; Gröndahl et al., 
2018; Gutfeter et al., 2023; Vitorino et al., 2018; Shukla et al., 2025; Dixon et al., 2018). In other studies, 
the analysis of differences between models is conducted by utilising the same test data, and in some 
cases, training data, while striving to maintain as much constant as possible, except for the model (Ku-
mar et al., 2024; Gröndahl et al., 2018; AlDahoul et al., 2024; Del Vigna et al., 2017; AlDahoul et al., 
2023; Gutfeter et al., 2023; Vitorino et al., 2018). Furthermore, some studies analyse differences in 
performance when the same model is applied to different datasets, for instance collected from different 
platforms or concerning different topics or identity-terms (AlDahoul et al., 2024; AlDahoul et al., 2023; 
Gutfeter et al., 2023; Shukla et al., 2025; Dixon et al., 2018; Muralikumar et al., 2023; Sap et al., 2019; 
Borkan et al., 2019; Nogara et al., 2025). However, the capacity to ascribe variations in performance to 
a specific content attribute is contingent upon the extent to which other characteristics may also be 
altered. For instance, Muralikumar et al. (2023) try to achieve a high degree of comparability between 
data from different platforms by sampling only news content. In an effort to analyse the reliance of mod-
eration on slurs, Shukla et al. (2025) replace identity terms with slurs in false negatives and, in an effort 
to analyse context awareness, they integrate sensitive terms of existing toxic content into a non-offen-
sive, empowering context, all while keeping the rest constant in both cases. In order to control for other 
factors that might vary in a real dataset in addition to identity and increase the scope of causality, Borkan 
et al. (2019) and Dixon et al. (2018) utilise a synthetic dataset comprising content that varies solely in 
terms of identity, in conjunction with a real dataset. Nogara et al. (2025) create an altered dataset by 
translating text between languages to control for biasing factors such as content when analysing a bias 
regarding language of content, and additionally controlled for other factors such as special characters. 
However, they note that due to the proprietary nature of the algorithm and limited access, they cannot 
clearly identify the underlying cause of their results. Generally, the identified causality can be general-
ised to different degrees. For instance, utilising data exclusively from a single service may yield causal 
results, but these results may not be applicable to other contexts (Gröndahl et al., 2018), and a small 
sample size overall or regarding a subset might hinder valuable and definitive insights (Muralikumar et 
al., 2023; Mahomed et al.; 2024).  

The approaches employed by the third group do not achieve causality, as their user surveys create only 
a subjective observational picture of stated user experiences. 

It can be concluded that, in order to achieve causality, the algorithm is fed with input and an adequate 
strategy for isolating and identifying the causal effects of interest is in place. 

4.1.2.3 Platform support 

A notable commonality that is observed in all but one of the approaches that achieve causality is that 
they are either facilitated by platform support, utilise their own model, or employ publicly available mod-
els such as LLMs or classification APIs, through which content can be injected without others being 
confronted with this content. In the context of content moderation systems on online platforms, adopting 
these approaches without the support of the platform itself could result in the injection of harmful or 
illegal content into the regular system. This poses significant legal and ethical challenges. The approach 
of Shukla et al. (2025) employs the actual system for injecting harmful content, interacting with an 
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available API, but taking advantage of the possibility to silo the stream from other users and a legal 
ruling allowing this research activity. Consequently, the adoption of such an approach with a private 
upload environment, perhaps not the most harmful content, and the conducting of an in-depth consid-
eration of potential legal and ethical challenges might enable the establishment of causality regarding 
the content moderation system of a platform without their support. However, in many cases, this might 
not be the case. The presence of platform support, for instance, when it can be requested by a regulator 
due to sufficient existing evidence, appears to be a critical factor in the auditing of content moderation 
algorithms. 

4.1.2.4 Data collection method 

Another important decision that differentiates the approaches is the chosen data collection method for 
conducting the audit with the previously chosen type of objective. Analyses in the first group are based 
on using APIs (Wang et al., 2025; van Boheemen et al., 2025; Pierri et al., 2023; Murthy, 2021; Dreier 
and Pirker, 2023), crowdsourcing with a browser extension (Juneja et al., 2023), sock-puppet accounts 
manually managed or managed by a bot (Eltaher et al., 2025; Hussein et al., 2020) and using a combi-
nation of scraping and sock-puppet accounts managed by bots (Juneja and Mitra, 2021). However, it 
should be noted that the opportunities afforded by sock-puppet accounts and crowdsourcing, in com-
parison to conventional scraping techniques, are primarily utilised for the subsequent analyses, which 
extend beyond the examination of the moderation system, encompassing the impact of the recommen-
dation system. In the second group, analyses are based on model sampling alone (AlDahoul et al., 
2024; AlDahoul et al., 2023; Sap et al., 2019; Borkan et al., 2019; Nogara et al., 2025; Mahomed et al.; 
2024; Hosseini et al., 2017), model sampling combined with a user survey (Muralikumar et al., 2023), 
combined with model fine-tuning, respectively modifying model internals depending on the intensity of 
for the analyses conducted training (Gomez et al., 2024; Nguyen et al., 2023; Del Vigna et al., 2017; 
Gutfeter et al., 2023; Vitorino et al., 2018; Dixon et al., 2018; Gröndahl et al., 2018) and combined with 
the modification of model internals, i.e. the classification threshold (Kumar et al., 2024; Shukla et al., 
2025). Approaches in the third group are based on user surveys (Myers West, 2018; Lahti et al., 2024; 
Smahel et al., 2020; Haimson et al., 2021) and on an end-user approach (Lam et al., 2022). Conse-
quently, a wide range of data collection methods is represented, with the first group focusing on a variety 
of methods for collecting data, the second group focusing on methods listed under platform support and 
the third group using user-centred methods such as a survey or an end-user approach. 

However, the selection of data collection method appears to be contingent on the type of content being 
examined, with certain combinations of content type and data collection method being either unfeasible 
or necessitating specific precautions. For instance, Wang et al. (2025) note the secure storage of the 
collected content promoting illicit goods and services as part of their approach, while the papers collect-
ing observational data on misinformation do not mention such a precaution, likely due to a lower potential 
harmfulness. Should storing data in a secure manner not suffice to guarantee safety, hashes for the 
content could be created during data collection, such that only the hash values, not the content itself, 
are stored, thus allowing for the identification of exact duplicates or very similar content (Boshmaf et al., 
2023). Nevertheless, this would considerably restrict other potential avenues of analysis. Utilising sock 
puppets or crowdsourcing involves safety considerations with regard to preventing the behaviour of the 
sock puppets from having a detrimental effect on other users or the user whose account is employed 
for the crowdsourcing (Juneja et al., 2023; Juneja and Mitra, 2021). For instance, the crowdsourcing 
browser extension can be set to run in the background, with the history of watched content being deleted 
to avoid users being confronted with raised levels of misinformation in the future (Juneja et al., 2023). 
Alternatively, to avoid potential effects on real user accounts being used, sock puppet accounts can be 
used instead, with a limited range of potential behaviours to avoid strong spillover effects on other users, 
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as might for instance be the case through a positive review written for a misinformation product (Juneja 
and Mitra, 2021). It is reasonable to assume that for specific categories of illicit or harmful content, even 
minor such spillover effects are considered unacceptable. Concerning the labelling of toxic content by 
crowd workers, Muralikumar et al. (2023) incorporate a trigger warning; nevertheless, for specific con-
tent types, the respondents may incur excessive harm even with such a warning. Even for the research-
ers themselves, detailed work with the content might be too disturbing; for instance, Gomez et al. (2024) 
minimised direct exposure to content by redacting certain parts and analysing the data in aggregate. 

4.1.2.5 Metrics and indicators 

With the exception of Myers West (2018), who employs exclusively a descriptive analysis of qualitative 
results, all other papers collect the data for analysing some chosen quantitative metrics and indicators, 
sometimes supplemented by a qualitative analysis. For the approaches that rely on observational data, 
this includes the prevalence of illegal or harmful content, and descriptive statistics related to the types 
of harm categories (Wang et al., 2025; van Boheemen et al., 2025; Pierri et al., 2023; Dreier and Pirker, 
2023). Papers inputting data into algorithms analyse performance metrics such as the accuracy, preci-
sion, recall or F1 score (Kumar et al., 2024; Nguyen et al., 2023; AlDahoul et al., 2024; Del Vigna et al., 
2017; AlDahoul et al., 2023; Gutfeter et al., 2023; Vitorino et al., 2018; Shukla et al., 2025), the effect 
on such metrics and the classification score resulting from adversarial attacks (Gröndahl et al., 2018; 
Shukla et al., 2025; Hosseini et al., 2017), pairwise disagreement and arbitrariness metrics (Gomez et 
al., 2024) and Krippendorff's alpha to measure human-algorithm alignment (Muralikumar et al., 2023). 
With regard to the input analyses regarding biased performance, metrics such as accuracy differentiated 
by content group (Sap et al., 2019), metrics combining performance and fairness, such as the average 
equality gap or pinned AUC equality difference (Dixon et al., 2018; Borkan et al., 2019), and differences 
in distribution of toxicity score for different content groups (Nogara et al., 2025), are examined. The user-
centred approaches analyse indicators such as the frequency of encountering illegal content (Lahti et 
al., 2024; Smahel et al., 2020), the proportion of respondents having had content removed and regres-
sion coefficients regarding the connection with certain characteristics (Haimson et al., 2021) and the 
proportion of disagreement with the algorithm combined with qualitative indicators such as topic and 
type of problem (e.g. over- or underreporting) (Lam et al., 2022).  

4.1.2.6 Implementation strategy and challenges 

However, the accurate identification of these metrics and indicators poses significant challenges and 
necessitates an appropriate implementation strategy. Depending on whether observational data is col-
lected from the system, the model is probed or altered, or users are consulted, different groups of chal-
lenges arise when collecting and analysing the data.  

A common challenge for approaches that collect observational data from the actual system lies in de-
termining where to search for this data. Limited data access and the necessity to input search terms in 
the chosen data collection method might result in the necessity to create a list of relevant search terms 
(Wang et al., 2025; Pierri et al., 2023). Moreover, a low prevalence of the regarded type of illegal content 
might require a refined way of searching in order to identify a relevant fraction of this content (Murthy, 
2021). Analysing all content present on the system would create the most complete picture and lead to 
the highest representativeness, but this approach requires an infeasibly high workload in most cases. 
Instead, the envisioned strategy might lead to the identification of as much illegal content as possible 
with the given resources, or the creation of a representative picture of some part of the system. For 
instance, Wang et al. (2025) begin with known tags from an existing dataset concerning the promotion 
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of illicit goods, which are then updated with tags and accounts based on the illegal content identified in 
their research, thus resulting in a diverse set of keywords. Furthermore, they conduct an analysis of the 
proportion of illegal content identified in a random sample of general content. Van Boheemen et al. 
(2025) employ a similar, more manual strategy, utilising relevant tags associated with far-right accounts, 
algorithmic snowballing and further online sources for relevant accounts. Alternatively, the search can 
be based on existing keywords relating to the studied topic, in this case the Russian invasion of Ukraine, 
without updating (Pierri et al., 2023), a combination of Google Trends and known relevant video tags 
relating to electoral misinformation (Juneja et al., 2023), a combination of high-impact topics and search 
terms concerning vaccine- respectively misinformation-related topics identified through Google Trends 
and relevant search terms based on the system's auto-complete (Hussein et al., 2020; Juneja and Mitra, 
2021), known seed videos of terrorist content to gather further content through recommendations 
(Murthy, 2021) or a diverse set of general accounts with a focus on more popular ones to analyse the 
toxicity in their chat messages (Dreier and Pirker, 2023). Evidently, the adequacy of a strategy depends 
on the overarching objective; for instance, the extent to which results should be influenced by the rec-
ommendation system, how extensive the search should be, or the extent to which current developments 
should be analysed. It can be observed that the analysis of misinformation is the only field in which 
trends data is being used, likely due to the difficulty of obtaining such data for illegal content, and be-
cause misinformation is more closely associated with topics that are not generally considered harmful 
than this might be the case for other harmful content. Should sock puppets be employed, their behaviour, 
including potential searches and interactions with content which influence which content will be shown 
to them, must be defined in accordance with the situation their behaviour is intended to imitate (Eltaher 
et al., 2025). 

A second challenge that arises with the analysis of observational data is the classification of the collected 
content. A range of approaches can be identified. The paper by Pierri et al. (2023) utilises existing lists 
of news websites and their reliability and political leaning to completely automatically classify Tweets in 
as propaganda and misinformation. Dreier and Pirker (2023) employ NLP techniques to identify toxicity 
in chat messages. Van Boheemen et al. (2025) employ a combination of automatic and manual classi-
fication techniques for the identification of harmful video posts by, for instance, automatically screening 
transcripts and comments for predefined words and emojis, and manually analysing selected recordings 
due to the fact that harmful speech is frequently encoded and hidden in everyday language, making 
automatic detection more challenging. Other studies commence with human labelling in the context of 
posts promoting illicit goods, video posts containing electoral misinformation, and terrorist videos, either 
entirely conducted by researchers or in collaboration with crowd workers, leveraging this dataset to 
automate classification, for instance, employing a machine-learning approach (Wang et al., 2025; 
Murthy, 2021; Juneja et al., 2023). The remaining approaches label content regarding harmful video 
posts, misinformative video posts and misinformative health products completely manually (Hussein et 
al., 2020; Juneja and Mitra, 2021; Eltaher et al., 2025). This is for instance achieved by the utilisation of 
labels from a second researcher if content has been classified as harmful by an initial researcher and 
the inclusion of further researchers in the event of disagreement, given that certain aspects of classifying 
content as harmful might be subjective (Eltaher et al., 2025), or by starting labelling by a researcher and 
finishing it using multiple crowd workers, and the researcher deciding in case of disagreement among 
the crowd workers (Juneja and Mitra, 2021). The feasibility of the different methods will naturally depend 
on various factors, including the type of content, the accuracy with which novices might label content, 
the potential consequences of presenting content to crowd workers, the volume of collected content, 
and the presence of any consistent patterns that could inform the work of crowd workers or a classifica-
tion algorithm. In general, it should be borne in mind that any illegal data observed on the platform has 
likely already been moderated, such that it constitutes false negatives which might be much harder to 
identify. 
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A common challenge that arises when the model is probed, sometimes after an alteration to it has been 
conducted, is the obtaining of the adequate data that is needed for this. A significant number of papers 
employ existing suited datasets (Gomez et al., 2024; Gröndahl et al., 2018; Vitorino et al., 2018; Shukla 
et al., 2025; Sap et al., 2019; Hosseini et al., 2017; Lam et al., 2022; Gutfeter et al., 2023). With the 
exception of Gutfeter et al. (2023) and Vitorino et al. (2018), all of them pertain to hate speech or toxicity. 
However, as these two papers relate to child sexual abuse material, they cannot obtain simple access 
to existing data related to this topic, as is the case with the general pornographic data they are using. 
Nevertheless, in collaboration with a public agency, they are able to gain access to it in a safe environ-
ment. However, as the illegal content is not visible to the auditors, finetuning of the classification algo-
rithm and the training data set is more challenging (Gutfeter et al., 2023). Furthermore, a significant 
proportion of papers utilize newly collected or created datasets in conjunction with existing data (Kumar 
et al., 2024; Nguyen et al., 2023; AlDahoul et al., 2024; Dixon et al., 2018; Borkan et al., 2019; Nogara 
et al., 2025). For instance, AlDahoul et al. (2024) draw upon existing datasets for topics such as hate 
speech, adult content, and violence, while acquiring new data for topics including graphic violence and 
alcohol, child, and drug abuse. Nogara et al. (2025) supplement the extant hate speech datasets with a 
randomly collected corpus of Wikipedia data, thereby obtaining a text corpus that is highly similar be-
tween different languages and Nguyen et al. (2023) add a manually collected dataset relating to sexual 
predatory chats in an additional, less common language to existing ones. Kumar et al. (2024) supple-
ment the existing hate speech data with less selective real-time data to obtain a more realistic data 
example and Dixon et al. (2018) create a synthetic dataset based on an existing dataset to create a 
more controlled environment. Other studies collect the relevant data completely themselves (Del Vigna 
et al., 2017; Muralikumar et al., 2023; Mahomed et al.; 2024), for instance because hate speech of a 
certain less commonly used language is of interest. This data is, for instance, crawled using an API and 
annotated by bachelor students, though this results in a low inter-annotator agreement (Del Vigna et al., 
2017), or manually collected and annotated based on the reasoning that no API was available (Muraliku-
mar et al., 2023). Moreover, studies probing the model with a focus on user-related characteristics en-
counter the challenge of obtaining data relating to information such as the identity referenced. This data 
might be collected during the initial data collection process, for instance labelled by crowd workers (Sap 
et al., 2019), but if an existing dataset without this information is used, it would need to be added later 
on, for instance by approximating identity based on dialect used or certain identity terms present (Sap 
et al., 2019; Borkan et al., 2019). Therefore, depending on the type of content, for instance whether it is 
illegal, that is analysed, the desired level of specificity, the desired size, or the desired level of control 
over the content, the necessary input is more or less challenging to obtain. 

However, it should be acknowledged that in the case of an external auditor having access to the aggre-
gate of the content moderation algorithms of a platform, a slightly different situation regarding input data 
would take place. Firstly, depending on whether access is granted to specific algorithms checking for 
specific violations or to a broader part checking for multiple types of violation, the utilised true negative 
content cannot violate any of the prohibitions. Consequently, it may be necessary for the content to be 
in accordance with all the terms of service, which could result in the classification of content becoming 
more complex, potentially necessitating expert judgement or sophisticated classification algorithms, 
given the multitude of nuanced rules that vary between platforms. Secondly, depending on the level of 
access, it might not be known on which data the algorithm has been trained. However, the performance 
on known content is likely to differ from the performance on new content, which more closely mirrors the 
real-life situation. Hence, it would need to be ensured that a sufficient fraction of the content with which 
the algorithm is probed is different from the training data, for instance by collecting or creating data 
oneself. However, the incorporation of a small proportion of content that may be known to the algorithm, 
for instance from a hash database, could provide insights into whether the reupload of known content is 
sufficiently countered. 
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The approaches consulting users appear to be mainly confronted with challenges related to surveys in 
general, such as a bias in who might answer surveys (Myers West, 2018; Haimson et al., 2021), the 
potential of manipulated or inaccurate answers (Myers West, 2018; Haimson et al., 2021), biases in 
answers (Muralikumar et al., 2023) and difficulties in obtaining exactly the information required (Mu-
ralikumar et al., 2023; Smahel et al., 2020).  

A general challenge that may be encountered, depending on the level of access to the algorithm, is that 
the content moderation process is not solely algorithm-based, but also involves human labour. As pre-
viously outlined, the content moderation system may categorise certain content not as either permitted 
or prohibited, but as necessitating human evaluation, and user reports as well as human post-modera-
tion further influence what content is available. Therefore, depending on the level of access and the part 
of the moderation that is of interest, strategies for removing the effects of components that are not to be 
analysed must be designed, or it must be acknowledged that the results relate not only to the moderation 
component of main interest, but to an interplay of several components. 

Following the collection of data in accordance with the decisions made in the preceding steps, the data 
is then prepared, analysed and reported. 

4.2 Self-preferencing in recommendations 

4.2.1 Algorithmic recommender systems 

Recommendation systems are information retrieval and filtering tools that assist users in determining 
items and options that are likely to be of interest. Depending on the specific circumstances, a variety of 
inputs can be utilised, and a range of outputs can be generated, including ranked lists of varying lengths 
or single-item recommendations. Stray (2022) emphasises that recommendation systems do not oper-
ate with a single objective; rather, platforms often pursue a combination of goals, such as relevance, 
diversity, or healthier patterns of engagement. In consideration of input from the content moderation 
system and the context, such as search conducted or past user behaviour, systems typically first gen-
erate a set of candidate items. Subsequently, the relevance of the item is estimated within the context 
provided, frequently assigning a probability or score that reflects predicted user engagement. However, 
broader social or civic considerations may also be incorporated. Finally, a re-ranking step can be em-
ployed to adjust the list and further emphasise the values that the platform wishes to promote, such as 
exposing users to a wider range of perspectives. This process can thus be viewed as a series of decision 
points at which different goals can be embedded. 

The majority of extant literature categorises recommendation systems into three main types: content-
based filtering, collaborative filtering and hybrid systems. Content-based filtering can be defined as a 
recommendation system that functions by suggesting items of a similar nature to those previously se-
lected by the user. This constitutes the basic model of recommendation. Collaborative filtering analyses 
data from multiple users to identify patterns of co-preferences, and uses these patterns to make recom-
mendations. Collaborative filtering is known to encounter issues such as scalability and sparsity. Con-
sequently, recent research has focused on hybrid filtering systems that address these challenges, re-
sulting in significant advancements and heightened research interest. 
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4.2.2 Analysis of empirical literature 

The second application domain relates to the gathering of indications as to whether a platform with 
incentives and possibilities to self-preference does so in their recommendation algorithms, for instance 
regarding listed recommendations or in single-item recommendations. In this context, self-preferencing 
involves the recommendation of specific items or offers, such as the platform's own products or the 
delivery of third-party products by the platform itself, with greater prominence without a valid explanation, 
but due to anti-competitiveness, with the objective of generating profit. The identification of self-prefer-
encing is, in general, a challenging undertaking, for instance due to the definition of a neutral alternative, 
legitimate business interests, or the possible ambiguity regarding used variables being objective or sub-
jective, often requiring a case-by-case analysis (Dash et al., 2024; Carugati, 2022). The following section 
delineates and categorises the approaches and steps of existing empirical analyses with regard to this 
problem. 

4.2.2.1 Methodological approach 

As in the other application domain, a significant difference between the approaches lies in the chosen 
objective and the nature of the insights to be generated. In this regard, we propose a categorisation of 
the approaches into two groups that are directly related to the problem, and one group that is indirectly 
related. The first group uses observational data from the platform and analyses it for indications of self-
preferencing based on observable characteristics. It encompasses several analyses of different recom-
mendation structures on Amazon regarding the visibility, either the assigned rank or being included at 
all, of Amazon's own private-label products in comparison to similar third-party products, such as of the 
sponsored related item recommendations (Dash et al., 2021), of the similar item to consider recommen-
dations (Dendorfer and Seibel, 2025), of search recommendations in general (Farronato et al., 2023), 
and of the search recommendations regarding changes in the relative ranking of these private-label 
products after the designation as a gatekeeper under the DMA (Waldfogel, 2024). Jürgensmeier and 
Skiera (2023) analyse the search results in the aforementioned general regard, as well as regarding the 
ranking of products concerning whether Amazon or a third party holds the buy box, meaning being the 
primary seller offer shown, for this product. Further analyses concern Amazon's buy box selection re-
garding products sold and/or shipped by Amazon compared to the identical products sold and shipped 
by third-party sellers (Hartzell and Haupt, 2025; Hartzell, 2025; Raval, 2022; Lee and Musolff, 2025; 
Mouton and Rottembourg, 2024), Amazon's frequently bought together recommendations regarding the 
presence of products sold and shipped by Amazon compared to identical products sold and shipped by 
third-party sellers (Chen and Tsai, 2024), and Amazon's Kindle Daily Deal page regarding the ranking 
of titles published by Amazon Publishing compared to similar titles (Reimers and Waldfogel, 2023). 
Analyses of other platforms examine Apple's App Store ranking in search results regarding Apple's own 
apps compared to similar apps (Teng, 2022), Netflix's top 10 recommendations regarding the presence 
of its original content compared to similar content (Leung et al., 2025) and Kayak's search results ranking 
regarding whether hotels for which its through vertical integration affiliated online travel agent, Book-
ing.com, is price leader are ranked higher than similar hotels, as well as Kayak's sales channels recom-
mendation regarding whether Booking.com is more likely to be displayed than similar offers (Cure et al., 
2022). Not directly related to self-preferencing, but similar in structure and therefore being included in 
the first group, is the examination of the ranking in search results on Booking.com respectively Expedia 
regarding hotels which set lower prices on a different website than Booking.com respectively Expedia, 
compared to those who do not, closely being related to the in some countries forbidden price parity 
clause (Hunold et al., 2020). 
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The second group leverages interactions with users to gather more information regarding their actual 
preferences, which is then used to control for this information when examining for self-preferencing. 
Farronato et al. (2025) analyse self-preferencing of Amazon's own products in rankings using elicited 
consumer preferences and observed consumer behaviour under different controlled circumstances. 
Dash et al. (2024) analyse self-preferencing by Amazon regarding the buy box assignment and Ama-
zon's policy of striking through some reviews for products being fulfilled by them using elicited consumer 
preferences and effects on consumers. 

Furthermore, although not analysing self-preferencing, but related topics, some papers directly probe 
recommendation algorithms and alter them, analysing the fairness of the distribution of results concern-
ing certain content characteristics. As this could be employed in more or less similar ways regarding 
self-preferencing with sufficient access, and as it constitutes a noticeably different approach than the 
first two groups, these papers are regarded as the third group with the aim of generating insights that 
are relevant for the domain of self-preferencing. Given the unfeasibility of third parties inputting content 
that mimics first-party content on the real system, and the low incentives for a first party to publish results 
that might point to self-preferencing, it appears reasonable that very little literature employing this type 
of approach directly relating to self-preferencing can be found. The third group encompasses analyses 
of recommendations on an online marketplace platform concerning seller-side fairness, which pertains 
to all sellers receiving a minimum baseline level of visibility (Ye et al., 2023), of recommendations of 
books and education courses concerning preference distribution-aware provider fairness, which relates 
to providers receiving at least some level of visibility while taking into account user preferences when 
distributing this visibility (Gómez et al., 2025), of recommendations of a large-scale, production recom-
mender system concerning the under-recommendation of items from a certain group conditional on 
anticipated engagement (Beutel et al., 2019), and of LinkedIn's recruiter recommendations of potential 
job candidates concerning fair representation regarding sensitive attributes (Geyik et al., 2019). Three 
of these papers are written with the assistance of platform affiliates, and the remaining paper employs 
a by them newly developed algorithm in addition to existing algorithmic approaches, a distinction from 
the other two groups, whose analyses are all conducted in a black-box manner. 

4.2.2.2 Model setup 

A further discernible foundational difference between the approaches lies in whether models based on 
certain assumptions are set up for analysing the setting, thereby influencing the further procedure. Sev-
eral papers in the first and second group set up demand and supply models (Hartzell and Haupt, 2025; 
Hartzell, 2025; Lee and Musolff, 2025; Reimers and Waldfogel, 2023; Teng, 2022; Hunold et al., 2020; 
Farronato et al., 2025). The supply models analyse, for instance, the price setting of products, the entry 
of a supplier into a market or the update frequency of apps. Other papers in the first group do not set up 
a complex model but analyse regressions, for example of rank or of presence in certain recommendation 
structures on product characteristics and further controls (Dendorfer and Seibel, 2025; Farronato et al., 
2023; Waldfogel, 2024; Jürgensmeier and Skiera, 2023; Raval, 2022; Chen and Tsai, 2024; Leung et 
al., 2025; Cure et al., 2022), one being machine-learning based (Mouton and Rottembourg, 2024). In 
relation to these approaches, it should be noted that some critique has been raised regarding the inad-
equacy of employing a linear regression of rank on relevant independent variables, abstracting away 
from the intermediate step of generating scores used for creating the ranking, because the coefficients 
and standard errors may be biased (Ford, 2023; McKelvey and Zavoina, 1975). The only paper in the 
first group that does not fall into these two categories is Dash et al. (2021), which analyses characteris-
tics of a related-item network; in the second group, Dash et al. (2024) focus rather on descriptive statis-
tics regarding their collected data and user survey results, even though the paper also used a structured 
machine-learning-based model approach to analyse important factors in consumer choices. Approaches 
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in the third group focus on evaluating their chosen fairness metrics in a non-model-based manner, 
though formally formulating the recommendation problem prior. 

4.2.2.3 Metrics and indicators 

Connected to these differences is the selection of metrics and indicators to be analysed. Frequently, 
this involves an analysis of regression coefficients and their size and significance (e.g., Farronato et al., 
2023; Jürgensmeier and Skiera, 2023; Reimers and Waldfogel, 2023). For the papers setting up a wel-
fare model, this also includes components such as consumer surplus or overall welfare (e.g., Hartzell, 
2025; Teng, 2022; Farronato et al., 2025). In the context of user-centred approaches, this encompasses 
additional components, including estimates of willingness to pay, reported consumer satisfaction levels, 
stated most influential choice factors, and the impact of experimental conditions on behaviour (Dash et 
al., 2024; Farronato et al., 2025). Further metrics include measures of representation or exposure in a 
recommendation network (Dash et al., 2021), or in the third group, fairness measures, recommendation 
performance and business outcomes when different algorithms are directly compares (Gómez et al., 
2025; Beutel et al., 2019; Geyik et al., 2019; Ye et al., 2023). 

4.2.2.4 Data collection method 

In order to conduct the chosen analysis, a number of approaches are taken to obtain the necessary 
data. Some papers in the first group collect their observational data completely from a third party, such 
as from an API regarding search result rankings on Amazon (Waldfogel, 2024), a price-tracker API for 
products on Amazon (Raval, 2022; Mouton and Rottembourg, 2024), a high-volume third-party seller on 
Amazon in combination with data from a commercial third-party analytics provider (Hartzell and Haupt, 
2025; Hartzell, 2025) or app store optimization service providers (Teng, 2022). Other papers combine 
data obtained from third parties with data from other sources, such as data from a third party offering 
repricing services for Amazon, in combination with estimates from existing research (Lee and Musolff, 
2025), data from a third-party collecting device-level viewing behaviour data and from third-party APIs, 
in combination with own collected data regarding Netflix (Leung et al., 2025), data from a commercial 
third-party data provider regarding book sales, combined with own collected data on Amazon (Reimers 
and Waldfogel, 2023), data from a third-party API price tracker for Amazon products, supplemented with 
wider ranging scraped data (Chen and Tsai, 2024), or supplemented with data on visibility in search 
results from a search engine optimization firm and a user survey (Jürgensmeier and Skiera, 2023). The 
remaining papers collect the data completely by themselves, scraping it without an account or using a 
single sock-puppet account (Dash et al., 2021; Dendorfer and Seibel, 2025; Cure et al., 2022; Hunold 
et al., 2020) or obtaining the data using crowdsourcing with a browser extension (Farronato et al., 2023).  

With regard to the second group, one paper collects data through scraping using a single sock-puppet 
account, conducting a sociotechnical experiment on the influence of Amazon's policy of striking through 
some reviews for products that are fulfilled by them on consumer choices, and conducting user surveys, 
in which participants indicate whether they would choose Amazon-related products that have been as-
signed the buy box even though they are not the lowest priced and which product characteristics are 
important influencers of choice (Dash et al., 2024). The second paper employs a combination of 
crowdsourcing and a sociotechnical field experiment, wherein Amazon's private label products are hid-
den, alongside an incentivised shopping task and a user survey that investigates factors such as will-
ingness to pay and significant choice influencers (Farronato et al., 2025). 
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The third group's data is derived from model sampling and advanced access to model modification, 
utilising proprietary data in conjunction with existing public data (Ye et al., 2023), exclusively existing 
datasets (Gómez et al., 2025), synthetic data in conjunction with employment in the actual environment 
with actual user interactions and data (Geyik et al., 2019), and exclusively actual data from the real 
environment (Beutel et al., 2019). 

Therefore, in the first group, a broad reliance on third-party data is evident. The acquisition of data 
pertaining to marketplaces serves the commercial interests of third-party sellers, thus explaining the 
wide availability of such data from third-party providers. However, it should be noted that such APIs are 
not universally available across all online platforms (Mouton and Rottembourg, 2024). The second group 
places a greater emphasis on the execution of user surveys and experiments, while the third group 
employs its access to the model primarily in conjunction with existing datasets, sometimes of a proprie-
tary nature.  

When choosing to scrape data or query an API, the decision which content to regard needs to be made. 
Approaches to this issue include the examination of the most popular products, categories and/or key-
words (Dash et al., 2024; Waldfogel, 2024; Mouton and Rottembourg, 2024; Chen and Tsai, 2024; Teng, 
2022), of a combination of highly popular and less popular products (Jürgensmeier and Skiera, 2023; 
Raval, 2022; Hunold et al., 2020), of categories with a higher presence of the party potentially self-
preferencing (Dash et al., 2021; Dendorfer and Seibel, 2025), of as much of the inventory as possible 
(Leung et al., 2025), and of a specific, arbitrary situation, in this case a single city and a chosen request 
(Cure et al., 2022). 

4.2.2.5 Implementation and challenges 

A common issue identified in studies of the first and second group regarding implementation is the 
unavailability and inaccuracy of data, which hinders the envisaged analysis due to the necessity of a 
substantial depth of data. Generally, the objective of the studies is to analyse whether products that 
differ only in a relevant attribute, such as seller identity or brand, and are equally attractive to consumers, 
are treated differently, thereby constituting self-preferencing. In order to achieve this objective, it is nec-
essary to collect information either regarding consumer preferences directly or regarding all factors that 
may have a significant influence on these preferences. However, factors relating to the platform's 
knowledge of information that is not accessible to researchers hinder this latter analysis. These include 
the unavailability of certain potentially influential factors, such as a seller rating of Amazon, inaccuracy 
when scraping data, such as the failure to clearly identify all sponsored results, and the necessity to use 
approximations for certain data, such as approximating sales using sales rank. Some papers partially 
alleviate this by cooperating with a third party. To this end, three studies gather insights into actual sales 
data by obtaining data from a past seller, respectively by obtaining data from a third-party having access 
to their customers' sales data (Hartzell and Haupt, 2025; Hartzell, 2025; Lee and Musolff, 2025). With 
regard to the equivalent data for hotel bookings, information on past bookings of hotels was stated 
directly on one platform (Hunold et al., 2020). Consequently, in the absence of external support from a 
third party or the platform, or exceptional circumstances, acquiring outcome data, such as sales or book-
ings, is challenging in the majority of cases. However, even with access to a large variety of relevant 
platform data, there might be still additional characteristics that could influence consumer preferences, 
which could be overcome by obtaining data on this from users. However, data concerning actual con-
sumer preferences or behaviour is scarce in the regarded approaches. In order to gather information on 
user behaviour and thereby ascertain their preferences, Lee and Musolff (2025) estimate arrivals at 
product pages using the sales data obtained from a third party, and Hartzell and Haupt (2025), Hartzell 
(2025), Teng (2022) and Leung et al. (2025) obtain third-party data on product views, consumer 
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conversion and watch data. Eliciting consumer preferences in a more direct manner, Dash et al. (2024) 
conduct a user survey to assess the alignment of algorithmic decisions with user preferences. As Far-
ronato et al. (2025) employ crowdsourcing alongside an experiment and incentivised choice tasks, they 
are able to analyse consumer behaviour and preferences in detail. Furthermore, the utilisation of random 
variation in ranks, stemming from the experimental setup, facilitates the identification of unobserved 
characteristics that influence preferences, which are reflected in the assigned rank, independent of the 
effect of higher ranks being more likely to be selected due to increased visibility. However, it should be 
borne in mind that the choice architecture created by the platform may influence consumer preferences, 
thereby altering the "true" preferences, and thus rendering reliable collection more complex (Dash et al., 
2024). Furthermore, in general, consumer choices in an artificial environment might not accurately re-
flect real preferences, especially without incentivisation. Additionally, the pool of respondents might not 
be representative for the actual user base, for instance because only a subgroup is willing to have a 
browser extension track their behaviour.  

The challenge of obtaining all necessary data is also influenced by the type of self-preferencing that is 
regarded as this influences the scope of characteristics for which one needs to control. To illustrate, 
when comparing identical products sold by different sellers, there is a reduced need for controls when 
compared to the sale of different products by different sellers. Furthermore, three papers utilise an out-
come-based approach, in which sales data is regressed on the treatment of the platform, for instance 
the rank given to the product, and on further control characteristics, in order to analyse whether out-
comes differ for products that are ranked similarly and therefore should be equally successful (Dendorfer 
and Seibel, 2025; Jürgensmeier and Skiera, 2023; Reimers and Waldfogel, 2023). This is undertaken 
to minimise reliance on information regarding characteristics that are relevant to consumer preferences, 
as these are implicitly accounted for through the outcome data. However, in return, information on at-
tributes that correlate with a product's success is required. 

The third group faces noticeably smaller difficulties in obtaining the data due to their ability to access 
proprietary data, as the analyses are conducted by the platforms themselves, or they can use general, 
existing data to make their point. 

4.2.2.6 Causality 

This challenge of not observing all the required data hinders the ability to make causal claims in many 
papers, especially in the first group. Nevertheless, this is fundamentally the ultimate objective when it 
comes to analysing self-preferencing. However, certain studies have been able to establish causal 
claims regarding self-preferencing and related practices, albeit partly based on assumptions that may 
potentially limit their accuracy. Within the first group, one paper notably approaches true causal results 
more closely than the others, while two additional papers distinguish themselves as well, though with a 
greater distance from causality. Chen and Tsai (2024) employ exogenously judged within-product vari-
ation, generated by Amazon stockouts, to analyse whether the identical product sold by a third-party 
seller receives fewer recommendations. Certain assumptions must still be met, such as the stockout 
being exogenous, though this is more likely to be fulfilled than the assumptions that would need to hold 
in regard to the other studies. Moreover, indications for the assumption holding are collected, such as 
by conducting a placebo test with a third-party seller stockout, controlling for indicators which might be 
related to potential changes in consumer preferences and analysing the development of prices and 
sales regarding smoothness prior to the stockout. Teng (2022) leverages a change in Apple's recom-
mendation algorithm that downshifts the ranking of its own apps for a difference-in-difference design to 
analyse the effects on independent apps competing against Apple versus the independent apps in cat-
egories not competing with Apple, for instance regarding changes in downloads. However, for the 
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purpose of analysing self-preferencing, a model with several, more complex assumptions is designed. 
Waldfogel (2024) examines a change in Amazon's recommendation algorithm subsequent to its desig-
nation as a gatekeeper under the DMA, analysing its impact on the ranking of Amazon's own products. 
In the absence of a change in the products' market appeal, this could be interpreted as a change in the 
extent of self-preferencing. In order to analyse the specificity to Amazon, a comparison is drawn between 
the effect on Amazon brands and the effect on other major brands. However, for both of these studies, 
it is challenging to make a causal assessment of the absolute extent of self-preferencing present before 
and after the change, and not only in terms of the relative change.  

In the second group, Farronato et al. (2025) establish a causal relationship with their approach. One 
building block for this is the removal of Amazon's brands in a field experiment with a control group for 
which no such change occurs and a second comparison group for which the same amount of products, 
but a random selection, are hidden to control for the effect that might be induced by the hiding in general, 
not being specific to Amazon's brands. One building block for this is the removal of Amazon's brands in 
a field experiment with a control group for which no such change occurs and a second comparison group 
for which the same amount of products, but a random selection, are hidden to control for the effect that 
might be induced by the hiding in general, not being specific to Amazon's brands. The other building 
block is an incentivised shopping task within the three experimental groups to achieve greater statistical 
power regarding the estimation of consumer preferences, as much heterogeneity therein is present. 
This enables a causal analysis of changes in behaviour and satisfaction when Amazon's brands are 
hidden, as well as a precise analysis of consumer preferences for the categories and respondents they 
are regarding. Consequently, their estimates of current self-preferencing are more likely to withstand 
the causality test. However, their subsequent welfare model is, by its very nature, an abstraction, for 
instance, by focusing exclusively on short-term effects. Dash et al. (2024) seek to advance towards a 
causal understanding by examining the impact of Amazon's strike-through policy on consumer choices, 
and whether user preferences indicated in user surveys correspond with algorithm choices. However, 
the survey choices may not adequately reflect real choices and are not incentivised, the respondent 
pool is relatively small and statistical significance regarding differences is not regarded. Consequently, 
the capacity to formulate definitive causal statements is to a certain extent constrained in this study. 

All papers in the third group achieve causality by directly interacting with the algorithm and having ac-
cess to data with all the required and correct data. All of them compare the performance of different 
algorithms while maintaining a constant testing environment, including the test dataset. In addition, some 
approaches apply the same algorithms to different datasets, thereby analysing the effect of dataset 
(Gómez et al., 2025; Geyik et al., 2019; Ye et al., 2023). Geyik et al. (2019) utilise a simulated dataset 
for the evaluation, enabling the analysis of a broader range of potential ranking scenarios and eliminating 
position bias. Additionally, an alteration of the algorithm is implemented in the actual environment, ap-
plied randomly to 50% of users in an A/B test, in order to assess the impact in a real-world setting. 

4.2.2.7 Robustness 

Nevertheless, it is evident that papers that do not attain causal claims are attempting to enhance their 
results' robustness to a certain extent by conducting additional analysis and tests. Approaches for this 
include testing the quality of the estimated model by comparing its predictions to the truth, in the best 
case for data on which the model has not been trained on (Hartzell and Haupt, 2025; Raval, 2022; Lee 
and Musolff, 2025; Mouton and Rottembourg, 2024), by analysing the likelihood of other potential ex-
planations such as reverse causality (Hunold et al., 2020), by conducting a placebo test (Cure et al., 
2022) and by conducting a plausibility test (Dendorfer and Seibel, 2025). Moreover, certain studies have 
analysed the stability of the results by removing specific data points, which could potentially introduce 
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bias, in an additional analysis (e.g., Farronato et al., 2023; Jürgensmeier and Skiera, 2023; Leung et al., 
2025) and by examining different categories, countries, or time periods separately to identify whether 
results are influenced by outliers (e.g., Dash et al., 2024; Jürgensmeier and Skiera, 2023; Leung et al., 
2025). Furthermore, the sensitivity to the assumptions made is examined by analysing different specifi-
cations (e.g., Dash et al., 2024; Dendorfer and Seibel, 2025; Farronato et al., 2023) and conducting a 
specification curve analysis, which examines the way in which varying assumptions influence the results 
(Jürgensmeier and Skiera, 2023). 

Finally, the results obtained from the implementation of the chosen strategy and analysis are reported. 

 Generalized auditing process 

Utilising the insights derived from the two application domains concerning important decision points, 
considerations, and challenges, as well as the commonalities and differences between different ap-
proaches, a generic flow for the auditing process has been formulated. This flow can be followed when 
applying algorithmic auditing under different circumstances in practice. It is enriched with existing re-
search in this topic and triangulated with applications from other application domains at certain points. 

5.1 Setting up 

As indicated in the literature review, several pre-considerations should be made prior to commencing 
the auditing process as outlined in the application domains. This process constitutes step zero of our 
framework: the setting up. This encompasses the fundamental task of selecting an algorithm to be au-
dited and a research topic, respectively a risk, for which the algorithm should be audited (Metaxa et al., 
2021; Panigutti et al., 2025). As has been identified in the literature review, several frameworks with a 
broader focus develop risk-based scenarios based on an in-depth understanding of the platform, its 
stakeholders and the general circumstances (Hasan et al., 2022; Meßmer and Degeling, 2023; Zicari et 
al., 2022). These scenarios are subsequently prioritised, if necessary due to limited resources. In this 
context, it may be advantageous to specify concrete, testable scenarios that define the affected party 
with its characteristics, the harm, the involved elements of the platform, for instance the specific algo-
rithms of the algorithmic system, and the further impacts (Meßmer and Degeling, 2023). When analysing 
the effect of the algorithm on society or certain individuals, research is needed to ensure a proper un-
derstanding of any effects beyond the direct interplay between system and user (Meßmer and Degeling, 
2023). In general, the socio-technical interplay must be given due consideration (Hasan et al., 2022; 
Meßmer and Degeling, 2023). It is frequently emphasised that a diverse set of stakeholders should be 
involved in the auditing process and in exchange with each other (Metaxa et al., 2021; Hasan et al., 
2022; Meßmer and Degeling, 2023; Zicari et al., 2022; Ojewale et al., 2024; Whittlestone et al., 2019; 
Costanza-Chock et al., 2022). For instance, in order to identify which technological constraints are cur-
rently in place and which are not, it may be beneficial to consult several technological experts, whose 
expertise is generally highly valuable for conducting the audit (Meßmer and Degeling, 2023; Zicari et 
al., 2022; Whittlestone et al., 2019). Researchers with a background in risk, ethics, psychology, or a 
related field are valuable contributors to the identification and comprehension of risk scenarios (Meßmer 
and Degeling, 2023; Zicari et al., 2022), the consultation of end users or their representatives can facil-
itate the identification of potential harms to users (Hasan et al., 2022; Zicari et al., 2022; Whittlestone et 
al., 2019; Shen et al., 2021), and the involvement of legal experts may be essential in cases where the 
audit relates to regulatory matters (Meßmer and Degeling, 2023; Zicari et al., 2022). Moreover, when 
feasible, conducting interviews with expert platform officials can yield valuable insights (Hasan et al., 
2022; Meßmer and Degeling, 2023). However, when individuals from different disciplines collaborate, 



 

24 

there is often a divergence in the utilisation of terminology. Therefore, it is imperative to establish precise 
definitions for all significant words and concepts prior to the audit (Whittlestone et al., 2019). 

5.2 Causality 

As has been identified in the application domains, a crucial first step in deciding on the approach to 
auditing an algorithm is determining whether causality regarding a selected part of the algorithm's func-
tionality or its effects should be established, given that certain types of approaches are unable to achieve 
causality in most cases. The utilisation of observational data can be employed to formulate causal claims 
through the employment of an econometric method, provided that the circumstances are deemed suit-
able for its implementation. However, in the majority of cases, appropriate circumstances are not met. 
All of the remaining approaches achieving causality either feed input into the algorithm or employ a 
controlled experiment with users in which the effect of a chosen treatment compared to a control group 
is analysed. In order to achieve a high level of specificity in the causality, strategies aimed at varying 
only one specific relevant factor are employed, with the resulting differences then analysed. Pattrn An-
alytics & Intelligence (2023) similarly differentiate between causal methods, which attribute outcomes to 
the algorithm, speculative methods, which analyse what might happen under certain assumptions, and 
descriptive methods, which provide insights into current outcomes but not their causes, in their frame-
work. 

5.3 Platform support 

The second step in this process is to address the question of whether the platform itself is involved in 
the audit, and if not and if this power is given, whether its support needs to be requested for the insights 
desired, potentially in conjunction with the considerations made in the following step. Pattrn Analytics & 
Intelligence (2023) differentiate further between first-party, second-party and third-party audits. As has 
been demonstrated in the two application domains, the capacity to input data into the algorithm of a 
platform is, in the majority of cases, a prerequisite for achieving certain causality. One regarded ap-
proach takes the advantage of utilising a siloed environment on the real platform to upload potentially 
harmful content without platform support. However, in many cases, such an environment is not available 
and thereby platform support is required for providing inputs. Nevertheless, it should be noted that for 
other problems analysed, support for the platform might be less essential for the input of data and the 
achievement of causality. To illustrate this point, even in the absence of platform support, user charac-
teristics could be inputted into the system in a controlled manner and the output systematically analysed 
in relation to the different inputs. Moreover, if the focus is not on the products of a platform, but rather 
on content that can be generated and uploaded in a non-harmful manner by the user, then recommen-
dation algorithms could theoretically be probed with input using the real open system. Nevertheless, the 
creation of a wide variety of content can be demanding, depending on the type of content, and the 
utilisation of existing content may result in legal or ethical challenges, for instance with regard to copy-
right. Triangulating with the realm of advertising algorithms, several papers have created and uploaded 
advertisements without platform support to analyse how the algorithm delivers the ads to users (e.g., 
Imana et al., 2024; Ali et al., 2019; Kaplan et al., 2022; Sapiezynski et al., 2022). Fewer uploaded items 
might be sufficient to generate significant results, as significance can stem from biased distributions of 
only a few advertisements and from increasing the number of people who see an advertisement, not 
only from the number of advertisements published, although generalisability still depends on the scope 
of the advertisements. Nonetheless, placing advertisements on the actual platform may entail substan-
tial expenses, given that advertisers are required to pay a fee (Ali et al., 2019).  
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In general, platform support reduces the burden of certain ethical or legal risks, such as the risk of 
influencing users' experiences negatively or violating the platforms' terms of service by scraping their 
content, thereby expanding the scope of feasible analyses. Furthermore, the potential increase in the 
availability of data may facilitate additional analysis, reduce the workload of certain analyses, and en-
hance the depth and accuracy of results, for instance, due to the elimination of a reliance on a worka-
round or proxy. For instance, with platform support and a sufficiently high level of access, the algorithm 
can be examined at different stages, thereby enabling the precise identification of the origin of any issues 
(Casper et al., 2024). However, when collaborating with the system operator, it is crucial to establish 
clear boundaries regarding their respective responsibilities and areas of work (Mökander, 2023). 

5.4 Methodological approach 

The third step in this framework concerns the selection of a general methodological approach. The 
application domains have demonstrated that the approaches can be categorised into three groups, each 
exhibiting distinct types of insights and objectives, with some applications falling more clearly into one 
category than others.   

The first type of approach is that of an observational analysis. This approach is characterised by provid-
ing an overview of certain aspects, focusing on the current state of the system. This process entails the 
more or less passive collection of data from the system. This may also encompass the input of specific 
search terms or user characteristics of a sock-puppet account into the algorithm, though not for the 
purpose of directly analysing the effects of these inputs, but rather to facilitate the collection of data from 
several parts of the system. The results obtained can be utilised to generate descriptive statistics and 
conduct approximate analyses of certain connections based on observable factors. This approach can 
be used in many realms for obtaining a general overview and first insights into what is present on the 
system. However, in many cases, it might only be possible to achieve a partial picture, as the process 
of collecting data for the whole system part would be too cumbersome. In addition, as previously stated, 
the generated results are exclusively descriptive in nature in most cases, precluding the ability to make 
any causal assertions. Triangulating with other realms, such as the auditing of advertising algorithms, 
observational approaches are utilised as well (e.g., Kingsley et al., 2020). Nevertheless, in this context 
as well, a multitude of factors influence the outcomes of the algorithms, thereby complicating the clear 
attribution of causes using solely observational data (Imana et al., 2021; Lambrecht and Tucker, 2019). 
Should platform support be given for an observational analysis, it could be conducted with less effort 
and in a more encompassing way, as access to more data is possible and, in many cases, the underlying 
data might already be stored. Additionally, data that is not visible to the user but only to the platform can 
also be utilised. This approach can be mapped to one of the overarching themes regarding first-party 
audits concerning the identification of harmful and illegal content in Pattrn Analytics & Intelligence (2023) 
and one of the approach types of risk-measuring studies defined in Panigutti et al. (2025). Both of them 
are defined by the analysis of passive real-world data. 

The second type of approach is an input-output analysis. This approach is characterised by presenting 
the algorithm with inputs and analysing the resulting outputs in relation to these inputs, thereby evalu-
ating its functioning and performance. This can facilitate a more profound comprehension of the algo-
rithm and provide insights into potential outcomes, not only current outcomes. This form of analysis is 
often essential for deriving causal results; however, depending on the specific causal assertions being 
made, merely adopting this approach is insufficient. For instance, even if an audit causally demonstrates 
that an algorithm performs worse for a particular group or type of input, causally attributing this disparity 
to a specific factor requires further analysis in which only that suspected factor is systematically varied. 
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Potential factors to vary include the data set or profile characteristics used as input, or the algorithm to 
which input is provided. The input may also be constructed to most likely display malfunctions, analyse 
potential adversarial attacks, respectively conduct red teaming. Red teaming has become a widely 
adopted approach to address concerns regarding the security, safety and reliability of AI algorithms 
(Majumdar, 2025). It is a team-based exercise that simulates adversarial attacks or subjects systems to 
stress tests in order to identify vulnerabilities, failure points, and unintended behaviour. The objective of 
this approach is to design inputs or scenarios that are intended to elicit failure, which may take the form 
of operational deficiencies or behavioural issues such as bias, unfairness, and lack of transparency. 
Red teaming is a sophisticated form of scrutiny that extends beyond the conventional evaluation of 
whether an algorithm performs as intended. It can be conducted in various forms, including black-box, 
white-box, or grey-box testing. As previously mentioned, in other domains such as the auditing of ad-
vertising algorithms, input-output analyses are conducted as well, including also alterations of the algo-
rithms in a platform-supported way (e.g., Imana et al., 2024; Timmaraju et al., 2023). As has been pre-
viously indicated, a variety of analyses necessitate platform support for conducting an input-output anal-
ysis. Furthermore, it aids in controlling the input in the desired manner Furthermore, depending on the 
scope of access granted under platform support, additional types of analysis can be conducted, such 
as conducting model fine-tuning or employing potential mitigation strategies in development and ana-
lysing the effects of this. Moreover, when access to the output is granted at various computational steps, 
the reasons for different outputs given different inputs can be understood in a more fine-grained manner 
and attributed to the different systems.  

This type of approach is also related to the classification of overarching themes in Pattrn Analytics & 
Intelligence (2023) and the approach types in Panigutti et al. (2025). Pattrn Analytics & Intelligence 
(2023) define their "experimentation methods" as the alteration of components of an algorithmic system, 
with the subsequent analysis of the consequences, a process frequently essential for the establishment 
of causal conclusions. This largely fits within our broader category of input–output analyses, which also 
includes studies that take the algorithm as given, although some user-focused experiments in Pattrn 
Analytics & Intelligence's (2023) group fall instead into our next category. These differences reflect our 
wider analytical scope, which extends beyond the specific topic of first-party audits of harmful content 
dissemination, and also encompasses the broader sociotechnical system. Panigutti et al. (2025) define 
their group of “experimental studies” in the realm of risk-measuring studies as interactions with the al-
gorithmic system to evaluate its effects on systemic risks by varying independent scenario variables 
such as sock-puppet account behaviour. This closely overlaps with the input–output group resulting from 
our focus. 

The third type of approach is a user-centred analysis. This approach places users at the centre, exam-
ining the algorithm’s impact on them, their experience when using the system, and whether it aligns with 
their interests. Such an approach can facilitate a more nuanced understanding of how the algorithm and 
users interact, helping to uncover potential problems that might remain hidden if the user component is 
ignored, and to assess whether suspected issues are in fact problematic once user factors are taken 
into account. The analysis can be conducted in qualitative or quantitative terms, depending on the cho-
sen method. Nevertheless, a qualitative assessment may yield less concrete results, thereby hindering 
the ability to make causal attributions and form clear statements. In principle, causal statements may be 
possible with this approach if the actual system is included sufficiently and in a controlled way. This 
could be achieved, for instance, by altering its functioning in an experiment or by obtaining controlled 
user data to analyse the alignment of user and algorithm. Such approaches are also present, for in-
stance, in the domain of advertising algorithms (e.g., Lam et al., 2023). If platform support were given, 
the workload of analyses could be reduced and the quality increased. For instance, an A/B test could 
be conducted on the platform in the most realistic way by directly altering the algorithm, thereby 
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analysing effects for a random sample of users and not a self-selected one. Moreover, survey partici-
pants could be directly surveyed or recruited through the platform, or the necessary data for an end-
user audit could already be at hand. The third group of methodological elements of Pattrn Analytics & 
Intelligence (2023) relates to self-reported user experiences, thereby constituting a subpart of this type 
of approach, which is, once again, related to our broader focus. In consideration of the more restrictive 
focus in Panigutti et al. (2025), and given that only two groups are constructed, it is not possible to match 
this third group to one of theirs. 

Furthermore, a fourth type of approach, namely a documentation analysis, which is not based on con-
crete examinations in any of the two application domains, is conceivable. This may comprise checklist 
approaches regarding the steps taken in the development of an algorithm, as well as the review of 
documents or associated materials, such as training data, for instance, based on considerations as in 
Raji et al. (2020), Koshiyama et al. (2024) and National Institute of Standards and Technology (2024). 
For instance, Tagharobi and Simbeck (2022) conduct a code audit in such a way, utilising 35,000 lines 
of the open-source code of an algorithm employed on a learning analytics platform. Nevertheless, in 
most cases, this will require the platform's support due to the proprietary nature of the code. A docu-
mentation analysis has the capacity to provide insights into the underlying infrastructure and employ-
ment of the algorithm, thereby facilitating a more comprehensive understanding of the system in its 
entirety. It can help with identifying potential issues that have not yet manifested but may become active 
in the future. However, it does not necessarily provide insights into how the system behaves when being 
employed. The derivability of causal statements is contingent upon the type of documentation provided.  

Overall, it can be summarised that the most suitable approach depends on the depth of insights that is 
to be generated, the resources available, including potential platform support, and the concrete type of 
potential problem. A combination of approaches might also prove to be beneficial to complement find-
ings (Meßmer and Degeling, 2023; Mökander et al., 2021). 

5.5 Metrics and indicators 

The fourth step concerns the selection of metrics or indicators for analysis, an aspect that is reflected in 
multiple other frameworks (Panigutti et al., 2025; Hasan et al., 2022; Meßmer and Degeling, 2023; Pattrn 
Analytics & Intelligence, 2023). This step is also related to whether a structural model is established, 
which describes certain relations between variables, and which consequently leads to potential metrics 
and indicators being analysed. Furthermore, certain metrics may necessitate a model with specific as-
sumptions, which may or may not be fulfilled, to be analysable. The choice of metrics should be made 
with close consideration of the problematic behaviour in question, with the aim of both quantifying the 
problem and avoiding the risk of p-hacking (Bandy, 2021). For instance, if real-world harms are to be 
analysed, it is essential that the chosen measurements are effective proxies thereof (Metcalf et al., 
2021). A prioritisation of potential measures might be conducted on the basis of their capacity to accu-
rately measure the intended phenomenon and the complexity of implementation (Meßmer and Degeling, 
2023). The subsequent two subchapters illustrate two relevant challenges relating to this step, namely 
trade-offs and fairness definition, in greater depth. 

5.5.1 Challenges related to trade-offs 

The first challenge relates to potential trade-offs between certain values and objectives that an algorithm 
should fulfil. It may be the case that not all objectives can be fulfilled perfectly, but rather that an ac-
ceptable combination of values for the regarded use case must be found. This complicates the 
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interpretation of metrics and indicators, since it is unlikely that a single metric can fully capture all sides 
of a trade-off. As a result, the selection of metrics must be particularly well justified, and a subjective 
judgement about which combinations of trade-offs are acceptable will often be required. In certain ex-
ceptional cases, and with sufficiently high access, Pareto frontiers regarding the examined trade-offs, 
based on chosen metrics, might be derivable, which can facilitate the identification of adequate combi-
nations. 

In order to facilitate a better understanding of the potential trade-offs that may need to be considered, 
some exemplary cases are outlined below. One such trade-off is that between fairness and accuracy. 
Should there be a difference in outcomes between groups that should be treated equally, not allowing 
the algorithm to act on this difference may reduce the model's accuracy. A further trade-off that may be 
considered is that between explainability and accuracy. In cases where the underlying relationship is 
complex, the employment of a complex model is likely to yield the highest levels of accuracy. However, 
with such a model, it may prove challenging to explain the construction of the resulting outcomes and 
the role of the various variables. In certain contexts, more abstract and less apparent trade-offs may be 
relevant, such as those between personalisation and solidarity (Whittlestone et al., 2019). Further ex-
amples of trade-offs can be found, for instance, in Whittlestone et al. (2019) and Koshiyama et al. (2024). 

In order to identify which tensions and trade-offs might arise between important values, it can be helpful 
to consider possible tensions arising from winner versus losers, short term versus long term or local 
versus global tensions (Whittlestone et al., 2019). It may be the case that certain individuals benefit due 
to the algorithm, whilst others experience disadvantage, that different effects are present in the short 
term as opposed to when employed over a longer period, and that the effect on individuals may differ 
from the effect on a global level. 

In addressing the identified tensions, it may be advantageous to differentiate between true dilemmas, 
dilemmas in practice, and false dilemmas (Whittlestone et al., 2019). This can facilitate the differentiation 
between substantial argumentations concerning trade-offs and those that are less substantiated. A true 
dilemma arises when the achievement of all significant values is unfeasible, as they are inherently con-
flicting with each other. Nevertheless, an identified tension may also be a dilemma in practice, in the 
sense that it is the present technological capabilities and other present constraints, such as those relat-
ing to time and resources, that give rise to the tension, rather than any inherent values. Consequently, 
a decision must be made between either directly implementing the system and accepting the associated 
trade-offs or investing more resources to avoid them. Furthermore, false dilemmas may be present, in 
which case a previously unconsidered option could potentially resolve the tension. 

However, conducting an audit of a system from an external perspective can present challenges in ac-
curately comprehending the tension between multiple values, as well as the combinations of values that 
are feasible within the specified use case. Consequently, it may prove challenging to evaluate the pre-
cise quality of the solution chosen to a trade-off. Nevertheless, these considerations facilitate a more 
profound comprehension of the system, thereby enabling the generation of more sophisticated and de-
liberate analyses and conclusions. For instance, in a classification situation involving a clear trade-off 
between false negatives and false positives, consideration of this trade-off can facilitate the selection of 
more suitable, encompassing metrics such as the F1-score, which takes into account both components, 
as opposed to merely analysing false negatives. Furthermore, in specific circumstances, a combination 
of values that is strictly dominated may be identifiable, for example, if one value is significantly more 
important than the other, if an adequate comparison regarding possible combinations is available, or if 
the law prohibits such a trade-off.   
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5.5.2 Challenges related to the definition of fairness 

A further challenge in selecting an appropriate metric arises when analysing the concept of fairness and 
attempting to conceptualise it. There exists a multitude of criteria for fairness, with each one conceptu-
alising a distinct notion, and it is not feasible to fulfil all of them simultaneously in every situation (Klein-
berg et al., 2016; Chouldechova, 2017; Castelnovo et al., 2022; Friedler et al., 2021; Berk et al., 2021). 
Furthermore, it has been demonstrated that, for certain criteria, if they can be satisfied concurrently yet 
only in a highly specific, artificial situation, fulfilling them approximately requires a situation that is very 
close to the specific, artificial one (Kleinberg et al., 2016). Consequently, it proves essential to identify 
which version of fairness might be adequate in the case under consideration and to consider the con-
sequences of violations of any fairness criteria. Similarly, with regard to the EU law for discrimination, 
there is not one fairness metric and a given threshold that is suitable for all situations, as the evaluation 
is highly context-dependent (Wachter et al., 2021). 

Popular fairness metrics include demographic/statistical parity (equal probability of prediction of the pos-
itive outcome across groups), conditional demographic parity (like the unconditional case but holding 
conditional on certain characteristics), equality of odds (equal false-positive-rate and false-negative-rate 
across groups), equal opportunity (equal probability of a predicted positive outcome when the true out-
come is positive), predictive parity (equal probability of an actual positive outcome when predicted 
across groups), calibration of scores (equal probability of a true positive outcome given any predicted 
score value across groups). The majority of metrics employed for binary outcomes can also be utilised 
for multi-class outcomes; however, when examining ranking outcomes or continuous outcomes, such 
as related to continuous regressions, these criteria must be modified or different ones must be em-
ployed, such as those proposed by Zehlike et al. (2021), Zehlike et al. (2022), Steinberg et al. (2020), 
Perera et al. (2022), Gursoy and Kakadiaris (2022) and Agarwal et al. (2019). Further methods include 
the utilisation of individuals' preferences in defining fair situations, for example, by allowing deviations 
from certain fairness criteria if in line with user preferences (Kim et al., 2019; Ustun et al., 2019; Zafar 
et al., 2017; Do et al., 2022). However, the process of identifying user preferences may present signifi-
cant challenges. 

The adequacy of these criteria is dependent on the specific circumstances of each application. For 
instance, when it is reasoned that the predicted outcome should be entirely unrelated to group affiliation, 
the use of a criterion such as demographic parity might be adequate (Castelnovo et al., 2022). In cir-
cumstances where the true outcome is reliably measuring what it should, and when discrimination can 
be argued for as long as it is based on reliable data, using criteria such as equality of odds or equal 
opportunity might be adequate (Castelnovo et al., 2022). Under conditions where the true outcome is 
reliable and the predicted outcome should be equally predictive of the true outcome across groups, 
criteria such as calibration and predictive parity can be employed. In instances where the distribution of 
the relevant characteristic, such as risk, varies across groups, which is a common occurrence, error 
metrics may not be optimal for measuring individual equity or social well-being, such that the calibration 
of estimated scores should be examined prior to concluding that any modifications regarding a bias are 
required if error metrics indicate this (Corbett-Davies et al., 2023). Intuitively, if, for instance, the condi-
tional risk distributions of people with negative true outcomes differ and the score is well-calibrated, 
there are necessarily score values for which more people of one group than the other are above these 
scores, thereby leading to a higher false positive rate in the first group. In the context of EU discrimina-
tion legislation, investigating the conditional demographic parity may represent a valuable initial ap-
proach for the collection of evidence (Wachter et al., 2021). 
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However, the argument has been made for a shift in focus away from any particular fairness metrics 
and towards a more direct examination of the inherent trade-offs involved, including the weighting of 
costs and benefits of different policies and their effect on real-world quantities (Corbett-Davies et al., 
2023). For instance, it has been demonstrated that deviating from a utility-maximising approach to sat-
isfying a fairness metric can result in an outcome that is detrimental to both individuals and groups, as 
evidenced in the context of college student selection, where this approach is not on the Pareto curve 
regarding the student body's skill and diversity, but Pareto-dominated, given any utility function that 
increases in both variables (Corbett-Davies et al., 2023). Nevertheless, these critics have noted that the 
utilisation of fairness metrics can still carry value, but that a less uncritically approach to their application 
with a broader view should be adopted (Corbett-Davies et al., 2023). 

A further point to consider in the context of fairness is whether intersectional fairness is a more adequate 
concept than one-dimensional fairness, given the use of algorithms increases the likelihood of such fine-
grained unfairness (Gerards and Borgesius, 2022). For instance, in the context of image classification, 
it has been demonstrated that the error rates for darker-skinned women are significantly higher than 
would be expected based solely on error rates for women with any skin colour or for dark-skinned people 
in general (Buolamwini and Gebru, 2018). However, certain computational and practical issues emerge 
in the context of intersectional fairness, primarily due to the exponential growth in the number of sub-
groups when adding sensitive attributes, and that with real samples, a significant proportion of these 
subgroups may possess either zero or a limited number of observations (Castelnovo et al., 2022). Fur-
thermore, the relevance regarding EU law remains ambiguous (Wachter et al., 2021; Gerards and 
Xenidis, 2020). 

5.6 Data collection method 

The fifth step concerns the selection of the most appropriate data collection method, a matter which is 
also addressed in many regarded frameworks as a standalone or sub-step (Metaxa et al., 2021; 
Panigutti et al., 2025; Hasan et al., 2022; Meßmer and Degeling, 2023; Pattrn Analytics & Intelligence, 
2023; Morales-Navarro et al., 2025). This step is closely related to the previous one, as the choice of 
metric can dictate the breadth and depth of data that needs to be collected. Certain data collection 
methods cannot be employed for certain metrics, and certain metrics might not be analysable due to a 
lack of a suitable data collection method. Therefore, an inventory of the possibilities of data collection 
on the system itself and from other sources must be set up and analysed in order to assess which 
metrics would be analysable and between which data collection can be chosen from if multiple ones are 
possible. In certain instances, a particular data collection method may serve as the foundation for an-
other primary method, such as the scraping of information for utilisation in a user survey, or multiple 
methods may be employed at equivalent levels. This step further encompasses considerations regard-
ing which components exactly should be collected with the chosen data collection method. In the event 
that data is obtained by an external party using platform support, this step also includes consideration 
of the manner in which access to the data is structured. For instance, whether data is freely accessible 
or whether access to it is only granted in a secure environment, as described in Section 3.2. As discrep-
ancies regarding suitable and chosen data collection methods depending on the methodological ap-
proach were identified in the application domains, an analysis of the possible methods and arguments 
for and against them depending on the circumstances is conducted separately for the different types of 
approaches.  
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Should an observational analysis be selected, a number of different data collection methods may be 
employed, such as scraping, leveraging a first- or third-party API if available, crowdsourcing, a sock-
puppet approach, or obtaining other data available by commercial third parties. In general, a broad range 
of results with control over the collection process can be achieved with scraping. Should the desired 
data be obtainable only upon login, or should a specific user-characteristic-related scenario be analysed, 
scraping can be conducted using a sock-puppet account. If a trustworthy and free or affordable API 
provides equivalent or even more information than available via scraping, it might be preferable as the 
amount of effort required is substantially lower and legal risks regarding scraping are avoided. Other 
commercial third-party data may facilitate the acquisition of otherwise inaccessible data. Should person-
alisation or real user behaviour be influencing the observed data, crowdsourcing could be used, which 
enables the provision of guidance and the exercise of control over data collection, but also the absence 
of such control to analyse the data of real users when typically engaging with the system. If an obser-
vational analysis were to be conducted with platform support, the platform might provide the auditor with 
the necessary data or access to it, or grant sufficient grey-box access such that the sought-after statistics 
can be generated. 

In the event of an input-output approach being selected, and if this is conducted with platform support, 
certain levels of grey-box access or de facto white box access could be employed, depending on the 
specific analysis, such that, for instance, the model can be sampled, fine-tuned or modified. Moreover, 
access to proprietary datasets may be advantageous in instances where no suitable datasets are avail-
able. With regard to input-output analyses conducted without platform support, the sole paper in the 
application domains that employs such an analysis utilises a platform API. Furthermore, several re-
garded studies within the domain of content moderation, for which the observational analysis constitutes 
the foundation for subsequent analyses, undertake input-output analysis concerning user characteris-
tics. This is achieved through the utilisation of both automated and manual sock-puppet accounts, in 
addition to crowdsourcing. In the domain of advertising algorithms, numerous papers employ platform 
repurposing, whereby the statistics provided to advertisers by the platform are utilised for analysis, with 
explicit mention of this process occurring through the platform's API in some cases (Imana et al., 2024; 
Kaplan et al., 2022; Sapiezynski et al., 2022; Imana et al., 2021; Ali et al., 2019). In most instances, this 
data is supplemented with additional necessary data concerning missing characteristics and a strategy 
for combining these data. Furthermore, within the domain of advertising, yet employing user character-
istics as inputs to analyse exploitation of and discrimination based on user data, Datta et al. (2014) 
utilise automated sock-puppet accounts. A similar pattern regarding the methods and their suitability as 
identified for the observational analyses can be observed. In instances where personalisation should be 
considered or input and output can only be provided and collected upon login, respectively, using a 
sock-puppet approach, entailing the use of a controlled yet somewhat artificial environment capable of 
high scalability could be beneficial. Alternatively, crowdsourcing with real users and real user history, 
albeit in a less controlled environment, with reduced scalability could be selected. The less controlled 
environment may hinder causal claims, as many attributes may be different between user profiles, acting 
as confounding factors when trying to isolate the effects of certain user characteristics. Conversely, in 
the context of sock-puppet audits, profiles must be meticulously designed and scrutinised to ascertain 
their authenticity if the analysis is about more than simply changing profile settings such as gender, 
thereby ensuring the attribution of causal effects relating to user behaviour to the intended simulation. 
In instances where personalisation is not necessary, the utilisation of the API may be a beneficial ap-
proach, provided it offers the desired output and input options and its data is reliable, as it demands less 
effort than the alternative methods and avoids legal risks. Moreover, certain platform functionalities 
might be repurposed for the analysis, reducing the workload and providing further data in some cases. 
Alternatively, simple scraping provides a broad array of options, with the exception of analysing person-
alisation. 
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If a user-centred audit is selected, potential options comprise user surveys, end-user audits, 
crowdsourcing and sociotechnical audits. In circumstances where comprehensive context pertaining to 
the user experience is sought or first insights are to be gathered, the implementation of a user survey 
might prove advantageous. It is possible to collect a broad array of information, some of which is not 
visible when only looking at the system itself. This allows for a more complete picture of the user expe-
rience to be created. However, it should be noted that surveys are susceptible to common biases. Con-
ducting an end-user audit enables the analysis of the direct user experience and opinions based on 
specific system output, as well as elements that users do not notice in their everyday use. Nevertheless, 
this necessitates substantial resources, including a multi-labelled dataset and a diverse range of moti-
vated users. The sociotechnical audit can provide insights into the effect of changes in the algorithm on 
the users, potentially generating causal results. Depending on the circumstances, this may necessitate 
a substantial amount of work, as an experiment must be designed. Moreover, a dissimilarity of the set-
ting to the real world may potentially hinder the generalisability of the results. The examination of inter-
action from real accounts with the system in a real, uncontrolled way can be facilitated through 
crowdsourcing. If platform support were given, sociotechnical audits, end-user audits or user surveys 
might be conducted as well, though with more possibilities and potentially less resources required. More-
over, provisions of data concerning user behaviour and outputs could be considered. 

In the context of a documentation audit, the platform may provide a range of outside-the-box information 
for analysis. 

5.7 Implementation and handling of challenges 

The sixth step involves the preparation for the handling of implementation challenges, i.e. the hurdles 
that arise when attempting to utilise the methodological approach and the data collection method to 
analyse the chosen metrics, followed by the implementation itself. Drawing upon the more detailed in-
sights generated in the application domains, the following section delineates the common challenges 
faced. 

A common challenge encountered concerns ethical and legal risks. This encompasses potential viola-
tions of the terms of service, risks associated with the possession of certain content, and potential ad-
verse effects through the actions undertaken on users, researchers, or the platform itself. In addition, 
this encompasses the potential adverse effects on the platform resulting from the increased computa-
tional resources required, for example, if rate limits are not adhered to (Metaxa et al., 2021). Potential 
solutions include the limitation of actions and analyses conducted on the platform, security precautions 
relating to the storage of data, data anonymisation, obtaining permission by the platform, resorting to 
the necessity of platform support, or, in the most extreme case, to not conduct such an analysis at all if 
no adequate resolving approach can be identified.  

A further challenge relates to the obtaining of adequate data, which is often scarce and difficult to obtain 
accurately or at all. This may be due to factors such as information asymmetry between the platform 
and researcher or between the researcher and users, a certain specificity or depth of data being required 
for a valuable analysis, or required scalability, which excludes certain, maybe more accurate, ap-
proaches due to a high workload. Associated workloads entail the evaluation of existing datasets to 
ascertain their adequacy for the analysis, and in instances where these datasets prove to be inadequate, 
the formulation of a strategy for the collection of the missing data. This may involve the collection of 
observational data from the system, such that it fulfils the desired criteria by establishing a search strat-
egy, for instance, by identifying relevant keywords related to a particular topic or by focusing on the most 
popular keywords. Furthermore, the necessity for data classification may arise. Potential approaches 
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for this include the utilisation of existing proxies, manual classification by researchers or crowd workers, 
automated classification, or a combination of manual and automated classification, for instance, auto-
mated classification based on initial manual classification or employing one or the other based on the 
type of content regarded. Moreover, certain data may be obtained only with inaccuracies, for instance, 
if the actual data is unavailable and proxies are used instead such that an adequate strategy for handling 
this must be developed. In relation to this subject, and with regard to the auditing of advertising algo-
rithms, it is frequently the case that voter data is utilised for the purpose of inferring characteristics of 
recipients that are not reported by the platform; however, this can result in reduced statistical power if 
not adequately accounted for (Imana et al., 2025). Furthermore, potential biases inherent to surveys 
must be identified and mitigated. In general, if data for probing the algorithm is to be used, it should be 
ensured that the data is of good quality, meaning that it is close to the conditions under which the algo-
rithm is normally used, has the relevant characteristics such as race or gender correctly labelled and 
includes enough data points in regions of interest such that statistical power can be achieved (Hasan et 
al., 2022). The issue of ground truth labelling is also addressed in Panigutti et al.’s (2025) framework. 

In relation to this challenge, there is also the issue of achieving the desired representativeness. For 
instance, if the selection of which parts of the system are to be analysed, such as those related to chosen 
keywords, is systematically biased in one way, this will hinder the representativeness regarding broader 
conclusions. The same can be said of data input into the system if it holds very specific characteristics. 
However, a selective analysis might be required to achieve representativeness for the posed statement. 
Concerning approaches incorporating real users, there is the possibility of selection bias with regard to 
the participants. For instance, only a certain subset of people might be willing to have their behaviour 
tracked through a browser extension (Metaxa et al., 2021). Therefore, when formulating conclusions 
regarding the scope of applicability, it is essential to consider the choices made and the potential limita-
tions encountered (Meßmer and Degeling, 2023).  

A further challenge, especially if causality is to be achieved, concerns the control of confounding factors, 
which is also reflected in Panigutti et al.’s (2025) framework. This is especially challenging in cases 
where data access is restricted, as it is more difficult to isolate the change in only the relevant attribute, 
and a multitude of potential confounding factors may be present. Consequently, a strategy for maintain-
ing as much as possible constant, except for the relevant factor, must be developed, for instance, to 
create a control and treatment group in an experiment or to alter only one part of the algorithmic func-
tioning. If this is not feasible, the collection of as much data as possible on potential confounders and 
controlling for them in the analysis might be beneficial, or the exploitation of rare exogenous events 
could be a possibility. Should sock puppets be utilised, their behaviour should be assessed for its align-
ment with the desired behaviour, ensuring that the analysis is not confounded by other unintended fac-
tors. In general, it might be beneficial to develop strategies for controlling for confounding factors with 
varying levels of control and realism, such that a clear identification of effects can be achieved with much 
control but abstraction, and better transfers to reality can be achieved with less control and more realism. 
This identified challenge also relates to Metaxa et al.’s (2021) key decision point of measuring person-
alisation, in which either strategies for avoiding personalisation of results to avoid the confounding effect 
of this, or, if personalisation is the variable of interest, strategies for isolating its effect should be set up.  

Furthermore, the isolation of the effects of the different components in and surrounding algorithmic sys-
tems poses challenges. For instance, in the context of content moderation algorithms, the outcome may 
be a combination of different algorithm types, such as matching or classification algorithms, as well as 
human judgement. In the context of recommendation algorithms, it may be a combination of candidate 
selection and multiple ranking, respectively re-ranking algorithms. Should isolation of the effects of the 
different components be relevant to the research question, strategies for doing so should be developed. 
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However, depending on the level of access, such isolation might not be possible, thereby requiring this 
to be taken into account in the conclusions. 

A general challenge associated with algorithms in sociotechnical systems is that they are dynamic and 
ephemeral (Metaxa et al., 2021). Given the prevalence of machine learning algorithms in sociotechnical 
platforms, their models and outputs are continuously updated in response to new data and user inter-
actions, in addition to changes in algorithmic code. Consequently, any observation of the system might 
rapidly become outdated. Additionally, outputs such as search rankings or personalised feeds are typi-
cally not stored in a manner that allows for later retrieval, which hinders the reconstruction or audit of 
what users previously encountered, necessitating prior planning. Metaxa et al. (2021) thus advise tem-
poral considerations to be made, such as regarding the frequency and timing of data collection, the 
examination of potential effects of current events, and the re-application of the audit procedure to ana-
lyse the effects of algorithm changes, similar to Zicari et al. (2022) who recommend ongoing monitoring. 

The auditing process should only be conducted if adequate solutions to these challenges can be found. 

5.8 Data analysis, robustness and reporting 

The seventh step concerns the actual data work and analysis, which is represented in most frameworks. 
These tasks may encompass data cleansing or merging, metric calculation, and statistical testing. In 
certain situations, a comparison of the metrics with a baseline situation is necessary, for instance re-
garding the definition of an unbiased distribution of content sources, which must be carefully chosen for 
the drawing of correct conclusions, but which is often a non-trivial task (Metaxa et al., 2021; Bandy, 
2021). Furthermore, when evaluating the metrics, it should be differentiated between a statistically sig-
nificant result that carries little relevance in practice due to its small size and a statistically significant 
result that also has an economic relevance. Especially in the context of big data, a situation of statistical 
but not economic significance might arise (Wachter et al., 2021). 

This is followed by the eighth step of increasing the results’ robustness through supplementary analyses 
and tests, which is also mentioned in Panigutti et al.’s (2025) framework. This may include varying model 
assumptions, specifications, and data filtering, and analysing the effects of this on the results, as well 
as analysing the out-of-sample fit of models, and conducting placebo and plausibility tests. 

The final step in the process is the reporting of results, including any potential limitations and shortcom-
ings, and the placing of these results into context (Metaxa et al., 2021; Meßmer and Degeling, 2023; 
Morales-Navarro et al., 2025). Moreover, the conducted data work should be communicated clearly, and 
the effects of any decisions made on the results stated, such that a replication by other researchers is 
possible (Metaxa et al., 2021; Meßmer and Degeling, 2023). The results may be contrasted and com-
bined with previous findings. 
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 Conclusion 

Based on a structural analysis of existing empirical approaches to auditing algorithms—both with respect 
to the insufficient algorithmic moderation of illegal and harmful content and to potential self-preferencing 
in recommendation algorithms—combined with a further literature review on algorithmic auditing en-
compassing additional empirical studies, methodological approaches, frameworks, and best practices, 
a framework has been developed that sets out concrete, fine-grained steps for the practical implemen-
tation of algorithmic auditing under a variety of circumstances and objectives. This framework encom-
passes the steps of initial setup, determining whether causality in results is required, assessing whether 
platform support is available or necessary, selecting a focus on one of the identified methodological 
approaches of observational, input-output, user-centred or documentation analyses, determining met-
rics to be analysed, establishing how the required data should be collected, establishing strategies for 
handling implementation challenges, analysing the data, increasing its robustness and reporting the 
results. Common challenges encountered by researchers include ethical and legal risks, obtaining ade-
quate data, achieving representativeness, controlling for confounding factors, isolating effects of certain 
algorithmic components, handling the dynamic nature of algorithms and choosing adequate metrics, for 
instance mirroring trade-offs or fairness considerations well. It has been demonstrated that existing 
frameworks can be well incorporated into the newly developed one, thereby substantiating its generali-
sability. 

Furthermore, the analysis has identified numerous concrete approaches that can be employed for au-
diting algorithms and handling the various challenges, as well as the advantages and disadvantages of 
some differentiations, which can be utilised for future audits. The results have once again emphasised 
the importance of platform support, which is often indispensable for achieving causality in results and 
can enhance the efficiency, precision and scope of audits. The generated results are valuable for con-
ducting future audits and can provide a scaffold for the analysis. Moreover, they facilitate the compre-
hension of conducted audits and their approaches, quality, and implications, thereby enabling observers 
to attain a more sophisticated understanding of the current state of research, as well as of specific results 
presented to them. 

However, it should be noted that the present study is not without its limitations. As a systematic literature 
review has not been conducted, for instance following the PRISMA guideline, it is possible that some 
existing approaches have not been identified and the focus area of the approaches regarded in this 
paper might not be an exact representation of the underlying distribution. Moreover, the present study's 
in-depth analyses have been restricted to two domains, such that it might be the case that the framework 
can be less well applied to non-regarded domains. However, it should be noted that the results of frame-
works regarding other domains, as well as some additional empirical literature, are also examined. Fu-
ture research could further analyse how platform-supported audits, conducted by researchers with the 
platform's assistance rather than the platform itself, and documentation audits, could precisely be inte-
grated into the framework, as the types of analysis have been less well represented in the examined 
empirical literature. 
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