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ABSTRACT

The Gender Gap Reloaded:
Is School Quality Linked to Labor Market Performance?*

This study examines the gender gap in wages of young adults in the late 1970s, mid 1980s, and 2000, in the middle and the tails of the wage distribution using quantile regression. We also examine the importance of school quality indicators in predicting future labor market performance. We conduct analyses for three major racial groups in the US: Whites, Blacks, and Hispanics. We employ base year and follow up data from two rich longitudinal studies: the National Longitudinal Study (NLS) of high school seniors in 1972 and the National Education Longitudinal Study (NELS) of eighth graders in 1988. Our results indicate that school quality is an important predictor of and positively associated to future wages for Whites, but it is less so for the two minority groups. We confirm significant gender disparities in wages favoring men across three surveys in the 1970s, 1980s, and 2000 that are unaccounted for. While the unexplained gender gap is evident across the entire wage distribution, it is more pronounced for Whites and less pronounced for Blacks and Hispanics. Overall, the gender gap in wages is more pronounced in higher paid jobs (top 10 percent) for all groups, indicating the presence of an alarming “glass ceiling.”

JEL Classification: J16, J24, J31

Keywords: wages, gender differences, school quality, school effects, quantile regression

Corresponding author:
Amelie Constant
Institute for the Study of Labor (IZA)
Schaumburg-Lippe-Str. 7 / 9
53113 Bonn
Germany
Email: constant@iza.org

* We owe special thanks to Klaus F. Zimmermann and Larry V. Hedges for valuable comments and suggestions. We also appreciate the comments of David Ribar and Reeve Vanneman on earlier versions of this paper presented at the PAA 2005 and ESPE 2005. Lily Gataullina provided excellent student assistance. Financial support from the Volkswagen Foundation for the IZA project on “The Economics and Persistence of Migrant Ethnicity” is gratefully acknowledged.
The study of gender differences in labor market outcomes, such as wages, has gained ample attention in economics and the social sciences. Gender differences in wages have been researched and documented, and frequently debated in the literature. It is an established fact that males earn substantially higher wages than females. There is some empirical evidence, however, that although the gender gap is decreasing over time due to women’s increased labor force participation and the accompanied increase in their wages, it remains strong at the upper tail of the wage distribution. This gap has not been satisfactorily explained by the theory.

The quality of the empirical evidence has not always been very strong for two main reasons. First, typically, the samples of numerous studies on gender differences in wages are not representative of any well-defined population. Many studies use localized/convenience samples that are often times difficult to generalize to the nation as a whole. In addition, it is plausible that much of the previous research suffers from selection bias, which constitutes an important threat of external as well as internal validity (Cook and Campbell, 1979). The main argument against selection bias is that a sample of specific individuals might not be representative of the population of individuals with the same characteristics. It is impossible to know the extent of bias in these samples. However, it is conceivable that because of selection bias the estimates reported in most of the previous studies might be very different from their “true” population parameters. In other words, it is likely that some of the results reported are positively or negatively biased.
Second, the overwhelming majority of previous studies on gender differences in wages has mostly examined and reported group differences in means (central tendency of the distribution of wages). Gender differences in the extremes (upper and lower tails) of the wage distribution are only recently documented in the literature. It is quite plausible that gender differences in the tails of the wage distribution may be quite different qualitatively than differences in the middle of the distribution. For example, males may be overrepresented in the top 10 percent of the wage distribution compared to females, a byproduct of over-concentration of men in highly paid jobs. Similarly, females may be overrepresented in the lower tail of the wage distribution. These differences may not necessarily be in congruence with gender differences on average.

This study employs base years and follow-up data of national probability samples of high school students in the US. Specifically, we use information from the base year (NLS:72), the fourth (NLS:79), and the fifth follow-up (NLS:86) of the National Longitudinal Study of the High School Class of 1972. We also use information from the second (NELS:92) and fourth follow-up (NELS:00) of the National Education Longitudinal Study of the Eighth Grade Class of 1988 (NELS:88). A main advantage of these data is that we can link characteristics of high schools attended to wages (from follow-up years), and thus, analyze school quality on wage differentials. In addition, these rich data allow us to examine the labor market performance of similarly aged individuals seven, eight, and fourteen years after high school graduation, and hence, likely avoiding transitional labor market effects.
Because of the use of national probability samples our results are more likely to have higher external validity (generalizability), and be more resilient to threats of selection bias. We examine gender differences in hourly wages for young adults in the late 1970s, mid 1980s, and 2000 across the entire distribution of wages. Specifically, we employ quantile regression to determine the gender gap in hourly wages in the middle of the distribution as well as at the top and bottom 10 and 25 percent. We conduct separate analyses for three major race/ethnic groups in the US: Whites, Blacks, and Hispanics. This permits us to determine whether the gender gap differs by race/ethnic group and whether it is decreasing over time.

An equally important objective of the present study is to investigate the link between high school quality and labor market performance realized by hourly wages seven, eight, and fourteen years after high school graduation. Can high school quality predict future wages of young adults, net of the effects of individual characteristics such as high school performance, further educational attainment, potential work experience, occupation, marital status, and children? If so, then which educational inputs matter for the economic performance of young workers and for which ethnic groups?

Gauging the effects of school characteristics on the gender wage gap is important since school effects have differential and enduring effects on the earnings of individuals who attend different schools net of individual and family background characteristics (Constant and Konstantopoulos, 2003). Previous work on school effects has yielded mixed and inconsistent findings with respect to the importance of schooling on school outputs such as academic achievement.
Some researchers have concluded that there is little or no evidence of school
effects (Hanushek, 1986; 1989), while others report that the impact of school
factors may be substantial (Greenwald, Hedges, and Laine, 1996).

The remainder of this study is structured as follows. First, relevant
findings of previous research on the gender wage gap are summarized. Second,
the data sets and the methods utilized are presented. Third, the results of the
analyses are presented and discussed. Finally, we summarize and draw our
conclusions.

**Related Literature**

Research on the gender wage gap has documented that, on average, the
wages of white males are considerable higher than those of comparable females.
Among the first researchers to examine the earnings differences between sexes
is Oaxaca (1973) who used residual analysis and found the sex differential to be
quite large. He concluded that a substantial proportion of the gender gap was
attributable to the effects of discrimination, (77% for whites and 93% for blacks).
A study on the gender wage gap in the Deep South in 1989 verifies that an
alarming portion of the earnings gap is attributable to discrimination (Constant,
1993). That is, women are more qualified than the men but are not rewarded for
their large stocks of human capital.

While all studies find that, on average, white male wages are considerably
higher than those of white females it is also well established in the labor
economics literature that gender effects are substantially larger than
race/ethnicity effects (Carnoy, 1996; Durden and Gaynor, 1998; Corcoran and
Duncan, 1979). A more recent study provides further support to this notion by reporting that schooling is important in explaining race but not gender wage differentials (England et al., 1999).

Blau and Beller (1988) find that the gender earnings gap in the US decreased among Whites and Blacks in the 1970s. Based on “offered wages” their study shows that the earnings of white women increased faster than the earnings of the black women. Yet, the total effect of occupational changes in the 1970s caused an increase in the gender earnings gap. In addition, these gender and race/ethnicity wage differentials persist even after adjusting for human capital and labor market characteristics; gender specific factors such as qualifications and discrimination play a significant role in determining the gender pay gap.

Nonetheless, the hourly wage difference between men and women has narrowed between the mid 1970s and the late 1980s (O’Neill and Polachek, 1993). The 1980s decline in the gender pay gap was, in fact, more dramatic than the decline in gender segregation (Cotter et al., 1995). Women of all considered races in this study have improved their earnings relative to white men.

The gender wage convergence is oftentimes partly attributed to increases in women’s work experience, years of schooling, and other skill acquisition. Blau and Kahn (1997) postulate that the closure of the gender gap in wages during the 1980s is not only attributed to improvements in women’s occupational status and experience, but also to enhancements in women’s unmeasured labor skills and/or a decrease in discrimination against them. Nonetheless, shifts in relative net supply, industrial restructuring and deunionization were more unfavorable for
high-skilled than low- and middle-skilled women. Blau and Kahn (2000) find that two thirds of this wage gap is due to differences in experience, occupational choice, and industry classification. A rise in relative female productivity and a fall in female discrimination (the residual) have been contributing to the decrease in the gender wage gap.

Gill and Leign (2000) also demonstrate a decline in the gender wage gap between 1985 and 1994 in the US. They document that about 35 percent of the gap narrowing is due to the increase in women’s week worked, job tenure, and full-time employment. Moreover, the authors show that the estimates of how education explains the narrowing of the gender wage gap heavily depends on the specification of the schooling variable; adding degree status, type of college, and major field of study increases the estimates of how education predicts the gender pay gap.

In general, the US exhibits a higher gender wage gap than other countries. A cross-country study among ten industrialized countries, including the US, shows that countries with a higher degree of wage centralization have lower levels of wage inequality (Blau and Kahn, 1996). Another study on the gender pay gap between the US and Sweden finds that it is the wage structure that affects the gender pay gap and explains cross-national differences (Blau and Kahn, 1997). This study also finds that the “traditional gender-specific factors do not appear to play a role in explaining the higher US gap” (p. 640).

Examining gender wage discrimination at quantiles in Spain, Gardeazabal and Ugidos (2005) find that gender wage discrimination is not constant across all quantiles of the wage distribution in 1995, and the highest level of gender wage
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discrimination is observed at the bottom of the wage distribution. In their study on gender wage gaps by education, de la Rica et al. (2005) use quantile regression and find that the wage gap in Spain increases along the wage distribution of men and women with tertiary education, in accordance with the conventional glass ceiling hypothesis. Yet, the gap is higher at the bottom than at the top for individuals with primary and secondary education. The authors argue that this is due to statistical discrimination exerted by employers.

Albrecht et al. (2004), using quantile regression decomposition techniques, confirm a gender wage gap in the Netherlands as well. They demonstrate that the average gender log wage gap for full-time employees is as high as 20 percent and it increases along the log wage distribution. Approximately a quarter of this gender gap can be attributed to differences in male and female labor market characteristics. The other three quarters can be ascribed to gender differences in rewards to those characteristics.

Looking at highly educated workers, Wood, et al. (1993) conclude that men and women lawyers fare differently, and after 15 years in the labor market women lawyers earn 60% less that men lawyers. They suggest that 11% of the overall log earnings gap "should be treated as the result of discrimination" (p. 438). Bertrand and Hallock’s (2001) study on the gender gap in top corporate jobs in the US finds that only 2.4 percent of all top executives in their sample are women, that, on average, female total compensation is 33% lower than male total compensation, and that middle-level managers suffer from a similar pay gap (46 percent). While occupational segregation is very important in explaining the gap, lower female participation in large firms explains one third of the gender
Gender Differences in Wages

A wage gap. Accounting for all observable differences between men and women executives, they find that the unobservable gender wage differential is about 5 percent. Bell (2005) confirms the presence of the gender gap in wages of top executives in the US. Specifically, she finds that top women executives earn 8 to 25 percent less than top men executives. Bell also compares the gender wage differential in women led firms versus men led firms. Her empirical results indicate that in the establishments with female CEO or Chair, there are more female executives and these executives earn on average more than female executives in the male led firms.

Lastly, the black-white as well as the Latino-white median wage differential has decreased between 1940 and 1980 (Smith and Welch, 1986, 1989). Indeed, blacks and Latinos made large gains in education and wages during the last 50 years. During the 1980s, however, there was a slowdown in the Black/White wage convergence. In his study on differential educational quality, measured by pupils/teacher ratio, term length, percent of teachers with advanced degrees, and school size, Grogger (1996) finds that high school quality explains very little of the racial wage differential, net of schooling attainment. To conclude, even though gains in schooling contributed in reducing the minority-white wages gap, this contribution is rather small, especially for Blacks.

Method

Data Sets

We employ two rich, longitudinal, and representative samples of high school students. Specifically, the first set of samples (NLS) includes individuals
who were high school students in 1972 (the base year) and wage earners in 1979 and 1986 (the fourth and fifth follow-ups). The second set of samples (NELS) includes individuals who were eighth graders in 1988 (the base year), high school seniors in 1992 (second follow-up), and wage earners in 2000 (the fourth follow-up). These are rich data sets that contain detailed and valuable information on the high school the individual went to, the individual’s performance in high school, and the individual’s performance in the labor market. The other advantage in each of these data is that these individuals have all the same age, being high school seniors in the same year, and thus they all face the same macroeconomic junctures.

NLS:72 is a national probability sample of 22,583 high school seniors designed to represent all twelfth graders enrolled in public or private American high schools in the spring of 1972 (Riccobono et al., 1981). These students were followed for 14 years after high school, and, thus, they were resurveyed in 1974, 1975, 1977, 1979, and 1986. We employ data collected during the base-year survey in 1972, the fourth follow-up in 1979, and the fifth follow-up in 1986.

NELS:88 uses a two stage national probability sample of 24,599 eighth graders enrolled in public and private American schools in 1988. These students were followed for 12 years and hence were resurveyed in 1990, 1992, 1994, and 2000. In this study we use information from the second follow-up (NELS:92) when the students were high school seniors, and the fourth follow-up (NELS:00) eight years after high school graduation.

Both datasets are unique in providing valuable information on high school resources and quality, the educational attainment, occupational status, and
employment outcomes of young adults. The longitudinal feature of the data allows us to examine the labor market performance of these individuals during their prime time in the labor market. In addition, because we are looking at individuals who have been in the labor market seven to fourteen years we may have avoided any biases from school to work transitions.

Our samples incorporate individuals with various levels of education and various occupations to ensure the inclusion of all persons who reported positive hourly wages in the follow up samples. However, military personnel and full time students are excluded from our samples. Our dependent variable is hourly wages in 1979, 1986, and 2000. In NLS, we decided to use the fourth follow-up as well for comparison purposes with the NELS:00 sample. Specifically, the average age in the NLS:86 sample is 32 years, while in NELS:00 it is 26 years. This six year difference is crucial for young adults and hence differences between these samples may be due to age differences. However, the average age of individuals in the NLS:79 sample is 25 years. This sample is more comparable age-wise to the fourth NELS follow-up in 2000, and detecting differences should not be due to age differences. Note that we use the year 1979 as the base year of wage calculation and deflate the wages of the years 1986 and 2000 accordingly.

Analysis

Important Correlates of Wages

Wages are a function of education, training, health, and experience in the labor market. According to human capital theory, education enhances labor
market productivity and, therefore, wages (Becker, 1964). In fact, education is pivotal to human capital formation, and investments in human capital have been hypothesized to yield sizable economic and social rates of return. The main hypothesis is that higher levels of education correspond to higher levels human capital, which in turn results in higher labor market performance and higher paying jobs. To that end, we explore gender and racial differences in wages controlling for educational attainment. Given that the individuals in this study have finished high school, we control for educational attainment using a dummy that takes the value of one if the individual has a college degree or more and zero otherwise. We also control for potential experience in the labor market. Potential experience is calculated as (Age – education – 6). It captures general training, specific on the job training, and tenure or seniority. We expect more years of labor market experience to increase wages albeit at a decreasing rate.

According to human capital theory, it is the different investments in human capital (schooling and work experience) that lead to wage disparities. Married women and mothers in particular, bear the cost of family responsibilities and have fewer opportunities to invest in human capital. Women's intermittent labor force participation and its subsequent decay in skills is certainly one culprit for the persistent gender wage gap.

We also examine gender differences in wages controlling for occupational status using two dummies: one for professional and one for white-collar workers. The blue-collar workers category serves as the comparison group. Occupational status is a proxy for choices and preferences in the labor market (Mutari and Figart, 2003). It is also a proxy of the market’s evaluation of an individual’s skills
and potential. We are interested in determining gender differences in wages net of the effects of occupational status, or examine the gender gap for individuals with the same occupational status.

Previous findings have reported that marital status is an important correlate of wages. In principle, marital status conveys stability and commitment, signals productivity to the labor market, and affects potential tenure on the job, hence positively affecting wages. It has been repeatedly found that in the U.S. married men earn substantially more than unmarried men even after controlling for human capital and race (Bartlett and Callahan, 1984; Korenman and Neumark, 1991). More recent studies have replicated these findings in other developed countries suggesting that the married-unmarried men gap in average wages might be ubiquitous (Schoeni, 1995). In fact, Schoeni reported that wage differences are evident even among those men who are currently not married. For example, separated or widowed men earn significantly more than men who are never married. For that reason, we also examine gender differences in wages net of the effects of marital status. We control for marital status using a dummy that takes the value of one if the individual is married or living under common law and zero otherwise. We also control for the number of children because mothers are often penalized in the labor market. Elliott and Parcel (1996) find that non-black women who are mothers have lower hourly wages than non-mothers, controlling for labor force participation and the characteristics of their occupations.

A contribution in this study is that we also study the role of school quality in the determination of wages. We include school quality identifiers in the wage
regression. In particular, we include in the wage regression four important attributes that capture high school quality and can be directly measured from the surveys. Namely, these are: (i) the percent of high school graduates who go to college, (ii) the percent of teachers with graduate degrees, (iii) the average school achievement, and (iv) the average school socioeconomic status (SES). All four variables indicate school quality and we hypothesize that higher levels of these variable indicate higher high school quality, which in turn has a positive impact on wages. However, school quality may have differential impacts on the wage of minorities.

**Estimation Strategy**

The unit of our analysis is the individual. In our surveys we only observe the wages of those who are working. Since workers may differ from non-workers in unobservable ways we need to adjust our models for possible selection bias. This issue is very important especially when studying women who may not be as strongly attached to the labor market as men. Following Heckman (1979) we first estimate a probit model on the labor force participation for the entire sample (workers and not workers). Our binary outcome in this exercise is working (part-or full-time) or not.

The predictors of the labor force participation equation include gender, family background (i.e., socioeconomic status of the person’s family), educational attainment of the individual, marital status of the individual, family size (i.e., number of children), sources of non-labor income, and high school grades. Since most of these predictors may have differential effects on gender, we also
include all possible interactions between gender and the remaining predictors as additional controls. We hypothesize that a college degree will increase the probability to work, while high non-labor income will decrease the probability to work by increasing the reservation wage of the individual. In addition, we expect married individuals to have a higher probability to work since marital status has been shown to signal labor force attachment and higher productivity in the labor market affecting potential tenure on the job (Korenman and Neumark, 1991). Note that while this argument holds for men it does not hold for women. Married women usually suffer from employers’ statistical discrimination, viewed as having a higher probability of quitting since they continuously face the choice of family or career.

From the probit model we calculate the inverse Mill's ratio or lambda ($\lambda$), which we take into account in the wage regression to adjust for possible non-random selection of workers. All analyses are corrected for selection in the labor force, and therefore all results presented in this study are adjusted for potential selection bias. The outcome variable is the log of hourly wages adjusted for different years. The wage regression is fine tuned to take care of identification issues. It includes the following predictors: educational attainment, marital status, family size (i.e., number of children), occupation, estimated work experience, high school grades, and four school related predictors that measure school quality. Specifically, the school predictors include average school achievement, average school SES, the percentage of high school graduates that go to college, and the percentage of teachers with graduate degrees. All school predictors are hypothesized to indicate school quality and are expected to be positively and
significantly associated with hourly wages. In the ensuing analyses we thus consider one-tail significance tests. Note that in this regression we do not include the gender dummy, or any interactions. That is, we assume that men and women are alike. We only identify the common factors. We obtain robust standard errors on all estimates to account for heteroskedasticity.

Once we run the wage regressions, we compute the residuals and use them as the new outcome variable to examine gender differences. With this procedure, we take out all common effects between men and women. The residuals now contain all that is different between men and women. This is the unexplained part in wages. Our goal is to examine the gender wage gap across the entire distribution. To that end, we use quantile regression and regress the residuals from the hourly wage estimation on gender. Quantile regression is a widely used econometric method (Koenker and Bassett, 1978). This semiparametric approach allows the estimation of gender differences in hourly wages at various points of the distribution. Quantile regression can be perceived as a robust regression method that allows estimation in cases where the normality assumption of the error terms is not tenable (Koenker and Bassett, 1978; Bushinsky, 1998).

Recently, quantile regression has been used largely as a tool of providing information across the entire distribution of a continuous dependent variable (Bushinsky, 1998). We hypothesize that the wage gap is not uniformly distributed across the wage distribution. Gender differences in hourly wages in the tails of the distribution might be qualitatively different than differences in the middle. In addition, the gender wage gap may be larger in the upper tails than in
the lower tails. Again, we obtain robust standard errors for all gender estimates to account for heteroskedasticity, through bootstrapping.

Finally, we also examine gender differences in the variability of the hourly wage distributions. Differences in the variability of the distribution of earnings among groups are gauged using the variance ratio (Hedges and Nowell, 1999). This ratio is simply the square of the ratio of the standard deviation of the wages distribution for women to that of the wages distribution for men. A ratio greater than one indicates that the variance of the wage distribution for women is larger than that for men, while a ratio smaller than one indicates that the variance of the wage distribution for men is larger. The variance ratios are computed using the residuals from the wage regression. Specifically, we compute the variance of these residuals for men and women separately for all surveys, and then create the variance ratios.

Results and Discussion

Descriptive Statistics

Table 1 summarizes the descriptive statistics for selected variables in the three samples by race/ethnicity and gender. These statistics are weighted appropriately to ensure representativeness. In the NLS samples white and blue collar jobs are the two most popular categories. In NELS however, a higher proportion of workers is in professional rather than in blue collar jobs. Women are more likely to work in white collar or professional jobs, and men are more likely to work in blue or white collar jobs. It is interesting that in 2000, the men in
our sample are almost equally likely to work in white, blue collar, or professional jobs. In NLS the overwhelming majority of individuals are married, while in NELS most of the individuals are single. Given that individuals in NLS:79 and NELS:00 have comparable ages this indicates that in 2000 young adults were more likely to be single in their mid 20s than in 1979. Women are consistently more likely to be married or divorced, separated, or widowed than men. In contrast, men in our samples are more likely to be single.

-------------------------------------

Insert Table 1 Here

-------------------------------------

Overall, nearly one quarter of the individuals in our sample have a college degree or more. While in NLS men are more likely to have at least a college degree, in NELS:00 it is the women who are more likely to have at least a college degree. These raw statistics show that hourly wages for Whites are consistently larger than the wages for minority groups across all surveys. The hourly wages of men are also consistently larger than the wages of women across all surveys. Overall, the gender gap in hourly wages seems to be more pronounced for Whites; for example, in 2000 men earned on average $8.5 per hour more than women. It is interesting that the gender gap is somewhat smaller for Hispanics ($5.5 per hour) and even smaller for Blacks ($4.0 per hour).

School Quality Effects

Table 2 summarizes the associations between the indicators of school quality and hourly wages controlling for important covariates for Whites, Blacks,
and Hispanics. The school quality predictors in the selection adjusted wage regressions are slightly to moderately correlated with each other (the highest correlation is nearly 0.5) but there is no evidence of collinearity in our regression models. Overall school quality seems to have a higher predictive efficacy in the wage regression of the white samples. For Whites, all school quality coefficients are significant at least once across surveys. With few exceptions that are not significant, the associations are positive, as expected, indicating that higher levels of high school quality induce higher hourly wages in the future. In NLS, 75 percent of the school quality coefficients are significant and positively related to future hourly wages. The results for both NLS samples are qualitatively similar, as expected.

--------------------------------

Insert Table 2 Here

--------------------------------

Specifically, White individuals who went to a high school that has a high percentage of its graduates going to college, a high SES, and employs a high percentage of teachers with graduate degrees earn more in NLS:79 and NLS:86 than those who did not go to such schools. The school SES variable has the highest impact on wages; it increases wages by 11 to 15 percent in 1979 and 1986 respectively, all else being equal. This indicates a serious and enduring impact of school SES on wages, even 14 years after high school graduation. The school SES variable is also a strong determinant in NELS:00 for Whites. That is, those who went to a high school with high SES earn 21 percent more than those who did not, all else being equal. Unlike the NLS samples, average
school achievement is also a significant predictor of wages in NELS:00. That is, Whites who attended high achieving high schools in 1992, had higher hourly wages in 2000, all else being equal.

Interestingly, the school quality indexes are not as important for the wages of Blacks. This is consistent with the results of Grogger (1996) although he used different school quality measures. Only in NLS:86 the percentage of teachers with graduate degrees is significantly and positively associated with the hourly wages for Blacks, albeit of a small size. Ninety percent of the coefficients are not significant, and it appears that school quality is less important for Blacks than for Whites with respect to labor market performance. The estimation results for Hispanics are comparable to those reported for Blacks. None of the school quality coefficients are significant in NLS:79 suggesting that high school quality may not be as important for the Hispanics’ future labor market performance. It is encouraging, however, that in NLS:86 the wages of Hispanics, who went to a school with a high percentage of teachers with graduate degrees, are significantly higher than the wages of those who did not go to such schools. Although the percent increase is small (0.3 percent). In NELS:00 50 percent of the school quality effects on the wages of Hispanics are positive and significant. While both the percentage of high school graduates in college and school SES are highly significant and positive predictors of hourly wages it is the latter that increases wages by 31 percent, all else equal.\(^1\) Hence, it appears that high school SES affects wages of Whites and Hispanics considerably in 2000.

\(^1\) The Mills ratio is negative and significant in all specifications, indicating that selection adjustment was necessary. The workers in our sample appear to be negatively selected to the labor market.
Nonetheless, the Black and Hispanic samples are much smaller than the samples of Whites, and across all surveys the standard errors of the school quality coefficients are consistently larger for the Black and Hispanic samples (two to three times). This indicates that failure to detect significant coefficients in Black and Hispanic samples may be due to the smaller statistical power of the t tests. For example, observe the coefficients for percent of teachers with graduate degrees in NLS:79. Even though the coefficients for Blacks and Hispanics are larger, the effects are not significant. This is due to the fact that the statistical power of the test is 0.75 for Whites, but only 0.34 and 0.23 for Blacks and Hispanics respectively. Hence, the probability of detecting a significant association, if it exists, is two to three times smaller for Blacks and Hispanics.

Overall, these results indicate that high school quality is important for the future remuneration of Whites in the labor market. The school SES variable is the most important determinant of wages for Whites in terms of percent increase. The importance of school quality for the two minority groups is not consistently demonstrated. Only the percent of teachers with graduate degrees is important for the wages of Blacks. The school SES offers a high premium to the wages of Hispanics, while the percent of teachers with graduate degrees and percent of high school graduates in College seem useful predictors of their wages as well.

We also conducted analyses using different coding for school quality variables, such as average SES and achievement, to examine possible non-linear effects. Overall, the results obtained from these specifications are qualitatively similar to those reported here.
The Gender Wage Gap

In Table 3 we present the results on the gender differences in adjusted or residual hourly wages adjusted for important predictors for the three race/ethnic groups. We perform this exercise for the middle and the top and bottom 10 and 25 percent of the wage distribution. For Whites, all gender coefficients are negative indicating that males earn more per hour than females across the entire distribution of hourly wages. Nearly 90 percent of these gender coefficients are significant in all three surveys. The gender gap in hourly wages is consistently larger in the middle and the upper tails of the hourly wage distribution. In NLS:79 and NELS:00, in particular, the wage gap is the largest at the top 10 percent with women earning about 16 percent less than men. In NLS:86 the wage gap is the largest at the top 10 and 25 percent of the hourly wage distribution, with women earning 11 percent less than men.

--------------------------------

Insert Table 3 Here

--------------------------------

Recall that these results are obtained after we controlled for all observables and took out all common effects between men and women. These estimates indicate more pronounced gender differences in the higher paid jobs that are unexplained. In sum, for the top 10 percent of the wage distribution, while the white gender gap was reduced in the 1980s it increased again in 2000. For the rest of the quantiles, our results show a steady decline in the gender wage gap from the 1970s to 2000.
We find similar results for the gender gap in Blacks. All of the gender coefficients (except one) are negative indicating that black men earn more than black women per hour across the entire distribution of wages. However, only about 50 percent of the gender coefficients are statistically significant. The gender gap in the middle of the distribution is consistently significant and negative across all surveys (favoring men). The gap is smaller in the lower tail (except for the bottom 10 percent in NELS) and larger in magnitude in the upper tail (for NLS:79 and NLS:86). The largest wage gender disparity occurs at the top 10 percent of the NLS:86 with a significant coefficient of 0.266. This indicates an alarming glass ceiling for Blacks. However, it is in the middle and the top 25 percent where we find the most significant gender disparities across all surveys. Black women earn consistently less than comparable black men. Note that at the top 25 percent, the wage gender gap is reduced from 15 percent in the late 1970s to 11 percent in the mid 1980s and stayed the same in 2000. It is interesting that in NELS:00 we also find a large wage gap at the bottom 10 percent, with women earning 19 percent less than men.

In contrast to Whites and Blacks, the gender wage gap is less pronounced for Hispanics at least in terms of significance levels. In the lower tails (both at the 10 and 25 percent) of the hourly wage distribution the gap is small and not significant. In fact, the gender coefficients are mainly positive suggesting that Hispanic women earn more per hour in lower paying jobs than comparable men. In NLS:86 and NELS:00 all gender coefficients in the middle and the upper tails of the wage distribution are negative (favoring men). Only in NLS:86 and in the middle and upper tail the gender wage gap reaches statistical significance.
favoring males. It is noteworthy, that in both NLS:86 and NELS:00 Hispanic males earn significantly more per hour in higher paid jobs than their female counterparts. Hispanic women earn 12 percent less than comparable men at the top 25 percent. The gap is even larger at the top 10 percent in NLS:86 (18 percent). As with Whites and Blacks, the gender disparity that is unexplained is a lot larger at the upper tail of the hourly wage distribution.

Overall, we find that the standard errors of the gender coefficients are larger at the tails of the wage distribution. This indicates that, other things being equal, there is a lower chance of detecting significant differences in the tails (since the power of the statistical test is lower). In addition, the standard errors of the gender gap coefficients for Blacks and Hispanics are consistently larger than those obtained for Whites. Hence, there is a lower chance of detecting significant gender wage differences for Blacks and Hispanics than for Whites (due to statistical power again).

Differences in Variability

Differences in the variability of the wage distribution can provide important information about the gender gap. For example, the hourly wage distributions for men and women may have comparable means, but different variances. A larger variation indicates that there are more individuals in the lower and upper tails of the wage distribution. From previous work we know that males have much more spread out distributions in school outputs, such as academic achievement (Hedges and Nowell, 1995). Since, wages can be thought of as a longer term
school output we examine the variation of wages for men and women to determine differences in variability.

Table 4 presents the results on gender differences in the variability of the wage distribution. For Whites, the wage distributions for men and women have comparable variances. The variance ratios are close to one indicating gender parity in wage variation across all surveys. For Blacks, we find that men have consistently more spread out wage distributions than women, since all variance ratios are smaller than one. For Hispanics, gender differences in variability are more pronounced. In NLS:79 and NELS:00 the wage distribution for men is more spread out than that for women. In NLS:86 however, the variance ratio is greater than one indicating larger variation in the wage distribution for women.

Conclusion

In this study we revisit the gender wage gap for three race/ethnicity groups in the US over three decades, using important school quality determinants and a novel estimation technique. Our goal is fourfold: (i) to see how the gender wage gap changes with race/ethnicity for Whites, Blacks, and Hispanics, (ii) to see if the gender wage gap decreases, increases or remains the same through the last four decades, (iii) to see whether the gender wage gap is larger or smaller at the tails of the wage distribution, compared to the middle, and (iv) to see whether
school quality has an indelible impact on the future wages of young adults in the labor market.

We employ two nationally representative data sets, the NLS and NELS, which span across four decades. One of the advantages of these data is that, in the base year, all individuals are of the same age thus avoiding any cohort effects. Both datasets are unique in providing valuable information on the high school quality, educational attainment, occupational status, and employment outcomes of young adults. The longitudinal feature of the data allows us to examine the labor market performance of these individuals during their prime time in the labor market, while avoiding any biases from school to work transitions. In addition, both datasets are part of the National Education Longitudinal Studies program instituted by the National Center of Education Statistics with the objective to study the educational, vocational, and personal development of young people. Hence, these data provide unique opportunities to study young adults.

In our estimation technique we control for selection into the labor force, applying the Heckman procedure, and we identify the common factors between men and women in hourly wages. In this exercise we control for high school quality. We then compute the residuals, which now contain all that is different between men and women. This is the unexplained part. Using quantile regression we regress these residuals from the wage regression on gender, and correct the standard errors.

First, we find that high school quality is an important predictor and positively associated to the hourly wages of young men and women. This result
is mainly found for Whites. The school SES variable is the most important in increasing wage returns both in magnitude and significance. It also has an enduring and long-lasting effect on the wages of white workers. However, high school quality is not as important for the wages of the two minority groups with three exceptions. The percentage of teachers with graduate degrees variable is significant for the wages of Blacks and Hispanics in 1986, albeit of a small size, the school SES variable is highly significant and of a large size for Hispanics in 2000, and the percentage of high school graduates in college is also significant for Hispanics in 2000. In all cases, school quality increases hourly wages.

In comparison to Whites, however, these findings are alarming since they indicate that high schools do not matter much regarding the future labor market performance of minority groups. If one assumes that there is differential attrition among the three groups and that Blacks and Hispanics are more likely to dropout of high school, these results become even more discouraging since, at best, they indicate trivial school effects for the “best” students of the minority groups.

In addition, our results confirm significant gender disparities in hourly wages favoring men across three surveys in the 1970s, 1980s, and 2000 that are unaccounted for. These disparities are more pronounced for Whites, and less pronounced for Blacks and Hispanics in that order. However, a consistent finding is that the magnitude of the gender gap is always larger in the upper tails of the hourly wage distribution for all race/ethnic groups. That is, women earn, overall, less than men in highly paid jobs, consistent with the glass ceiling hypothesis.
In sum, for the top 10 and 25 percent of the wage distribution of Whites, women earn about 16 and 11 percent less than men respectively, and this is unexplained. While the white gender gap was reduced in the 1980s it increased again in 2000. For the rest of the quantiles, our results show a steady decline in the gender wage gap from the 1970s to 2000. For the wage distribution of Blacks, we find a considerable gap at the top 10 percent in 1986. At the top 25 percent, the wage gender gap for Blacks is reduced from 15 percent in the late 1970s to 11 percent in the mid 1980s and stayed the same in 2000. It is interesting that in 2000 we also find a large wage gap at the bottom 10 percent, with women earning 19 percent less than men. For the wage distribution of Hispanics, women at the top 10 percent earn 18 percent less than their male counterparts.

Lastly, we find gender parity in the wage variation across all surveys for Whites. For Blacks, we find that men have consistently more spread out wage distributions than women, and for Hispanics, gender differences in variability are more pronounced.
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Table 1. Arithmetic Means and Proportions for Selected Variables: NLS:79, NLS:86 and NELS:00

<table>
<thead>
<tr>
<th>Variables of Interest</th>
<th>NLS:79</th>
<th></th>
<th>NLS:86</th>
<th></th>
<th>NELS:00</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U.S. Population</td>
<td>Female</td>
<td>Male</td>
<td>U.S. Population</td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50.2%</td>
<td>-</td>
<td>49.8%</td>
<td>-</td>
<td>49.8%</td>
<td>-</td>
</tr>
<tr>
<td>Male</td>
<td>49.8%</td>
<td>-</td>
<td>49.2%</td>
<td>-</td>
<td>50.2%</td>
<td>-</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>8.8%</td>
<td>10.5%</td>
<td>7.2%</td>
<td>9.5%</td>
<td>11.0%</td>
<td>7.9%</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4.1%</td>
<td>3.9%</td>
<td>4.3%</td>
<td>3.3%</td>
<td>3.1%</td>
<td>3.5%</td>
</tr>
<tr>
<td>White</td>
<td>82.4%</td>
<td>80.8%</td>
<td>83.9%</td>
<td>82.4%</td>
<td>81.5%</td>
<td>83.2%</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional</td>
<td>20.8%</td>
<td>22.9%</td>
<td>18.6%</td>
<td>21.3%</td>
<td>23.4%</td>
<td>19.2%</td>
</tr>
<tr>
<td>White Collar</td>
<td>46.4%</td>
<td>58.2%</td>
<td>34.5%</td>
<td>46.7%</td>
<td>57.9%</td>
<td>35.8%</td>
</tr>
<tr>
<td>Blue Collar</td>
<td>32.8%</td>
<td>18.9%</td>
<td>46.9%</td>
<td>32.1%</td>
<td>18.7%</td>
<td>45.0%</td>
</tr>
<tr>
<td>Self Employed</td>
<td>4.0%</td>
<td>2.4%</td>
<td>5.6%</td>
<td>10.1%</td>
<td>7.5%</td>
<td>12.5%</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College Degree or More</td>
<td>31.8%</td>
<td>29.6%</td>
<td>34.0%</td>
<td>25.9%</td>
<td>24.5%</td>
<td>27.5%</td>
</tr>
<tr>
<td><strong>Marital Status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>37.5%</td>
<td>31.6%</td>
<td>43.5%</td>
<td>17.0%</td>
<td>15.1%</td>
<td>18.9%</td>
</tr>
<tr>
<td>Married</td>
<td>52.8%</td>
<td>56.8%</td>
<td>48.7%</td>
<td>67.7%</td>
<td>68.1%</td>
<td>67.5%</td>
</tr>
<tr>
<td>Divorced-Separated-Widowed</td>
<td>9.7%</td>
<td>11.6%</td>
<td>7.8%</td>
<td>10.4%</td>
<td>12.2%</td>
<td>8.6%</td>
</tr>
<tr>
<td>Living in Common Law</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
</tr>
</tbody>
</table>
Table 1. Arithmetic Means and Proportions for Selected Variables: NLS:79, NLS:86 and NELS:00

<table>
<thead>
<tr>
<th>School Quality</th>
<th>Percent of Graduates in College</th>
<th>49.6%</th>
<th>49.1%</th>
<th>50.1%</th>
<th>48.1%</th>
<th>47.5%</th>
<th>48.8%</th>
<th>43.8%</th>
<th>43.1%</th>
<th>44.4%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Graduates in College</td>
<td>49.6%</td>
<td>49.1%</td>
<td>50.1%</td>
<td>48.1%</td>
<td>47.5%</td>
<td>48.8%</td>
<td>43.8%</td>
<td>43.1%</td>
<td>44.4%</td>
<td></td>
</tr>
<tr>
<td>Hourly Wages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Groups</td>
<td>6.0</td>
<td>5.2</td>
<td>6.8</td>
<td>21.8</td>
<td>18.5</td>
<td>25.1</td>
<td>32.4</td>
<td>28.6</td>
<td>36.0</td>
<td></td>
</tr>
<tr>
<td>Whites</td>
<td>6.1</td>
<td>5.2</td>
<td>6.8</td>
<td>21.9</td>
<td>18.3</td>
<td>25.2</td>
<td>33.7</td>
<td>29.5</td>
<td>38.0</td>
<td></td>
</tr>
<tr>
<td>Blacks</td>
<td>5.6</td>
<td>5.1</td>
<td>6.3</td>
<td>17.3</td>
<td>16.3</td>
<td>18.8</td>
<td>28.0</td>
<td>25.8</td>
<td>29.8</td>
<td></td>
</tr>
<tr>
<td>Hispanics</td>
<td>5.8</td>
<td>4.8</td>
<td>6.7</td>
<td>21.3</td>
<td>19.0</td>
<td>23.3</td>
<td>29.3</td>
<td>26.6</td>
<td>32.1</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>14,441</td>
<td>7,519</td>
<td>6,912</td>
<td>14,131</td>
<td>7,358</td>
<td>6,764</td>
<td>12,144</td>
<td>6,362</td>
<td>5,782</td>
<td></td>
</tr>
</tbody>
</table>

Note: own calculations using weights
### Table 2.
Selection Adjusted Wage Estimates of School Effects

#### NLS:1979

<table>
<thead>
<tr>
<th>Variables</th>
<th>Whites</th>
<th>Blacks</th>
<th>Hispanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of High School Graduates in College</td>
<td>0.002**</td>
<td>0.001</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(0.0005)</td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Percent of Teachers with Graduate Degrees</td>
<td>0.0007**</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Average School Achievement</td>
<td>-0.0004</td>
<td>0.0003</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.0018)</td>
<td>(0.004)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Average School SES</td>
<td>0.112**</td>
<td>-0.036</td>
<td>-0.127</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.154)</td>
<td>(0.289)</td>
</tr>
</tbody>
</table>

#### NLS:1986

<table>
<thead>
<tr>
<th>Variables</th>
<th>Whites</th>
<th>Blacks</th>
<th>Hispanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of High School Graduates in College</td>
<td>0.002**</td>
<td>-0.001</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>(0.0007)</td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Percent of Teachers with Graduate Degrees</td>
<td>0.002**</td>
<td>0.005**</td>
<td>0.003*</td>
</tr>
<tr>
<td></td>
<td>(0.0006)</td>
<td>(0.0014)</td>
<td>(0.0019)</td>
</tr>
<tr>
<td>Average School Achievement</td>
<td>0.001</td>
<td>0.005</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.007)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Average School SES</td>
<td>0.154*</td>
<td>-0.142</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(0.223)</td>
<td>(0.320)</td>
</tr>
<tr>
<td>Variables</td>
<td>Coefficient (standard error)</td>
<td>Coefficient (standard error)</td>
<td>Coefficient (standard error)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Percent of High School Graduates in College</td>
<td>0.0001 (0.0004)</td>
<td>0.0003 (0.001)</td>
<td>0.0025** (0.001)</td>
</tr>
<tr>
<td>Percent of Teachers with Graduate Degrees</td>
<td>0.0006 (0.0007)</td>
<td>0.0009 (0.002)</td>
<td>-0.0009 (0.001)</td>
</tr>
<tr>
<td>Average School Achievement</td>
<td>0.0015* (0.0009)</td>
<td>0.002 (0.003)</td>
<td>-0.0006 (0.002)</td>
</tr>
<tr>
<td>Average School SES</td>
<td>0.208** (0.055)</td>
<td>0.0001 (0.145)</td>
<td>0.305** (0.099)</td>
</tr>
</tbody>
</table>

**Note:** standard errors are adjusted for heteroscedasticity

*p < 0.05 one-tail test

**p < 0.01 one-tail test
Table 3.
Gender Differences in Hourly Wages: Quantile Regression Estimates

<table>
<thead>
<tr>
<th>Survey</th>
<th>Bottom 10%</th>
<th>Bottom 25%</th>
<th>Median</th>
<th>Top 25%</th>
<th>Top 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
</tr>
<tr>
<td>NLS:79</td>
<td>-0.056*</td>
<td>-0.083**</td>
<td>-0.113**</td>
<td>-0.131**</td>
<td>-0.157**</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>NLS:86</td>
<td>-0.047*</td>
<td>-0.083**</td>
<td>-0.104**</td>
<td>-0.114**</td>
<td>-0.112**</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.017)</td>
<td>(0.013)</td>
<td>(0.015)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>NELS:2000</td>
<td>-0.051*</td>
<td>-0.048**</td>
<td>-0.080**</td>
<td>-0.098**</td>
<td>-0.150**</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.018)</td>
<td>(0.014)</td>
<td>(0.023)</td>
<td>(0.026)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Survey</th>
<th>Bottom 10%</th>
<th>Bottom 25%</th>
<th>Median</th>
<th>Top 25%</th>
<th>Top 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
</tr>
<tr>
<td>NLS:1979</td>
<td>0.042</td>
<td>-0.036</td>
<td>-0.103**</td>
<td>-0.153*</td>
<td>-0.137</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.055)</td>
<td>(0.035)</td>
<td>(0.069)</td>
<td>(0.088)</td>
</tr>
<tr>
<td>NLS:1986</td>
<td>-0.062</td>
<td>-0.156**</td>
<td>-0.154**</td>
<td>-0.113*</td>
<td>-0.266*</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.052)</td>
<td>(0.047)</td>
<td>(0.058)</td>
<td>(0.142)</td>
</tr>
<tr>
<td>NELS:2000</td>
<td>-0.194**</td>
<td>-0.097</td>
<td>-0.115*</td>
<td>-0.113**</td>
<td>-0.045</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(0.060)</td>
<td>(0.050)</td>
<td>(0.027)</td>
<td>(0.067)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Survey</th>
<th>Bottom 10%</th>
<th>Bottom 25%</th>
<th>Median</th>
<th>Top 25%</th>
<th>Top 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
<td>Coefficient (st. error)</td>
</tr>
<tr>
<td>NLS:1979</td>
<td>0.100</td>
<td>0.050</td>
<td>0.003</td>
<td>0.048</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>(0.081)</td>
<td>(0.059)</td>
<td>(0.063)</td>
<td>(0.075)</td>
<td>(0.110)</td>
</tr>
</tbody>
</table>
Table 3. Gender Differences in Hourly Wages: Quantile Regression Estimates

<table>
<thead>
<tr>
<th></th>
<th>NLS:1986</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.072</td>
<td>-0.060</td>
<td>-0.158**</td>
<td>-0.121*</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.059)</td>
<td>(0.067)</td>
<td>(0.060)</td>
<td>(0.096)</td>
</tr>
<tr>
<td>NELS:2000</td>
<td>0.002</td>
<td>0.023</td>
<td>-0.010</td>
<td>-0.121**</td>
<td>-0.073</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.042)</td>
<td>(0.033)</td>
<td>(0.030)</td>
<td>(0.046)</td>
</tr>
</tbody>
</table>

Note: standard errors are robust through bootstrapping
*p < 0.05 one-tail test
**p < 0.01 one-tail test
Table 4.
Gender Differences in Variability in Hourly Wages

<table>
<thead>
<tr>
<th>Survey</th>
<th>Whites</th>
<th>Blacks</th>
<th>Hispanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLS:1979</td>
<td>1.069</td>
<td>0.819</td>
<td>0.840</td>
</tr>
<tr>
<td>NLS:1986</td>
<td>0.982</td>
<td>0.968</td>
<td>1.417</td>
</tr>
<tr>
<td>NELS:2000</td>
<td>1.071</td>
<td>0.972</td>
<td>0.702</td>
</tr>
</tbody>
</table>