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ABSTRACT
Non-probability samples have become increasingly popular despite 
some criticism. This paper examines social media sampling as a tool 
for accessing hard-to-survey populations. Our study targeted indi
viduals in Germany using ads on Facebook and X, yielding 4,590 
respondents. We compared these samples with high-quality prob
ability samples (SOEP, ESS) through measurement equivalence ana
lysis of shared measures between samples. Results show that our 
social media sampling strategy yielded effective sample sizes for 
our target population that exceeded those from SOEP and ESS by 
ratios between 2:1 and 5:1. Our findings suggest that non- 
probability sampling can be a viable method for researchers exam
ining relational patterns among variables in hard-to-survey popula
tions. Because we observe varying levels of measurement 
equivalence, rigorous methodological strategies for post-hoc ana
lyses are recommended. We propose measurement equivalence 
analysis as a post-hoc assessment strategy to quantify the analytical 
effectiveness of the employed sampling strategy.
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Introduction

The survey-based research community has witnessed a growing interest in non- 
probability-based sampling methods in recent years (Cornesse et al., 2020). This surge 
in attention can be attributed to several factors: First, non-probability-based sampling 
methods have become increasingly cost-effective (Dutwin & Buskirk, 2017; Sakshaug 
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et al., 2019, 2020; Zack et al., 2019), facilitated by the emergence of large companies 
offering access to respondents at minimal expense. Second, traditional probability-based 
approaches are facing challenges due to the rapid decline in response rates (Curtin et al.,  
2005), which raises concerns about their ability to yield unbiased parameter estimates 
(Brick & Tourangeau, 2017; Peytchev et al., 2010). If small population groups are of 
interest, the relationship between response rates and costs poses particularly high hurdles 
for researchers.

Recent comparisons of probability vs. non-probability approaches concluded that, 
despite all limitations, probability sampling yields better data quality, e.g. regarding 
coverage bias, non-response error, and measurement error, than non-probability-based 
sampling (e.g. Lavrakas et al., 2022). However, these studies usually compared the two 
strategies for the general population. In some instances, researchers are not aiming at 
inference for the general population but aim at certain sub-populations. These subpo
pulations may be hard to survey (Tourangeau, 2014), because they are hard to identify, 
like the LGBTQI* community (e.g. Kühne & Zindel, 2020) or hard to persuade like 
immigrants (e.g. Poetzschke, 2022). Additionally, sub-populations may be hard to survey 
(Tourangeau, 2014) simply due to their size relative to the total population. In such cases, 
the advantages of probability-based sampling can only be achieved with unrealistically 
large sample sizes (an illustrative power analysis for various sample sizes and effect 
strengths can be found in the Online Supplementary Materials). Therefore, under what 
conditions can non-probability sampling yield data that are sufficiently comparable to 
probability-based samples for hard to survey populations (Tourangeau, 2014) and thus 
inferentially adequate for a plethora of social science research aims? The present study 
aims to shift the debate from the usefulness of non-probability studies for general 
population surveys to hard-to-survey populations, while discussing pitfalls and post- 
hoc strategies to assess accuracy and enhance the credibility of such samples.

We present an original survey targeting highly politicized individuals as a fit-for- 
purpose application for non-probability sampling. After laying out why non-probability 
sampling was seen as a promising approach for our research goals, we answer our 
research question by comparing responses to several items in our survey to the results 
from those surveys from which these items were drawn, specifically the internationally 
established probability-based German Socio-economic Panel (SOEP) and European 
Social Survey (ESS). Aside from descriptive statistics for sociodemographics, we tested 
measurement equivalence between our own non-probability sample and the SOEP and 
ESS studies for three measures: personality, affect, and participation. We show that social 
media sampling can effectively reach and oversample a specific target population. 
Furthermore, our findings suggest that non-probability sampling can be a viable method 
for specific subpopulations if rigorous methodological strategies are employed and some 
level of homogeneity for the target population can be expected.

Why (non-)probability sampling?

The attractiveness of probability sampling for researchers lies in the central limit theo
rem. The central limit theorem states that as the sample size approaches infinity, the 
probability distribution of parameters will closely approximate the normal distribution, 
thus allowing researchers to quantify confidence in their sample (Kohler et al., 2019). 
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Hence, for descriptive measurements of populations with non-homogenous units or 
average treatment effects for heterogeneous populations, probability samples remain 
the only way for reliable measurements.

Having said this, probability samples have shortcomings too: Collecting such high- 
quality samples comes with significant costs and time commitment, and given the 
research aims, probability samples may be practically unfeasible when following the 
total survey error paradigm (Biemer, 2010). To circumvent cost considerations for 
individual researchers, large collaborative projects such as the ESS, SOEP, and the 
European Values Survey make probability samples accessible to researchers worldwide. 
However, even with these high-profile surveys, resources are limited, and questionnaire 
development is often a closed shop. This makes it difficult for researchers to use such 
studies for highly specialized research projects. In addition, these large-scale probability 
surveys focus mostly on the general population. Researchers interested in special sub
populations that are hard to survey (Tourangeau, 2014) because they are hard to sample, 
hard to identify, hard to find or contact, hard to persuade or hard to interview 
(Tourangeau, 2014), may find such general population surveys of limited use for their 
purposes because the subpopulation they are interested in is inadequately, be it qualita
tively or quantitatively, represented, hence creating frame errors (Biemer, 2010) such as 
noncoverage. Thus, it may be theoretically possible but practically unfeasible to create 
a survey frame that neatly captures the target population and allows for probability 
sampling. There exists, for example, no register of immigrants without residence permits 
to draw from, leaving researchers with the choice of resorting to general population 
surveys that may or may not address the impediments that make their target population 
hard to survey in the first place, or venturing out to non-probability samples. 
Consequently, research on some hard-to-survey groups cannot be carried out adequately 
based on these large studies. Researchers interested in such subpopulations or non- 
mainstream variables are increasingly using non-probability samples to overcome these 
issues.

Various studies have shown that respondents in typical non-probability samples differ 
from respondents in probability samples (Zack et al., 2019) and, thus, measures in non- 
probability samples differ from corresponding measures in probability samples 
(Einarsson et al., 2022; Roulin, 2015; Zack et al., 2019). Regarding reliability, MacInnis 
et al. (2018) implemented a replication study with a set of 50 measures of 40 benchmark 
variables captured via probability- and non-probability sampling strategies. Their main 
result was that probability samples, regardless of whether interviewed by telephone or 
internet, are most accurate, notwithstanding substantial drops in response rates com
pared to earlier studies. Opt-in samples via the internet showed the worst accuracy, not 
even improved by common post-stratification strategies (MacInnis et al., 2018). 
Regarding validity, Einarsson et al. (2022) employed a latent factor model to assess the 
measurement equivalence of six multi-item attitude measures in Germany and Austria 
between probability- and non-probability samples and found only two of them to reach 
full measurement equivalence. Similarly to MacInnis et al. (2018), poststratification 
methods were not a reliable strategy to improve measurement equivalence and weighting 
affected coefficients in unpredictable ways (see also Pasek, 2016). Finally, Dutwin and 
Buskirk (2017) found the mean absolute bias for non-probability samples was twice as 
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high and more varied as for low-response probability samples – after weighting and/or 
matching.

Even though some evidence suggests that some measures are more robust than others (see 
e.g. the discussion about point estimates and relations between variables by Pasek, 2016) and 
weighting can improve the reliability of estimates (Cornesse et al., 2020; Wang et al., 2015), it 
is safe to say that ceteris paribus, one needs to be more cautious when analyzing and 
interpreting non-probability samples. While some argue researchers should generally stick 
to probability samples (e.g. Baker et al., 2013; Cornesse et al., 2020), there are certainly 
arguments for the use of non-probability samples, as Baker et al. (2013) address in their ‘fit for 
purpose’ argument.

One such purpose may be the research of a small or hard-to-reach population, which 
typically is not sufficiently represented in general population studies. As most of the debate 
centers on general population surveys, it remains unanswered whether the criticism holds 
empirically true for such purposes. We argue that the shortcomings of non-probability 
samples should be less severe for parameter estimation if the target population is small 
and/or reasonably homogenous. If the number of observations of a small target population 
in a general population survey is prohibitively small or accessing respondents in strict 
probabilistic ways is unfeasible, non-probability sampling may be fit for purpose.

Research aim

For this study, we aim to empirically test whether non-probability sampling can be an 
effective alternative to probability sampling in the case of hard-to-survey populations. 
A non-probability sampling strategy for a hard-to-survey population may be considered 
effective if: (i) when oversampling of the target population yields an effective sample size 
that enables more robust inferential statistical analyses with enhanced statistical power 
compared to a probability-based sampling strategy (quantitative); and (ii) when the effective 
sample yields sufficient measurement equivalence, loadings equivalence that is, to ensure the 
validity of the inferential statistics (qualitative). The hard-to-survey population in our case is 
politically active members of civil society. Such individuals are a highly relevant object of 
study in the social sciences. Their beliefs, attitudes, motivations, and behaviors are crucial to 
understanding processes of social cohesion and political contestation. They can be found in 
established probability surveys such as the SOEP and ESS, but oftentimes in such small 
numbers that subgroup analyses are impossible. Thus, they are considered hard to sample 
(Tourangeau, 2014) due to their characteristic as a minor domain, comprising 1 to 10 percent 
of the general population (Kalton, 2009, 2014; Kish, 1987; Tourangeau, 2014). We recruited 
political activists via a campaign on social media where political discourse, mobilization, and 
organization are widespread (McClain et al., 2024). We then compared our sample of 
political activists to two established high-quality probability samples focusing on (a) demo
graphic composition and (b) measurement equivalence of core variables.
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Method

Data sets

Non-probability sample
We recruited a non-probability sample as part of the research project ‘Social Cohesion 
and Civil Society. Interaction Dynamics in Times of Disruption’. Following a shift in civil 
society research that acknowledges potentially disruptive, even detrimental aspects of 
uncoerced, collective engagement (Grande, 2022), we were interested in the politically 
contentious aspects of civil society and thus focused on three hot-topic issues in con
temporary German politics: climate change and the environment, migration and inte
gration, and renting and housing. Interested in politically active members of civil society 
with strong opinions on these issues, we ran a visually aided ad campaign on social 
media, namely the platforms X,1 and Facebook (see Appendix for pictures of all ads). 
Since users first react to visual cues when scrolling through their feed (Kühne & Zindel,  
2020), we used stock pictures with blatant symbolizations of these political issues, such as 
a stamp showing the word ‘Asylum’. ‘Some people are interested in different societal 
topics. Which of the following topics are you interested in?’ was implemented as a filter 
item in our questionnaire, where individuals were barred from further participation 
when they indicated no interest in either of the three aforementioned issues (more than 
one issue could be named).

Using the targeting of predefined audience offered by the platforms can help to show 
the ads only to users who have a higher likelihood to belong to the subpopulation, 
however the accuracy of the targeting significantly varies from variable to variable (for 
Facebook, see Grow et al., 2022; Sances, 2019). Therefore, we only relied on the platforms 
targeting to address individuals of legal age, currently living in Germany, as well as their 
interest in climate change and the environment, migration and integration, and renting 
and housing. The platforms did not offer to target users for their interest in topics related 
to rent or housing politics. For this issue, we instead targeted only users living in 
metropolitan areas, where rent is a pressing issue.2 Our CAWI-Survey, running for six 
weeks from August to September 2021, generated 4,806 respondents.

Established probability samples for comparison
As there is no access to the true parameters of the population, we use surveys that are 
recognized for their quality, namely SOEP, and ESS. All samples of SOEP are multi-stage 
random samples which are regionally clustered. The sample units (households) are 
selected either by random-walk or via public registers. The SOEP is commonly used as 
a reference dataset for samples not covering the full population of interest (Siedler et al.,  
2009). The SOEP Core for 2019 alone consists of a gross sample of 15,339 households out 
of which 12,481 participated. The net sample for 2019 alone consists of 20,842 adults, 
1,319 youths, and 1,672 children.

The ESS is a cross-national survey that has been conducted biennially in over 30 
European countries since 2002. Countries must follow general guidelines, such as 
representativeness for all persons aged 15 and over, strict probability sampling, and 
a minimum sample size of 1,500. In Germany, the data collection of round 9 was carried 
out from 29 August 2018, to 4 March 2019, through computer-assisted face-to-face 
interviews and achieved a response rate of 27.6%. The survey utilized a multistage 
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probability sampling procedure based on a stratified two-stage design. Municipalities 
were chosen with a probability proportional to the size of the population aged 15 and 
above. During the second stage of sampling, 44 individuals per PSU, aged 15 years or 
older, were selected using random sampling. The sample size achieved for Germany is 
2,358.

We provide descriptive statistics comparing our nonprobability sample to SOEP 
and ESS on sociodemographic variables, as well as those variables that we inten
tionally adopted from SOEP and ESS in our survey that capture engagement. All 
statistics provided by SOEP and ESS are weighted according to their 
recommendations.3 Additionally, statistics will be provided for Facebook and 
X separately, because, even when differences in user demographics are set aside, 
the advertising algorithms remain a black box (Zindel, 2023), warranting caution in 
analysis.

Measures

For the comparison of our non-probability sample recruited via social media with high- 
quality probability samples of the ESS and SOEP, we measured a variety of indicators 
ranging from socio-demographics over psychological variables to behaviors specific to 
highly politicized individuals. Importantly, we had to rely on variables for which we can 
reasonably assume temporal stability. The data from our original survey, the SOEP and 
the ESS were collected within a span of 3 years.

To start with, we asked respondents about their socio-demographic background. This 
included their age, gender, and education. Respondents also identified the state and the 
size of the city they currently live in (less than 5,000, 5,000 to 20,000, 20000 to 100,000, 
and more than 100,000) , and the state in which they live. In terms of socio-economics, 
respondents indicated how many people they share their household with (categorized as 
under 14, between 14 and 17, and 18+), their joint disposable household income (< 1,000 
€, 1,000–1,999€, 2,000–3,999€, 4,000–5,999€, >6,000€), and their current employment 
status (full-time, part-time, self-employed, training/school/university, unemployed, 
other). In addition, we were interested in relationship status as well as their migration 
history (i.e. whether both of their parents were born in Germany or not). The wording of 
the items ensured a direct comparability to the ESS and SOEP.

Our survey contained two measures of political participation that were utilized for the 
post hoc construction of the comparative samples. First, we included an item battery that 
is used in the ESS. Respondents were asked: ‘There are different ways of improving things 
in Germany or help prevent things from going wrong. During the last 12 months, have 
you done any of the following?’ Respondents then indicated either yes or no for six items: 
contacted a politician or government official; worn or displayed a campaign badge/ 
sticker; signed a petition; took part in a lawful public demonstration; boycotted certain 
products; or posted or shared anything about politics online.4 Second, we included two 
items from the SOEP. Respondents were asked to report how often they took part in 
various activities in their leisure time. Among the activities were ‘participating in political 
parties, municipal politics, citizens’ initiatives’ and “doing volunteer work in clubs, 
associations, or social services.” Respondents chose between ‘daily’, ‘at least once per 
week’, ‘at least once per month’ or ‘seldom or never.’
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Finally, we contained two psychological measures. First, we included the tested and 
validated Big Five Inventory-SOEP (BFI-S). This short measure uses 15 items to measure 
the personality traits neuroticism, extraversion, openness, conscientiousness, and agree
ableness, consisting of 15 items (Schupp & Gerlitz, 2008). Second, we used the Affective 
Well-Being measure (Entringer et al., 2022). In four items, respondents indicated how 
often they felt upset, afraid, happy, and sad in the past 4 weeks, with answers ranging on 
a scale from 1 ‘very rarely’ to 5 ‘very much.’

Subsamples, weighting, and analysis

We compare our non-probability sample to the probability samples of the ESS and SOEP 
in two steps. We started with a simple comparison of the sample compositions in terms of 
demographics, psychological variables, and participation. Subsequently, we compared 
the measurement equivalence of three specific constructs: the BFI-S, Affective Well- 
Being, and Political Participation.

We applied the same recruiting strategy for Facebook and X, yet decided to compare 
the subsamples from Facebook and X separately. This way, we could account for biases 
that result from differences in the user demographics between the two platforms. 
Moreover, platform algorithms decided which users were exposed to our ads. The 
parameters of the algorithms remain a black box, but they are most likely platform- 
specific (Zindel, 2023).

For the tests of measurement equivalence, we post hoc created comparable subsamples 
of politically active members of civil society with similar levels of participation across all 
samples. For the comparison to the SOEP, we reduced our Social Media Sample and the 
SOEP sample to respondents that indicated in both items that they participated at least 
once a week. This leaves us with 165 respondents in the SOEP sample and 1,327 in our 
sample (Facebook: N = 595; X: N = 688). For the comparison with the ESS, we reduced 
our Social Media Sample and the ESS sample to those respondents who indicated on 
a majority of the Political Participation items (at least 4 out of 6) that they had 
participated in the past 12 months. This leaves only 152 respondents from the ESS, 
while 2,524 (Facebook: N = 850; X: N = 1192) respondents from our sample meet this 
criterion.

ESS and SOEP samples are weighted according to their recommendations. For our 
sample, we provide unweighted as well as weighted data. Sample weights for respondents 
of our own sample were calculated by a raking method (using ‘weightipy’, Nelson et al.,  
2023) based on gender, education, and age grouped by region (see OSM for data). 
Weighting was performed after the initial sample was filtered by recruitment platform 
and engagement variables.

Whereas the bivariate comparison of the composition of the samples is straightfor
ward, the comparison of measurement equivalence warrants further explanation. Latent 
variable frameworks are a popular and well-established approach to test for measurement 
equivalence (Davidov et al., 2014). A latent variable consists of observed variables, whose 
strength of relationship to the latent variables is measured by factor loadings. We 
implemented a multigroup confirmatory factor analysis (initially suggested by 
Jöreskog, 1971). This approach has the benefit that it can differentiate between different 
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levels of measurement equivalence, and researchers can perform analyses of nested 
models that iteratively become more stringent.

We followed Einarsson et al. (2022) in their approach and constructed five nested 
models: (1) the configural model states that the underlying structure of the factors that 
reflect the latent variable is equivalent, while still allowing the factor loadings to differ; (2) 
the loadings model fixes the factor loadings across the surveys, forcing them to be equal; 
(3) the intercept model furthermore sets the intercepts to be equal across the surveys; (4) 
the means model additionally sets the mean of the latent variable to be equivalent across 
the surveys; (5) the residual model inherits all the restrictions of the models above, while 
setting the variance of residuals to be equal across the surveys.

Configural equivalence would mean a similar structure of relationships of variables 
between the samples, e.g. that age relates to participation in both samples. Loadings 
equivalence allows for meaningful comparisons of regression coefficients between sam
ples, which would allow for statements like ‘age has a stronger effect on salary in the 
probability sample than in the non-probability sample.’ At intercepts equivalence, the 
intercepts of regression models can be compared, too; absolute, not just relative differ
ences can be inferred. Means and residual equivalence would mean the average levels of 
the dependent variable are the same across samples after controlling for predictors, 
eliminating fears of bias between samples, and that unexplained variance is equivalent 
between samples, indicating equal predictive power of regression models. We argue that, 
depending on the research aim, loadings equivalence can ensure qualitatively effective 
sampling, as point estimates should generally be treated with caution (see Morey et al.,  
2016 for discussion of the false confidence often induced by confidence intervals). For 
many research objectives, establishing relationships such as ‘each additional year of age 
corresponds to a 2% decrease in participation’ that hold regardless of sampling methods 
constitutes a sufficient level of equivalence.

As for the cut-off values for the comparative fit measures, we follow Chen (2007) in his 
suggestions derived from a variety of Monte Carlo simulations to assess the sensitivity of 
fit indices, from which we use the comparative fit index (CFI) as well as the root mean 
square error of approximation (RSMEA). As Δ CFI, ceteris paribus, tends to be higher 
when sample sizes differ greatly, Chen (2007) suggests a Δ CFI � � 0:005 supplemented 
by a Δ RSMEA � 0:01 to determine measurement noninvariance.

Results

Quantitative effectiveness

To assess the quantitative effectiveness of our non-probability sampling strategy, we first 
report the relative oversampling of the target population in our Social Media Sample 
compared to the competing probability samples. Additionally, we provide descriptive 
statistics regarding the composition of the samples. Statistically significant differences 
between respondents recruited via Facebook and X, on the one hand, and the probability 
samples of the ESS and SOEP, on the other hand, are accentuated.

From 20,842 adult respondents in the SOEP, only 165 respondents (0.7%5) answered 
the BFI-S, the Affective Well-Being instrument, and fulfilled our post hoc criteria for 
being a member of the target population. This compares to 1,321 respondents out of our 
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initial Social Media Sample of 4,806 respondents (27.6%), yielding a sizable oversampling 
in relative as well as absolute terms. From 2,358 respondents in the ESS, only 152 
respondents (6.4%) answered the Political Participation instrument and fulfilled our 
post hoc criteria. This compares to 2,524 respondents out of our initial Social Media 
Sample (52.5%), similarly yielding a significant oversampling of the target population. 
The importance of such an oversampling varies from case to case; however, ceteris 
paribus larger samples are preferable, especially when sub-group analyses are intended. 
Practically, in our case, this means that if we were to construct a standard linear multiple 
regression with five predictors and a two-sided alpha error probability of 0.05,6 based on 
the ESS sample, statistical power could vary between 0.2 and 0.9 (effect size ρ2 ¼ 0:02 and 
ρ2 ¼ 0:1, respectively) when analyzing only respondents that took part in 
a demonstration or between 0.12 and 0.72 (effect size ρ2 ¼ 0:02 and ρ2 ¼ 0:1, respec
tively) when analyzing only respondents who wore a badge in the past 12 months. Using 
our sample, the very same analyses would yield statistical power of >0.99 in either case 
(for further details see OSM).

Table 1. Descriptive statistics for the variables of interest between our sample, SOEP, and ESS.

Item

Our NP-sample SOEP ESS

Facebook X

Age �x = 53.38 (±0.59) 
σ = 12.87

�x = 47.07 (±0.53) 
σ = 13.27

�x = 51.61 (±0.24) 
σ = 17.56

�x = 50.34 (±0.74) 
σ = 18.44

Gender (1 = M, 0 = F) �x = 0.70 (±0.02) 
σ = 0.46

�x = 0.65 (±0.02) 
σ = 0.48

�x = 0.49 (±0.01) 
σ = 0.50

�x = 0.49 (±0.02) 
σ = 0.50

Education
Primary 30.8 % (±2.12) 15.4 % (±1.43) 25.2 % (±0.58) 30.9 % (±1.87)
Secondary 35.8 % (±2.2) 35.3 % (±1.89) 42.9 % (±0.67) 42.8 % (±2)
Tertiary 33.4 % (±2.2) 49.3 % (±1.98) 31.8 % (±0.63) 26.3 % (±1.78)

Household Income 
<1000€

6.5 % (±1.13) 5.2 % (±0.88) 3.4 % (±0.25)

1000€-1999€ 18.1 % (±1.77) 12.7 % (±1.32) 16.2 % (±0.5)
2000€-3999€ 40.7 % (±2.26) 36.4 % (±1.9) 42 % (±0.67)
4000€-5999€ 23.2 % (±1.94) 28.1 % (±1.78) 24.1 % (±0.58)
>6000€ 11.6 % (±1.47) 17.7 % (±1.51) 14 % (±0.47)

Mo = 10 Mo = 10 Mo = 10 Mo = 10
NUTS1 Region† H = 2.46 H = 2.40 H = 2.44 H = 2.42

D = 0.89 D = 0.89 D = 0.89 D = 0.88
Political Participation �x = 3.99 (±0.05) 

σ = 1.16
�x = 4.07 (±0.04) 

σ = 1.13
�x = 4.81 (±0.01) 

σ = 0.55
Volunteering �x = 3.55 (±0.06) 

σ = 1.31
�x = 3.68 (±0.05) 

σ = 1.27
�x = 4.31 (±0.02) 

σ = 1.13
Contacted Politician �x = 0.51 (±0.02) 

σ = 0.50
�x = 0.49 (±0.02) 

σ = 0.50
�x = 0.17 (±0.02) 

σ = 0.37
Worn a Badge �x = 0.30 (±0.02) 

σ = 0.46
�x = 0.30 (±0.02) 

σ = 0.46
�x = 0.06 (±0.01) 

σ = 0.23
Signed Petition �x = 0.69 (±0.02) 

σ = 0.46
�x = 0.72 (±0.02) 

σ = 0.45
�x = 0.36 (±0.02) 

σ = 0.48
Demonstrated �x = 0.30 (±0.02) 

σ = 0.46
�x = 0.33 (±0.02) 

σ = 0.47
�x = 0.09 (±0.01) 

σ = 0.28
Boycotted Products �x = 0.68 (±0.02) 

σ = 0.47
�x = 0.71 (±0.02) 

σ = 0.45
�x = 0.37 (±0.02) 

σ = 0.48
Post on Social Media �x = 0.88 (±0.01) 

σ = 0.32
�x = 0.87 (±0.01) 

σ = 0.34
�x = 0.19 (±0.02) 

σ = 0.39

† Statistical difference is calculated by Mann-Whitney U tests. Only the State variable shows no significant difference for 
individuals recruited via Facebook when compared to ESS and SOEP; individuals recruited via X do differ significantly. 
Statistics: Mo refers to the modal value, H to Entropy and D to Gini-Simpson Index. 

Margin of Error: Margins of error are calculated on a 95% confidence level and are added in parentheses.
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Table 1 shows detailed descriptive statistics for sociodemographic variables (Age, 
Gender, Education, Household Income, and NUTS1 Region) as well as for those variables 
that were used post hoc to construct the samples of politically active members of the civil 
society. As expected, with the exception of the regional composition of respondents 
between the Facebook sample and both, SOEP, and ESS, all other indicators are statis
tically significantly different from one another (Mann-Whitney U test).

Not only were respondents from our sample statistically different from SOEP and ESS, 
we found statistically significant differences between recruitment platforms as well. For 
example, respondents recruited via Facebook had a higher middle age (53.38 ± 0.59) 
compared to SOEP (51.61 ± 0.24) and ESS (50.34 ± 0.74), while respondents recruited 
with X were significantly younger (47.07 ± 0.53).

Table 2. Goodness of fit between our sample, SOEP, and ESS.

Measure Weight Model X Facebook

DoF RMSEA CFI DoF RMSEA CFI

Configural 8 0.041 0.977 8 0.051 0.968 
Loadings 12 0.047 0.954* 12 0.045 0.962 

Unweighted Intercepts 16 0.064 0.886 16 0.048 0.944*

Means 17 0.061 0.889 17 0.049 0.937

Big Five Residuals 22 0.055 0.886 22 0.047 0.924

Configural 8 0.046 0.971 8 0.065 0.949 
Loadings 12 0.041 0.966 12 0.060 0.934

Weighted Intercepts 16 0.061 0.901** 16 0.057 0.921 
Means 17 0.058 0.905 17 0.057 0.917
Residuals 22 0.051 0.903 22 0.054 0.903**

Configural 2 0.000 1.000 2 0.105 0.984 
Loadings 5 0.000 1.000 5 0.076 0.979

Unweighted Intercepts 9 0.082 0.948*** 9 0.101 0.934***

Means 10 0.146 0.818 10 0.165 0.805
Affective Residuals 14 0.156 0.710 14 0.176 0.691
Well-Being

Configural 2 0.052 0.995 2 0.090 0.989 
Loadings 5 0.036 0.995 5 0.071 0.982

Weighted Intercepts 9 0.091 0.938*** 9 0.092 0.947***

Means 10 0.144 0.827 10 0.155 0.831
Residuals 14 0.154 0.722 14 0.170 0.717

Configural 16 0.093 0.724 16 0.092 0.680 
Loadings 21 0.086 0.693 21 0.091 0.584

Unweighted Intercepts 27 0.084 0.619 27 0.097 0.399***

Means 28 0.084 0.606 28 0.097 0.380

Political
Participation 

Residuals 34 0.092 0.430*** 34 0.112 0.000 

Configural 16 0.128 0.576 16 0.130 0.700 
Loadings 21 0.095 0.693 21 0.136 0.568***

Weighted Intercepts 27 0.092 0.633 27 0.133 0.475
Means 28 0.091 0.626 28 0.130 0.476
Residuals 34 0.095 0.503*** 34 0.133 0.339 

Goodness of fit for the nested, latent models constructed from the BFI-S (Big Five Inventory-SOEP) and four items 
measuring recent positive and negative affect (Affective Well-Being) for analysis of measurement equivalence between 
our sample and SOEP as well as six items capturing participatory behaviour (Political Participation) for comparison 
between our sample and ESS. Fit measures are reported for participants recruited via X and Facebook separately. 

Weighted/unweighted indicates whether our sample was weighted. Sample weights were calculated with a raking 
procedure based on age, gender, education, and region. 

Significant differences based on CFI and RMSEA are highlighted in boldface; p-values of CFI differences. 
*p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.
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Regarding the set of variables that were used to post-hoc construct the samples of our 
target population, we find a consistent pattern of sizable increases in the share of 
politically active members of the civil society, with significant but minor differences 
between recruiting platforms. On the items taken from the SOEP, 14% (±1.6) of 
Facebook sample and 13% (±1.33) of X sample indicated that they were politically active 
at least once a week, compared to 1.9% (±0.19) in the SOEP sample. The difference was 
less marked, but still significant for volunteering at least once a week (Facebook: 21% 
±1.97; X: 20% ±1.58; SOEP: 14% ±0.47). On the items from the ESS, respondents in our 
non-probability samples were more likely to say they have contacted politicians 
(Facebook: 0.51 ± 0.02; X: 0.49 ± 0.02, ESS: 0.17 ± 0.02), worn a badge (Facebook; 0.30  
± 0.02; X: 0.30 ± 0.02; ESS: 0.06 ± 0.01), signed a petition (Facebook: 0.69 ± 0.02; X: 0.72  
± 0.02; ESS: 0.36 ± 0.02), attended a public demonstration (Facebook: 0.30 ± 0.02; X: 0.33  
± 0.02; ESS: 0.09 ± 0.01), boycotted certain products (Facebook: 0.68 ± 0.02; X: 0.71 ±  
0.02; ESS: 0.37 ± 0.02), and posted on social media (Facebook: 0.88 ± 0.01; X: 0.87 ± 0.01; 
ESS: 0.19 ± 0.02).

Qualitative effectiveness: comparing measurement equivalence

The Political Participation measure showed equivalence on the ‘means level’ in the 
X sample (see Table 2). Specifically, the X sample showed lower variance for the social 
media item (0.029 vs. 0.166 in the SOEP) that even persisted in the weighted sample 
(0.033 vs. 0.166 in the SOEP). The Facebook sample yielded equivalence only on the 
‘loadings level’, with higher intercepts for the items for contacted politician (0.79 vs. 0.64 
in the SOEP) and social media (0.99 vs. 0.80 in the SOEP). The measurement equivalence 
of the Facebook sample further decreased when weighting was applied, yielding only 
equivalence on the ‘configural level’.

For the measure of Affective Well-Being, the ‘loadings model’ fitted the best, regard
less of whether individuals were recruited via Facebook or X or whether we weighted the 
samples or not. Notably, the intercepts for anger (Facebook unweighted: 3.45; Facebook 
weighted: 3.39; X unweighted: 3.45; X weighted: 3.43 vs. 2.56 in SOEP), fear (2.16; 2.15; 
2.19; 2.15 vs. 1.67 in SOEP), and sad (2.63; 2.59; 2.53; 2.51 vs. 2.15 in SOEP) were 
significantly higher than for the SOEP sample across all subsamples, regardless of 
whether we weighted the sample. Hope (3.38; 3.39; 3.48; 3.51 vs. 3.81 in SOEP) showed 
smaller intercepts across all samples.

When it comes to the BFI-S, the X sample showed equivalence on the ‘configural level’ 
while the Facebook sample showed a marginal improvement with equivalence on the 
‘loadings level’. This non-invariance was presumably due to the loading of conscientious
ness, which was substantially different between the X sample and the probability sample 
(0.268 vs. 0.733 in SOEP). Regarding the intercepts of the Facebook sample, we found 
higher scores for openness (5.17 vs. 4.99 in SOEP), agreeableness (4.90 vs. 4.78 in SOEP), 
and neuroticism (4.13 vs. 3.78 in SOEP). Weighting the samples increased measurement 
equivalence in both cases, yielding equivalence on the ‘loadings level’ for the weighted 
X sample and full measurement equivalence for the weighted Facebook sample. The 
weighted X sample showed higher intercepts for openness (5.19 vs. 4.99 in SOEP) and 
neuroticism (4.02 vs. 3.78); the extraversion intercepts were lower (4.70 vs. 4.91 in SOEP).
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In summary, the best fitting models were in 2 out of 12 cases the ‘configural model’, in 
7 cases the ‘loadings model’, in 2 cases the ‘means model’. Only one case showed full 
measurement equivalence.

Discussion

We provide corroborating indications that, in the case of hard to survey populations, 
a non-probability-based sampling strategy can yield effective samples. However, success 
remains impossible to predict a priori.

Regarding the quantitative effectiveness of our non-probability sampling, compared to 
the benchmarks of two high-quality probability samples, SOEP, and ESS, we were able to 
oversample members of our target group in relative and absolute terms by ratios ranging 
from 2:1 to 5:1. Thus, our social media advertising campaign was highly efficient in 
recruiting respondents from our target population, who are otherwise hard to sample 
(Tourangeau, 2014). By choosing this approach, we were able to increase the effective 
sample size tenfold, depending on the guiding research question. This leads to significant 
improvements in statistical power, especially in subgroup analyses.

The potential benefits derived from quantitative effectiveness are only useful insofar 
they withstand rigorous qualitative scrutiny, because flawed, unsound statistical infer
ence does not improve in quality just because the sample sizes are increased. Thus, we 
employed a measurement equivalence analysis to assess the qualitative effectiveness of 
our sampling strategy.

We calculated measures of fit for three instruments: the BFI-S, the Affective Well- 
Being measure, and the Political Participation measure . For each instrument, we 
computed measures of fit using both weighted and unweighted samples, and analyzed 
respondents recruited via X and Facebook separately, resulting in 12 distinct fit measures. 
Out of these 12 fit measures, 10 achieve loadings equivalence, which would allow for 
meaningful comparison of regression coefficients between samples or standardized 
coefficients between models, thus achieving our threshold for qualitative effectiveness.

However, no measure shows consistently good results. While the BFI-S measure 
shows full measurement equivalence for the weighted Facebook sample, other samples 
merely reach the loadings or configural level. The Affective Well-Being measure is 
consistent across subsamples, but only achieves non-invariance at the loading level, 
thus not allowing meaningful inter-sample comparisons, drastically hampering research
ers’ analytical capabilities. The Political Participation measure from ESS does reach near 
full measurement equivalence for the X subsamples, but only configural or loadings level 
for the Facebook samples, hence showing inconsistent performance across platforms. 
Apparently, the instrument quality has no consistent or predictable effect on measure
ment equivalence across platforms. While the BFI-S and the Political Participation 
measure are high-quality instruments, the Affective Well-Being measure in the SOEP 
shows poorer item-retest correlations (0.46, .49, .51, .46), whereas the scores for the BFI-S 
(.64, .53, .64, .57, .62) show higher reliability (Entringer et al., 2022). Yet, the Affective 
Well-Being measure neither shows the best nor the poorest performance, further high
lighting the unpredictability of non-probability sampling approaches, including varying 
performance of the same sampling strategy on different platforms.
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In line with and in continuation of this finding, we did not observe that measurement 
equivalence was better on one platform or the other. Regarding the BFI-S measure, the 
Facebook samples, especially after weighting, perform better than the X sample, but it 
performs worse on the Political Participation measure. Likely, both samples fail full 
measurement equivalence due to our social media sampling strategy, as for X as well for 
Facebook, the non-invariance is caused by one item of the Political Participation measure, 
measuring whether social media was used in the past 12 months for political reasons. 
Although it seems obvious at first glance to explain the differences in the equivalence 
between Facebook and X sample with differences between the party identities, a closer 
examination shows counterintuitive results. While the X sample shows an underestimation 
of the conscientiousness item and the Facebook sample overestimates intercepts, e.g. of 
openness and agreeableness, expected differences in party identity are inverted.7

Weighting showed mixed results. While in some cases, weighting improved measure
ment equivalence, in other cases no improvement or even reduced measurement equiva
lence can be found. We find no patterns, as the performance of weighting does neither 
depend on the measure nor the platform.

These findings fall in line with the consensus emerging from studies such as Berrens 
et al. (2003), Blom et al. (2017), Brüggen et al. (2016), Chan and Ambrose (2011), Chang 
and Krosnick (2009), MacInnis et al. (2018), and Yeager et al. (2011). That is, generally 
probability samples show more accurate estimates than non-probability samples, at least 
when it comes to general population surveys, and poststratification procedures do not 
reliably reduce biases in non-probability samples and can even act in unforeseeable ways, 
just as in our case. Even so, these studies focused on general population surveys, while we 
were particularly interested in hard to survey populations. This is a key difference, as it 
may tilt the weight when researchers consider competing sampling strategies.

Researchers may follow a Survey Quality Framework (Biemer, 2010) that gives research
ers about nine different dimensions to consider when designing their surveys. Aside from 
the accuracy of a survey, defined as the mean squared error of the survey parameters 
compared to the true parameter, other considerations like relevance, timeliness, or accessi
bility come into consideration. If we focus on dimensions that are potentially impacted by 
non-probability sampling strategies, credibility, comparability, completeness, and accuracy 
should be considered. While the completeness may be sufficed with quantitative efficiency, 
which is achievable as we have demonstrated, the comparability, credibility, and accuracy of 
the data are intertwined dimensions that rely on each other, as data with low accuracy will 
likely be considered not trustworthy, and vice versa, as will data that may be accurate but not 
comparable in terms of demographics or spatiality. By assessing qualitative effectiveness, 
researchers can address these considerations in the researcher community. This framework 
should also guide researchers on their decision on whether to employ non-probability 
sampling strategies in the first place, as it allows researchers to find the sampling strategy 
that, given fixed constraints such as time, cost, and relevance, that reduces the Total Survey 
Error (Groves & Lyberg, 2010).

Our analysis showed that measurement equivalence sufficient for statistical analysis 
required by fairly standard research aims can be achieved, but also showed that ex ante 
analyses are guesswork at best and cannot replace post-hoc evaluation strategies. As 
a deeper analysis of the non-invariance of the BFI-S measure between platforms shows, 
non-probability sampling is inherently unpredictable, even when researchers are aware 
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of biases in the samples. Therefore, researchers need to be aware of unknown biases as 
well as unexpected effects in their analyses, even if some biases are known.

In sum, we have shown that a non-probability sampling strategy can yield quantita
tively and qualitatively effective samples, and thus can be a reasonable choice for 
researchers to conduct empirical studies. We operationalize qualitative effectiveness 
through loadings-level equivalence. While adequate for studying variable relationships, 
this approach cannot support point estimation or population inference. Our implemen
tation with a hard-to-survey populations leads us to recommend this method exclusively 
for such contexts. However, a priori guidelines for researchers on when non-probability 
sampling might be fit for purpose cannot be derived from our case. Hence, we call for 
further investigation into the usefulness of non-probability samples for fit-for-purpose 
designs. Kohler et al. (2019) laid out scenarios in which researchers might turn to non- 
probability sampling. Our findings invite researchers in various fields to identify areas of 
research for which such assumptions are expected to hold, based on the current state of 
research, and to use the measurement equivalence test to test such assumptions.

We argue that, where no a priori guidelines exist, researchers need to fall back on 
a posteriori quantification to achieve these goals of credibility, comparability, complete
ness, and sufficient accuracy for their data. Based on what we learned, we encourage 
researchers who rely on non-probability sampling to design their surveys, from recruit
ment to item selection, in a way that allows for post hoc assessment of measurement 
equivalence. This includes thoughtful selection of items that are present in recognized 
probability samples, to allow for meaningful post hoc composition of the target popula
tion, as well as comparability with respect to sociodemographic variables and substantive 
item batteries or scales. Even if researchers implement new or niche items that are not 
part of established probability samples, assessing measurement equivalence for neighbor
ing concepts can lend credibility to their research.

The lack of a high-quality benchmark sample may present itself as a serious limitation 
for this approach. In such cases, we believe the guiding principle should be transparency, 
as this is a viable path to ensure credibility, as laid out under the Survey Quality 
Framework. Hence, researchers should still aim to include tools they see fit for post- 
hoc evaluations for qualitative effectiveness of their sampling strategy.

Our own survey was designed in such a way, that a posteriori quantification of 
measurement quality compared to established probability samples was viable. By choos
ing SOEP, we ensured that comparisons of our target population were feasible, even if it 
only makes up a small proportion of the total population, as SOEP operates with an 
uncommonly large sample. By choosing ESS, which inter alia focuses on political 
activism, we ensured that we could quantify measurement equality for concepts related 
to political activism, thus informing the quality of original items not present in estab
lished probability samples. Furthermore, after post hoc generating the SOEP and ESS 
samples for comparison, we were left with 165 and 152 respondents, respectively. This 
highlights a potential pitfall of the measurement equivalence strategy, as it inevitably 
relies on the quality of the gold standard sample used for comparison. Thus, significance 
tests for the measurement equivalence analyses and a critical assessment of the quality of 
the gold standard sample are required. However, our advertising strategy only covered 
three polarized issues and thus did not cover the whole landscape of civic and political 
engagement. Depending on how representative our selection of issues for the landscape 
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of political activism was, this could impact our measurement equivalence analyses. 
Furthermore, the images used in our ad-campaign probably introduced various self- 
selection biases that, too, pose a risk of impacting our analysis. For example, we used six 
photographs associated with three political issues that constitute a substantial part of the 
contemporary German political landscape but do not encompass all relevant topics, thus 
creating potential for non-coverage. Moreover, interviews were conducted using various 
data collection modes. While we relied on CAWI, the ESS implemented CAPI and 
CAMI, and the SOEP employed CAPI, PAPI, SELF, MAIL, and CAWI. Although 
mode differences can substantially affect measurements, the multitude of differences 
between and within surveys precludes the assessment of potential implications for our 
survey. Nonetheless, researchers should not disregard such considerations when design
ing their surveys. However, the implementation of our suggested comparative method – 
the measurement equivalence analysis – implicitly addresses these considerations, as it 
precisely quantifies the degree to which the measures are comparable, notwithstanding 
differences in sampling strategies and data collection modes. Lastly, targeting algorithms 
on social media platforms remain a black box for researchers. We wanted to reach 
politically active members of the civil society, yet we see significant differences between 
the sampled respondents of Facebook and X. These algorithmic peculiarities have the 
potential to impede the researcher’s ability to effectively sample their target population.

Since non-probability samples are not going anywhere soon, researchers should focus on 
how to make the most of them by finding ways and cases where they can be used, making 
sure that they are used in ways that can be assessed post hoc for fit for purpose. This 
transparency will allow the research community to assess where non-probability samples 
are best used and where researchers should steer clear of non-probability sampling 
strategies and make better use of other forms of quantitative or qualitative science.

Notes

1. At the time of our survey, the platform was still called ‘Twitter’.
2. The performance metrics are part of the Online Supplementary Material.
3. That is by ‘phrf’ for SOEP and ‘anweight’ for ESS.
4. The items are coded as ‘contplt’, ‘badge’, ‘sgnptit’, ‘pbldmn’, ‘bctprd’, and ‘pstplonl’ 

in ESS9.
5. This stark discrepancy stems from the SOEP’s structure, which comprises multiple sub

samples that receive different questionnaires with varying measures.
6. Calculations have been made in GPower 3.1.
7. Traits such as openness and agreeableness are highly correlated with green and left ideology, 

whereas conscientiousness and neuroticism are linked with right-wing ideology (Gerber et 
al., 2011, 2012). However, these patterns are not reflected in our data. Respondents recruited 
via Facebook identify with the party sitting on the right-wing spectrum (AfD) at a higher 
proportion: 32% of the Facebook sample report an AfD and 19% a Green-Party identifica
tion, a party sitting on the green-left spectrum. For respondents recruited via X, 33% report 
identifying with the Green-Party and only 16% do so for the AfD.
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