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ABSTRACT

The rapid advancement of artificial intelligence (AI) has not only integrated chatbots like ChatGPT into everyday life but also
transformed customer relations in various industries. Despite their growing adoption, research on consumer responses and pref-
erences toward Al chatbots remains limited. Anthropomorphism, the attribution of human characteristics to nonhuman entities,
plays a crucial role in shaping these interactions. This systematic literature review (SLR) analyzes 84 research articles within the
theories-context-characteristics-methods (TCCM) framework to provide a comprehensive overview of consumer responses to
chatbot anthropomorphism. The findings reveal predominantly positive effects, with humanlike communication styles and emo-
tional characteristics eliciting trust, empathy, and a sense of social presence. However, negative outcomes in the form of privacy
concerns and AI anxiety from overly humanlike chatbots highlight the complex nature of humanized chatbots. New generative
AT models amplify these risks, widening gaps in current research. Future research should address these gaps by exploring the
opportunities and challenges of generative AI, emotional adaptability, personalized communication strategies, and the role of
consumer technology affinity. By focusing exclusively on text-based chatbots, this review offers a unique perspective that aug-
ments existing literature on consumer responses to AI chatbots, contributing to a better overall understanding of the underlying

effects of anthropomorphism within the context of human-computer interactions.

1 | Introduction

Advancements in natural language processing and un-
derstanding have enabled chatbots to emerge as powerful
tools in customer service across a wide range of industries
(Adamopoulou and Moussiades 2020). In the global chatbot
market, which is projected to grow exponentially from USD
11.57 billion in 2025 to USD 91.33 billion by 2034, text-based
chatbots hold a dominant share of 38.8% (Market.us 2025).
These artificially intelligent (AI) systems can simulate text-
based human interactions through natural written language
to provide individual support to consumers (Adam et al. 2021;

Rapp et al. 2021). Due to their cost-effectiveness and service
efficiency, text-based chatbots have become some of the most
widely deployed AI tools in industry and everyday life (Kim
and Baek 2024; Shwedeh 2024). At the same time, consum-
ers are showing a growing preference for chatbot interactions,
particularly in conversational commerce and customer ser-
vice (Sharma et al. 2025). With the rising popularity of gener-
ative AT models such as ChatGPT, chatbots are not only easily
accessible but also capable of understanding and adapting to
user preferences. Particularly in e-commerce, text-based chat-
bots like Amazon's Rufus, Huawei's WeiKnow, or Uniqlo's
IQ are widely adopted to deliver highly personalized and
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satisfying experiences (Sidlauskiene et al. 2023). As consum-
ers increasingly seek emotional and personal connections to
firms and brands, chatbots have become indispensable tools
for automating personalized service operations (Markovitch
et al. 2024; Shwedeh 2024).

Today, chatbots can mimic humanlike conversational behav-
iors and personalities to the point where consumers find it
difficult to distinguish between human agents and machines
(Candello et al. 2017). This effect is achieved through anthropo-
morphism, the “attribution of uniquely human characteristics
and features to nonhuman beings or objects” (Aggarwal and
McGill 2012, 308). It embraces how consumers view chatbots
as unique digital personalities capable of building trust, emo-
tional connections, and rapport (Fatima et al. 2024). The con-
cept of anthropomorphism dates back to Gilmore's (1919) theory
of animism, which states that ascribing humanlike thoughts
and personalities to objects stems from humans'’ innate need to
create interactions (Guthrie 2015). This cognitive bias enables
people to transfer personal attributes and qualities to inanimate
objects, metaphorically imbuing them with human traits (Aaker
and Fournier 1995; Delgado-Ballester et al. 2020). Perceptions
are often shaped by individual beliefs, expectations, and desires,
influencing how consumers interact with anthropomorphized
entities (Waytz, Cacioppo, and Epley 2010; Waytz, Morewedge,
et al. 2010; Xin and Liu 2025).

Research shows that chatbot anthropomorphism enhances
user experiences through social interactions (Pentina
et al. 2023), psychological closeness (Baek et al. 2022), warmth
(Roy and Naidoo 2021), and trustworthiness (Agnihotri and
Bhattacharya 2024). These emotional responses foster personal
connections and relationships between humans and technology
(Klein and Martinez 2023). Particularly, text-based chatbots
rely on linguistic cues such as message interactivity (Go and
Sundar 2019) and conversational style (Araujo 2018) to activate
human schemas. As a result, interactions feel more natural and
socially dynamic (Epley et al. 2007). However, chatbot anthropo-
morphism can also trigger negative responses in service failure
scenarios or during emotional states of anger, where consumers
may perceive chatbot actions as more intentional or deliberate
(Crolic et al. 2022).

With rapid technological advancements, many aspects of
chatbot anthropomorphism remain underexplored or report
inconsistent findings. Areas for future research include op-
portunities and challenges that arise through anthropomor-
phic generative AI chatbots, personalized services versus
process automation, the role of consumer technology affinity
in shaping perceptions, and the impact of chatbot emotional
range. Cost-cutting pressure and fierce competition in many
industries lead to increased adoption of automated processes.
Here, companies have to make sure to stay in touch with con-
sumers and appear human.

To explore future research opportunities in chatbot anthropo-
morphism, it is essential to first understand the current state
of research in this field. However, existing review articles only
focus broadly on anthropomorphic AI technologies or robot-
ics (e.g., Blut et al. 2021; Li and Suh 2022), without a specific
emphasis on chatbots. Similarly, prior systematic literature

reviews (SLR) only address either anthropomorphism (e.g., Ding
et al. 2022; Husain et al. 2023; Khan et al. 2024) or chatbots in
general (e.g., Rapp et al. 2021). To date, no SLR combines both
research domains with a dedicated focus on consumer behav-
ior. This review hence addresses this critical gap in literature
by providing a detailed and unique perspective on chatbot an-
thropomorphism, while simultaneously reflecting emerging
market trends. An SLR was chosen as the methodical approach,
as it allows for a structured and systematic analysis of literature
(Paul 2024). Following the suggestions by Paul et al. (2021) on
creating meaningful academic value, this review accordingly
pursues three main objectives:

« To synthesize extant knowledge and advance cur-
rent understanding of consumer responses to chatbot
anthropomorphism.

« To identify limitations and inconsistencies of existing stud-
ies on chatbot anthropomorphism.

« To propose suggestions and avenues for future research on
exploring and improving chatbot anthropomorphism.

This SLR aims to contribute to both scholarly and practical un-
derstanding of how anthropomorphic chatbots impact consumer
responses. First, it provides a comprehensive overview of the
current state of research and captures the latest developments
in this domain (Palmatier et al. 2018). Second, it highlights
gaps in the literature to lay theoretical and managerial recom-
mendations on how future chatbots can be optimized to meet
diverse consumer needs effectively (Snyder 2019). Particularly
as generative Al continues to advance, research on this topic
becomes more critical than ever. Earlier literature reviews did
not consider generative AI models in their reviews. This SLR is
among the first to do so, thereby providing completely new in-
sights and substantial academic value. While anthropomorphic
chatbots have yet to fully replicate human intelligence or service
provision, they hold significant potential to transform customer
service and consumer experiences.

The review first employs the Scientific Procedures and
Rationales for Systematic Literature Reviews (SPAR-4-SLR)
protocol by Paul et al. (2021) to thoroughly explain the search
process and research methodology. Second, it uses the theories-
contexts-characteristics-methods (TCCM) framework by Paul
and Rosado-Serrano (2019) to identify key research themes,
trends, gaps, and future directions, emphasizing the role of
anthropomorphic cues in shaping consumer perceptions, emo-
tions, and behaviors. The widely adopted TCCM framework was
selected as it systematically structures the review, categorizing
the literature findings into clearly defined sections and allowing
for a logical and transparent analysis. Through the analysis, the
following research questions (RQ) are addressed:

. RQ1. What is the current state of research on con-
sumer responses to chatbot anthropomorphism?

. RQ2. Where are gaps in current research on chatbot
anthropomorphism?
. RQ3. Where should research on chatbot anthropo-

morphism head in the future?
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2 | Research Methodology

This study follows the SPAR-4-SLR protocol to ensure structure,
transparency, and replicability in the search and review pro-
cesses. The protocol consists of three stages, namely assembling,
arranging, and assessing (Paul et al. 2021).

2.1 | Assembling

The assembling stage begins with the identification substage,
in which the domain (consumer response to anthropomor-
phism of AT chatbots), the research questions (RQ1, RQ2, and
RQ3), the source type, and the source quality are defined.
Following the recommendations of Paul et al. (2021), only
peer-reviewed journal articles were included in this review
to maintain academic rigor. Conference proceedings, book
chapters, editorials, and other sources lacking scholarly qual-
ity were not considered. To ensure source quality, only arti-
cles published in journals ranked on the Australian Business
Deans Council Journal Quality List (ABDC JQL) were in-
cluded. This list was chosen for its extensive coverage of high-
quality global business journals (Pawar 2023).

In the acquisition substage, the systematic search was per-
formed using two online databases, Scopus and Web of
Science (WOS). Aligning with Paul et al.'s (2021) recommen-
dations, both search engines were selected for their compre-
hensive coverage of potentially relevant publications, assuring
source quality and eliminating potential biases from either da-
tabase (Mongeon and Paul-Hus 2016). Scopus is currently the
world's largest database for academic literature, while WOS
offers extensive access to articles published in highly im-
pactful journals (Chadegani et al. 2013; Schotten et al. 2017).
The search timeline's start date was initially left open, with
the earliest publication found in 1972. Data collection was
completed on February 1, 2025. A search query was formu-
lated, using a combination of selected keywords and Boolean
operators (OR, AND), as recommended by Paul et al. (2021).
The keywords were chosen based on prior literature reviews
on anthropomorphism (e.g., Khan et al. 2024) and chatbots
(e.g., Rapp et al. 2021). To ensure that only Al-based chatbots
were included and to capture the variety of relevant chatbot
synonyms, the keyword “AI” was additionally added. This
resulted in the search string: (“anthropomorphism” OR “an-
thropomorphic”) AND (“AI” OR “chatbot”). This query was
applied to both databases to ensure a comprehensive coverage
of publications. The initial search on Scopus and WOS yielded
a total of 3035 articles.

2.2 | Arranging

In the organization substage, the dataset was organized and
coded by article title, journal title, author name, publication
year, and number of citations. Additionally, the dimensions of
the TCCM framework, theories, contexts, characteristics, and
methods, were included.

In the purification substage, the dataset was refined by apply-
ing inclusion and exclusion criteria. According to the inclusion

criteria, eligible publications were required to (1) include the
defined keywords as specified in the search string, (2) be re-
search articles, (3) be published between 1972 and 2025, (4)
be written in English, and (5) fall within the subject areas of
Business, Management and Accounting (Scopus) or Business
and Management (WOS). Applying the inclusion filters re-
sulted in an initial dataset of 730 articles, with 558 articles
from Scopus and 172 from WOS. Duplicates (n=56) found on
both databases were removed, leaving 674 potentially relevant
articles.

The remaining dataset was further refined using the exclusion
criteria, eliminating articles that (1) did not include both relevant
terms “chatbot” and “anthropomorphism”, (2) were not listed on
the ABDC JQL, (3) did not include an original empirical study,
(4) were not conducted in the context of consumer studies, (5)
did not consider anthropomorphism as an influencing factor in
their conceptual model, and (6) did not report significant effects
related to anthropomorphism.

Titles were initially scanned to confirm the presence of both
relevant search terms “chatbot” and “anthropomorphism.”
For articles that only contained one term, the abstract and
conceptual study were reviewed to identify whether syn-
onyms such as “humanlike” for anthropomorphism or “AI
service agent” for chatbot were used. Articles meeting this cri-
terion were also included in the selection. In total, 528 articles
were excluded for not addressing the specific topic of chatbot
anthropomorphism.

Two articles (one on Scopus, one on WOS) were omitted from
the selection for not being listed on the ABDC JQL, reaffirm-
ing the suitability of Scopus and WOS as high-quality data-
bases. While the inclusion filters were chosen to select only
research articles, 37 articles (17 on Scopus, 20 on WOS) were
excluded for lacking an original empirical study, as this re-
view only draws on empirical articles (Paré et al. 2015). Seven
articles (five on Scopus, two on WOS) were omitted for an-
alyzing chatbot anthropomorphism in contexts other than
consumer studies or consumer behavior. Thirteen articles
(nine on Scopus, four on WOS) did not consider anthropo-
morphism as an influencing factor in their conceptual model
(Paul et al. 2021). Finally, three articles (two on Scopus, one
on WOS) did not report significant effects related to anthropo-
morphism and were also removed. After this screening pro-
cess, the final dataset consisted of 84 research articles, with
40 articles from Scopus and 44 from WOS. Table S1 in the
Appendix: Supporting Information provides an overview of
all selected articles.

2.3 | Assessing

The evaluation substage involves a content analysis of biblio-
metric data on publication trends over time, the most highly
cited articles, journals with the most publications and highest
citation counts, and countries with the most affiliated authors.
All citation numbers were gathered from Google Scholar to
maintain consistent and comparable data. Next, an in-depth
analysis based on the four dimensions of the TCCM frame-
work, theories, contexts, characteristics, and methods, was
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Identification
Domain: Consumer response to anthropomorphism of AI chatbots
Research questions: What is the current state of research on consumer responses to chatbot anthropomorphism (RQ1)? Where are gaps in
current research on chatbot anthropomorphism (RQ2)? Where should research on chatbot anthropomorphism head in the future (RQ3)?
o0 Source type: Peer-reviewed journal articles
:’E Source quality: Journals ranked on ABDC JQL
: 1
4 Acquisition
Search mechanism and material acquisition: Scopus, WOS
Search period: up to February 2025
Search keywords: (“anthropomorphism” OR “anthropomorphic™) AND (“AI” OR “chatbot™)
Total number of articles returned firom the search: n=3.035
{
Organization
Organizing codes: Article title. journal title, author name. publication year, number of citations, theories, contexts. characteristics. methods
Organizing framework: TCCM framework
Fy 7
2 Purification
£ Article type included: (1) research articles. (2) published between 1972 and 2025. (3) written in English. (4) within the subject area of
< Business. Management and Accounting (Scopus) or Business and Management (WOS): n = 730
Article type excluded: (1) no relevant terms “chatbot™ and “anthropomorphism™. (2) not listed on ABDC JQL. (3) no original empirical
study. (4) no context of consumer studies. (5) no anthropomorphism as an influencing factor. (6) no significant effect of
anthropomorphism; n = 646
|
Evaluation
Analysis method: Content analysis (RQ1)
o Agenda proposal method: Gap analysis (RQ2). future research directions (RQ3)
£
ﬁ Reporting
Reporting conventions. Tables, figures, words
Limitations: Two databases. limited research field. keyword selection, only English articles
Source of support: No financial support received

FIGURE1 | SPAR-4-SLR protocol. Source: Own elaboration.

conducted (RQ1). Building on these findings, the proposed
agenda includes a research gap analysis of existing literature
derived from the TCCM findings (RQ2). From these identi-
fied gaps, future research directions are proposed, providing
suggestions and specific research questions for academics
pursuing further studies in the field of chatbot anthropomor-
phism (RQ3).

In the final reporting substage, the findings are summarized
and presented in the discussion section and visualized through
tables and figures. The review acknowledges certain limitations,
including the exclusive article selection from Scopus and WOS,
the focus on business and management contexts, and the chosen
set of search keywords. These limitations are addressed in fur-
ther detail in the final limitations section of this review. Figure 1
illustrates the SPAR-4-SLR protocol as applied to this SLR.

3 | Bibliometric Analysis
3.1 | Publication Years

Research interest in AI chatbots has grown rapidly since
2016 with the availability of advanced tools and technologies
(Adamopoulou and Moussiades 2020). Specific research on
chatbot anthropomorphism, however, did not emerge until
2018, led by Araujo's (2018) pioneering work. With no relevant
publications on this topic prior to 2018, the review's timespan is
limited to 7years. The number of publications increased notably
from 2022 onward, with the highest number of publications in
2024, indicating growing academic interest in this field. Notably,
seven articles have already been published in the first 2 months
of 2025, suggesting that research on AI chatbots is expected to
continue expanding significantly across various domains and
industries. This highlights the growing importance of research
on chatbot anthropomorphism, especially when compared to

more traditional research areas (Schdbel et al. 2024). Figure 2
illustrates the number of publications per year from 2018 to
February 2025.

3.2 | Citation Counts

The 84 articles selected for this SLR have yielded a total of 8775
citations, according to data from Google Scholar as of February
1, 2025. Figure 2 depicts the total number of citations for each
year. As expected, older research articles generally have higher
citation counts than more recent ones, reflecting the time needed
to accumulate citations. There is a noticeable decline in citations
per year from 2021 to 2025, with many of the 2025 publications
still too recent to have garnered any citations.

Table 1 shows the top 10 most cited and impactful articles on
consumer perceptions and behaviors toward chatbot anthropo-
morphism. Leading the list is Araujo's (2018) highly impactful
paper, which has gained 1214 citations to date. The table also
provides details on the journal, the affiliated country with the
author(s), and the journal ranking according to ABDC.

3.3 | Most Impactful Journals

The 84 selected articles were published in 31 academic journals,
accessible through Scopus or WOS. The Journal of Retailing and
Consumer Services published the highest number of research ar-
ticles (14 articles), followed by the Journal of Business Research
(10 articles), Technological Forecasting and Social Change (7 arti-
cles), and Computers in Human Behavior (5 articles). Notably, the
highly impactful and widely cited works of Araujo (2018) and
Go and Sundar (2019) both appeared in Computers in Human
Behavior, significantly contributing to the journal's high total
citation count of 2536 citations.
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TABLE1 | Top 10 most cited articles (as of February 1, 2025).
Research article Journal Country Citations ABDC ranking
Araujo (2018) Computers in Human Behavior Netherlands 1222 A
Adam et al. (2021) Electronic Markets Germany, Denmark 1188 A
Go and Sundar (2019) Computers in Human Behavior USA 924 A
Pillai and International Journal of India 706 A
Sivathanu (2020) Contemporary Hospitality
Management
Sheehan et al. (2020) Journal of Business Research Australia 573 A
Crolic et al. (2022) Journal of Marketing UK 488 A*
Roy and Naidoo (2021) Journal of Business Research Australia 265
Tsai et al. (2021) Journal of Research in USA 265 B
Interactive Marketing
Song, Xing, et al. (2022) Journal of Retailing and China, South Africa, 251 A
Consumer Services South Korea

Pentina et al. (2023) Computers in Human Behavior USA 225 A

Note: A* was a rating cateogry used by ABDC, which denotes the highest ranking tier.

The Journal of Business Research ranks second in total cita-
tions, with 1399 citations. Electronic Markets follows with a
total of 1320 citations, 1188 of which stem from the article by
Adam et al. (2021). Other influential journals in this review
include the International Journal of Contemporary Hospitality
Management, Journal of Research in Interactive Marketing,
International Journal of Human-Computer Interaction,
Electronic Commerce Research, and the International Journal
of Consumer Studies.

These journals span a broad range of disciplines, including
research on computers, electronics, and technology, particu-
larly with a focus on psychological and behavioral perspec-
tives. They address topics like marketing, branding, market
research, consumer behavior, and hospitality and tourism
management. This highlights the interdisciplinary nature

of research on chatbot anthropomorphism and its relevance
for consumer studies across various academic fields and
industries.

3.4 | Most Impactful Countries

The most impactful countries affiliated with the authors empha-
size the global dynamics of chatbot anthropomorphism research
and reveal regional concentrations of impactful works. Many ar-
ticles are co-authored by researchers from different countries,
resulting in a total of 158 authors from 32 countries.

Authors from the United States receive the highest num-
ber of citations, with 2005 citations across 17 research arti-
cles (20.24%). The USA is also the most represented country
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among the top 10 most cited publications, including notable
works by Go and Sundar (2019), Tsai et al. (2021), and Pentina
et al. (2023). European countries follow, specifically with au-
thors from Germany (1362 citations), the Netherlands (1240
citations), Denmark (1188 citations), and the UK (773 cita-
tions). Interestingly, authors from other European countries,
such as Italy, Switzerland, and Spain, receive relatively fewer
citations. Altogether, European authors contribute 27 re-
search articles (32.14%). Australian researchers are also well
represented, achieving a total of 962 citations across their 6
publications.

In Asia, Chinese researchers lead with 25 articles and 964 cita-
tions, followed by India (5 articles with 916 citations) and South
Korea (16 articles with 655 citations). Other Asian countries re-
main underrepresented, with only one recent study from Japan
published in 2025. This low representation is unexpected, given
Japan's prominent role in technological innovations and its in-
tegration of robots into everyday society (Schodt 1988; Dutta
et al. 2023). This finding aligns with observations by De Keyser
and Kunz (2022), who also noted an absence of Japanese stud-
ies in their literature review on service robots. Cultural factors
may explain this gap, as Japanese concerns over data privacy
and anxiety toward AI are higher compared to other countries,
such as Taiwan (Kanoh 2017).

Research on chatbot anthropomorphism in Africa is almost en-
tirely absent, with only one study by Mpinganjira et al. (2024)
partially affiliated with South Africa. Given that North African
countries, such as Morocco and Jordan, are well represented in
tourism research, the lack of contributions from African authors
signals that chatbot anthropomorphism has not yet been a major
research focus and is only now gaining academic interest.

4 | Theories-Contexts-Characteristics-Methods
Framework

4.1 | Theories (T)

All except 3 of the 84 selected articles incorporate a theoretical
or conceptual framework to underpin their experimental stud-
ies and hypothesis development. In total, 77 key theories and
models were identified, with several articles employing multiple

—— 26%
e 12%

I 12%

8%

6%

. 5%

N 4%

theories to develop their conceptual models. This diversity in-
dicates the broad applicability of different theoretical concepts
when studying the effects of consumer interactions with chat-
bots. Theories used to explain effects unrelated to chatbot an-
thropomorphism were excluded from the analysis. Figure 3
shows an overview of the most frequently applied theories and
models.

The largest number of articles (33.33%) apply the three-factor
theory of anthropomorphism developed by Epley et al. (2007).
This theory assesses the psychological and motivational deter-
minants relevant for people to humanize inanimate objects.
Authors use this theory across various contexts to explain the
underlying mechanisms that drive chatbot anthropomorphism.
These studies primarily investigate how anthropomorphic chat-
bots affect consumers psychologically, evoking positive emo-
tional reactions, feelings of empathy, and increased customer
satisfaction (e.g., Klein and Martinez 2023; Le et al. 2023).
Notably, the theory of anthropomorphism is never applied in
isolation but is always combined with other theoretical frame-
works. For example, researchers pair it with attachment theory
to assess psychological risk attachment (Cui 2022), construal
level theory to analyze psychological distance (Baek et al. 2022),
or theory of mind to explore consumer trust and skepticism to-
ward chatbots (Pizzi et al. 2023).

Second, 26.19% of research articles refer to the Computers Are
Social Actors (CASA) Paradigm by Nass and Moon (2000) to
explain interactions between humans and chatbots. As defined
by the CASA, people respond to computers as if they were real
social actors, despite knowing they are machines without feel-
ings (Nass et al. 1994; Moon 2000). When chatbots display social
cues, users automatically and unconsciously react as they would
to another human being (Nass and Moon 2000). Similar to the
theory of anthropomorphism, the CASA is used to explain the
psychological mechanisms behind consumer responses to an-
thropomorphic chatbots. It is often applied in studies focusing
on humanlike communication cues or in comparisons between
chatbots versus humans. Song, Xing, et al. (2022) emphasize
that consumers expect anthropomorphic chatbots to exhibit the
same communication skills as humans would. Consequently,
communication quality and response type wield significant
influence on consumer satisfaction (Sheehan et al. 2020; Zhu
et al. 2023).
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Third, the social presence theory was applied by 11.90% of the
articles. This theory focuses on the communication between
humans and how communication technologies lead people
to believe that they are interacting with another social actor
(Short et al. 1976). Anthropomorphic communication cues
enhance user experiences through social presence by creat-
ing a psychological connection between the chatbot and the
user (Rizomyliotis et al. 2022). Visual cues cause consumers
to perceive chatbots as social entities, enhancing a sense of
presence and trust (Liu et al. 2024). The stronger this sense
of social presence, the more likely consumers are to associ-
ate social attributes with the chatbot (Murtaza et al. 2024).
The created connection often results in positive evaluations,
increased satisfaction, and greater compliance with chat-
bot requests (Adam et al. 2021; Janson 2023). However, the
extent of perceived social presence depends largely on the
consumer's subjective perceptions of the chatbot's anthropo-
morphic characteristics (Konya-Baumbach et al. 2023; Jin and
Youn 2023). In e-commerce research, social presence theory
is often applied alongside the CASA to test customer service
interactions (Janson 2023; Xie et al. 2024). Multiple studies
even examine social presence solely through the lens of the
CASA without explicitly applying the social presence theory
(e.g., Araujo 2018; Shams et al. 2024). Others employ frame-
works like the expectancy violations theory (Sun et al. 2024)
or the social exchange theory (Khan et al. 2025).

The social response theory, also applied by 11.90% of the arti-
cles, describes how people perceive computers as social actors
and respond to them accordingly (Nass et al. 1994). According
to this theory, consumers apply social norms and rules to
their interactions with humanlike computers or technologies
(Moon 2000; Wang et al. 2007). The more humanlike an en-
tity appears, the more socially engaged consumers tend to be-
come (Gong 2008; Waytz, Cacioppo, and Epley 2010; Waytz,
Morewedge, et al. 2010). As a result, anthropomorphic chat-
bots are treated more socially, leading to higher persuasion,
greater engagement, but also increased privacy concerns (Li,
Yao, and Nan 2024; Song et al. 2024). Like the CASA, the so-
cial response theory is mainly applied in studies testing an-
thropomorphic communication cues (e.g., Zhu et al. 2023).
It is either used to explain why consumers treat chatbots as
social actors (e.g., Adam et al. 2021), or to understand how
chatbot anthropomorphism drives consumer responses (e.g.,
Nguyen et al. 2023). Social response becomes particularly rel-
evant in scenarios of service failure and recovery, where the
recovery effectiveness depends on the chatbot's response type
(Song, Du, et al. 2022).

8.33% of the articles opt for the Stereotype Content Model (SCM)
to support their research. This model defines perceived warmth
and perceived competence as dimensions that people utilize to
make sense of groups (Fiske et al. 2002). These dimensions are
also applied when consumers assess anthropomorphic chat-
bots and are either included as facets of anthropomorphism or
treated as communication styles (Choi and Zhou 2023). When
combined with the theory of anthropomorphism, the SCM helps
to explain how verbal anthropomorphic cues are perceived. For
instance, Xu et al. (2023) find that while an anthropomorphic
conversation style increases perceived warmth, it simultane-
ously decreases perceived competence.

Lastly, the uncanny valley theory was applied less frequently
(5.95%), particularly in earlier studies. However, recent research
adopts the digital agenticity theory (e.g., Kim and Lee 2025) and
the Artificially Intelligent Device Use Acceptance (AIDUA)
model (e.g., Khan et al. 2025), which incorporate fundamental
ideas from the uncanny valley theory (Mori et al. 2012). These
newly derived theories reflect the growing interest in under-
standing consumer anxiety and concerns that highly anthropo-
morphic chatbots may possess humanlike intentions to misuse
their data (Kim et al. 2024).

Surprisingly, some widely recognized theories in robotics litera-
ture, such as the Technology Acceptance Model (TAM) and the
Unified Theory of Acceptance and Use of Technology (UTAUT),
are less frequently employed. Lu et al. (2019) argue that the
TAM is more suitable for assessing non-intelligent technologies
and less effective for understanding AI devices. Instead, alter-
native frameworks such as the human-machine communica-
tion theory (Guzman and Lewis 2020), derived from the TAM,
have been applied (Rizomyliotis et al. 2022). Similarly, Pizzi
et al. (2023) and Lu et al. (2024) employ extended versions of es-
tablished theories, such as the humanness-value-loyalty theory
(Fiske et al. 2007) derived from the SCM, or the media natural-
ness theory (Kock 2005) derived from the social presence theory.
These adaptations not only reflect the wide variety of applicable
theories but also how rapidly this research field is evolving, em-
phasizing the need for new and adapted models and theories to
better explain its dynamics.

4.2 | Context (C)

The contextual factors encompass the research countries and in-
dustries considered (Paul and Rosado-Serrano 2019). Across the
84 articles, a total of 174 relevant empirical studies were identi-
fied, with pilot studies and pretests excluded from the analysis.

First, looking at the research countries offers valuable insights
into the regional distribution of research. As cultural back-
grounds strongly shape consumer responses, these differences
must be carefully considered when selecting research settings
and interpreting results. China emerges as the leading research
location, hosting 31.61% of the studies. This prominence reflects
its rapidly evolving and expansive market for AI chatbots (Cheng
and Zeng 2023). Overall, Asia accounts for the largest share of
study locations (42.53%), particularly concentrated in countries
such as South Korea, Indonesia, and Vietnam. India represents
3.45% of the studies, reflecting the country's growing adoption
of computer technologies and AI automation. This aligns with
Dhanabalan and Sathish's (2018) findings on the transformative
impact of AT across Indian industries.

The USA follows as the second most prominent research loca-
tion (24.14%). In contrast, research in Europe is less frequent
(6.90%), although Crolic et al. (2022) note that their five studies
took place within Europe without specifying the exact country.
Several factors may explain this disparity. First, European arti-
cles mostly focus on a smaller number of studies (averaging 1.33
studies per article), whereas research conducted in Asia, partic-
ularly in China, often includes multiple studies (averaging 2.29
studies per article). Second, Europeans tend to be more sensitive
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TABLE 2 | Considered industries.

Industries Example No. of studies Percentage
E-commerce Ahn et al. (2022); Li, Hou, and Tan (2024) 73 42%
Tourism and hospitality Shin et al. (2023); Scarpi (2024) 47 27%
Customer service Balakrishnan et al. (2022); Hao and Li (2025) 10 6%
Conversational/social chatbot Pentina et al. (2023); Ahn et al. (2024) 10 6%
Financial services Adam et al. (2021); Cheng et al. (2023) 9 5%
Restaurant and food Chakraborty et al. (2024); Li, Yao, and Nan (2024) 8 5%
Healthcare services Kim et al. (2022); Pinochet et al. (2024) 7 4%
Multiple industries Chen et al. (2022); Jin and Youn (2023) 4 2%
Charity donations Baek et al. (2022); Park et al. (2024) 3 2%
Telecommunications Crolic et al. (2022); Shin et al. (2023) 2 1%
Online gaming Chakraborty et al. (2024) 1 1%
Total 174 100%

to data privacy compared to Asian participants (Li 2022), pos-
ing challenges in recruiting participants in Europe. This may
also explain why European researchers such as Ruan and
Mezei (2022), who are partially affiliated with Finland, chose to
conduct their study in China.

Despite the lower number of European studies, they tend to
receive higher average citation counts. On average, European
studies garner 177.1 citations per article, compared to 63.8 cita-
tions per article for studies in Asia. However, as research trends
gradually shift more toward Asian countries, 20 of the 36 Asian
articles were published in 2024 or 2025 and have not yet had
sufficient time to accumulate citations.

Table 2 maps the industry-specific contexts in which research
on anthropomorphic chatbots has been conducted. As shown,
research spans across various industries but is heavily concen-
trated in B2C contexts such as e-commerce, retail, and online
shopping as well as tourism and hospitality. These areas alone
account for almost 70% of the entire research body. Highly un-
derrepresented industries include healthcare, charities, tele-
communications, and online gaming, leaving opportunities for
future studies.

Within e-commerce, consumer behavior is frequently ana-
lyzed in product categories like electronics, such as smart-
phones (e.g., Cheng et al. 2024), smart speakers (e.g., Lu and
Zhang 2025), wireless headphones (e.g., Ahn et al. 2022), and
cameras (e.g., Choi and Zhou 2023). This highlights the prac-
tical application of chatbots in online shopping for electronics,
along with the importance of understanding consumer inter-
actions and purchasing behaviors for technological products.
The second most studied category is fashion and apparel, in-
cluding sport shoes (Yang and Hu 2022), home wear (Song,
Xing, et al. 2022), winter jackets (Nguyen et al. 2023), and
trousers (Zogaj et al. 2023). Additional consumer goods like
books (e.g., Konya-Baumbach et al. 2023) and perfumes (e.g.,
Sidlauskiene et al. 2023) have also been explored in multiple
studies.

In tourism and hospitality, research primarily explores general
services, with some studies focusing on travel insurance (Pizzi
et al. 2023), airline services (Shin et al. 2023), and hotel book-
ings (Scarpi 2024). Recent studies have further discovered the
use of chatbots to provide personalized travel recommendations
(e.g., Baek et al. 2025; Kim et al. 2025). Research in the financial
industry primarily investigates services such as online banking
(e.g., Adam et al. 2021). Jin and Youn (2023) conduct their study
in multiple industries, comparing chatbots in both e-retail and
tourism service settings.

4.3 | Characteristics (C)

Figure 4 provides an overview of the variables examined across
the 84 articles, categorized based on their conceptual frame-
works. As many studies incorporate multiple variables in their
models, the total number of variables in each category exceeds
the number of selected articles. The relative variable frequencies
were calculated based on their total count within each category.

A total of 120 antecedents were identified in the form of inde-
pendent variables influencing consumer responses to chatbots.
Chatbot characteristics represent anthropomorphic cues em-
bedded in the chatbot's design, such as verbal cues (e.g., Adam
etal. 2021) or visual cues (e.g., Janson 2023). Anthropomorphism
is also represented in perceived personality traits like cuteness,
authenticity, and humor (e.g., Kim et al. 2022; Xie et al. 2024),
and demographics like chatbot gender and race (e.g., Liang
et al. 2024; Lu and Zhang 2025). Demographic cues are often
shaped by user stereotypes that influence how they react to an-
thropomorphic chatbots (Ahn et al. 2022). Chatbot behaviors
focus on interaction style, communication quality, and service
recovery strategies (e.g., Hsu and Lin 2023; Klein et al. 2024). For
text-based chatbots, communication styles play a particularly
important role in shaping interaction outcomes. Verbal cues
such as responsiveness (e.g., Li et al. 2023), message interactiv-
ity (e.g., Go and Sundar 2019), and communication speed (e.g.,
Pham et al. 2024) affect consumer trust and usage intentions.
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Chatbot-related factors Chatbot-related factors 42% | Consumer intentions
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47% | » Characteristics '
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36% | Consumer-related factors
Chatbot-related factors
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11% | Firm-related factors
9% | Chatbot vs. Human

FIGURE4 | Conceptual model. Source: Own elaboration.

Consumer-related factors encompass individual characteristics
and personal preferences, such as privacy concerns or regret
avoidance (e.g., Agnihotri and Bhattacharya 2024; Chakraborty
et al. 2024). These predispositions strongly affect how consum-
ers perceive anthropomorphic chatbots, with trust mediating
perceptions. Firm-related factors reflect dimensions related to
the company or brand personality. Here, consumer responses
are not only shaped by chatbot characteristics but also by firm
perceptions. For example, brand trust enhances consumer trust
in chatbots (Li et al. 2023), whereas preferences for chatbot ser-
vices depend on the brand personality (Yang and Hu 2022).

The 143 mediators cover chatbot-related characteristics and
behaviors, which positively influence the effect of anthropo-
morphism on consumer emotions and intentions. Chatbot char-
acteristics include perceived anthropomorphism or humanness
of the chatbot (e.g., Yang et al. 2024), social presence (e.g., Adam
et al. 2021), and functionality (e.g., Arce-Urriza et al. 2025).
Chatbot behaviors include communication quality, interaction
style (e.g., Fatima et al. 2024), and expressed empathy (e.g., Zhu
et al. 2023). Consumer-related mediators cover characteristics
like privacy concerns (e.g., Kim et al. 2024), social judgment
concerns (e.g., Kim et al. 2022), and AT anxiety (e.g., Mulcahy
etal. 2024), which undermine trust in anthropomorphic chatbots
and negatively impact usage intentions. On the other hand, con-
sumer emotions like trust, entertainment (e.g., Wei et al. 2025),
satisfaction (Schillaci et al. 2024), and rapport (e.g., Hao and
Li 2025) promote consumer intentions and positive emotional
responses toward chatbots. Firm-related factors focus on brand
and company perceptions (e.g., Yang and Hu 2022; Chakraborty
et al. 2024). While positive brand perceptions increase purchase
intentions and brand evaluations, their effectiveness strongly
depends on consumer-related moderators such as time orienta-
tion (Roy and Naidoo 2021) and consumer involvement (Yang
and Hu 2022).

The 78 moderators cover consumer-related factors like demo-
graphics (e.g., Fatima et al. 2024), motivations (e.g., Pentina
et al. 2023), expectations (e.g., Markovitch et al. 2024), and the
need for human interaction (e.g., Sheehan et al. 2020). These
factors strongly influence how effective anthropomorphism is in
shaping consumer intentions, emotions, and behaviors. Chatbot-
related moderators include characteristics like anthropomor-
phism, intelligence, and cuteness (e.g., Song, Du, et al. 2022; Zhu
et al. 2023), and behaviors like conversation strategies, recovery
strategies, and interaction initiation (e.g., Le et al. 2023; Cheng
et al. 2024). Anthropomorphism as a moderator often interacts
with another anthropomorphic feature (i.e., combination of
verbal and visual cues), creating an interaction effect between
two chatbot designs on consumer intentions and behaviors.
Particularly in the context of the uncanny valley, combining
high levels of anthropomorphism can have adverse effects, me-
diated by privacy concerns or AI anxiety (Mulcahy et al. 2024).
Situational moderators examine contexts like customer anger
or service failure (e.g., Crolic et al. 2022; Kim et al. 2022), and
severities like task criticality or information sensitivity (e.g.,
Konya-Baumbach et al. 2023; Lu et al. 2024). In more serious
situations, users often prefer humans or anthropomorphic chat-
bots over non-anthropomorphic chatbots, which are mediated
by their expectations. Firm-related moderators reflect brand
and company perceptions, as well as differences in business or
product types (e.g., Ruan and Mezei 2022; Youn and Cho 2023).
Here, the effectiveness of verbal anthropomorphic cues often de-
pends on how consumers perceive the brand's personality (e.g.,
Nguyen et al. 2023).

The 124 dependent variables depict the consequences of chat-
bot anthropomorphism and can be categorized into three
groups: consumer-related outcomes, chatbot-related out-
comes, and firm-related outcomes. First, consumer-related
outcomes include intentions, emotions, and behaviors,
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with anthropomorphic chatbots positively influencing all
three. Consumers perceive humanlike chatbots as more
trustworthy, resulting in higher usage intentions (Li and
Lee 2024). Humanlike chatbots also elicit higher social pres-
ence, which enhances consumer continuance intentions (Jin
and Youn 2023) and purchase intentions (Konya-Baumbach
et al. 2023). Anthropomorphism further improves consumer
emotional outcomes like satisfaction, trust, and forgiveness,
through enhancing consumer perceptions of trustworthi-
ness and empathy (e.g., Agnihotri and Bhattacharya 2024;
Markovitch et al. 2024). Behavioral outcomes encompass
recommendations, compliance, and engagement. Consumers
are more willing to follow anthropomorphic chatbot recom-
mendations as they are perceived as more competent (Nguyen
et al. 2023) and capable of generating personalized recommen-
dations (Kim et al. 2025). Second, chatbot-related evaluations
include perceived friendliness, expertise, and attitude, with
anthropomorphic chatbots eliciting more favorable evalua-
tions (e.g., Youn and Cho 2023). However, anthropomorphic
chatbots are also judged more for unethical behavior, lead-
ing to worse attitudes toward the chatbot (Ahn et al. 2024).
Third, firm-related outcomes, such as brand and company
evaluations, are studied to a lesser extent. Here, using anthro-
pomorphic chatbots results in positive company and brand
perceptions, depending on the brand personality (Araujo 2018;
Yang and Hu 2022). Anthropomorphism can also have neg-
ative effects on firm evaluations when consumers are in an
angry emotional state (Crolic et al. 2022).

4.4 | Methods (M)

Table 3 summarizes the distribution of research methods across
the 174 studies. Reflecting the current technological landscape
and digital nature of chatbots, a significant majority of studies
were conducted online (148 studies, 85.06%). Offline methods
like field experiments (5.75%) or field surveys (2.30%) were

TABLE 3 | Research methods used.

applied less often. One study combines online and offline meth-
odologies, while five studies did not specify whether their ap-
proach was online or offline. Since all selected articles include
empirical studies collecting primary data, the research tools
employed were either quantitative or qualitative. Quantitative
methods clearly dominate the field, with experiments (79.89%),
particularly scenario-based experiments (63.79%), being the
most common. Qualitative methods like interviews (4.60%) lack
application, while other qualitative approaches (e.g., case stud-
ies) are entirely absent.

Several research articles include multiple studies, each test-
ing various hypotheses through the same analysis techniques.
To avoid redundancy, each technique is listed only once per
article. As some articles employ multiple statistical methods,
the total number of analysis techniques exceeds the number
of 84 selected articles. Most studies use a combination of re-
gression analysis (76.19%) and variance analysis (63.10%) to
test their hypotheses. Structural equation modeling (SEM;
41.67%) is used in different variations, such as PLS-SEM or
multi-group analysis. Other quantitative techniques include
path and trend analyses. In the few qualitative studies, the
most used approaches are content or textual analysis (7.14%).
Less common methods include fuzzy set qualitative compara-
tive analysis (2.38%) and scale development (1.19%). Statistical
tools used for manipulation tests, validation checks, or com-
mon method biases were excluded. Only techniques used for
hypothesis testing were considered. All findings are presented
in Table 4.

5 | Discussion

The findings from the SLR reveal various key research themes
and trends with a focus on consumer responses to AI and auto-
mation. These themes were identified through the analysis of
the TCCM dimensions and categorized based on how frequently

Research methods Example No. of studies Percentage
Quantitative
Experiments
Scenario-based experiment Song, Du, et al. (2022); Mulcahy et al. (2024) 111 64%
Online experiment Sheehan et al. (2020); Janson (2023) 14 8%
Field experiment Roy and Naidoo (2021); Liu et al. (2024) 10 6%
Laboratory experiment Kim et al. (2022); Xie et al. (2024) 4 2%
Surveys
Online survey Balakrishnan et al. (2022); Fu et al. (2023) 21 12%
Field survey Rizomyliotis et al. (2022); Hsu and Lin (2023) 4 2%
Qualitative
Interview Pillai and Sivathanu (2020); Pentina et al. (2023) 8 5%
Others 2 1%
Total 174 100%
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TABLE 4 | Analysis techniques used.

Analysis technique Example No. of articles Percentage of articles
Quantitative

Regression analysis Adam et al. (2021); Zhou and Chang (2024) 64 76%

Variance analysis Ruan and Mezei (2022); Klein et al. (2024) 53 63%

SEM Pham et al. (2024); Sarraf et al. (2024) 35 42%

Other 5 6%
Qualitative

Content/textual analysis Lu et al. (2024); Pathak et al. (2025) 6 7%

Other 5 6%

they were the subject of analysis in the selected articles. Themes
addressed in more than five articles are classified as a key re-
search theme. These findings help answer RQ1: What is the
current state of research on consumer responses to chatbot
anthropomorphism?

As established in the theories section, social presence theory is
one of the major theories applied when studying chatbot anthro-
pomorphism. Consequently, social presence emerges as a prom-
inent research theme in this field. Araujo (2018) introduced the
concept of social presence, exploring how emotional connections
are affected by verbal and visual chatbot anthropomorphism in
e-commerce. Subsequent research confirms that both verbal
(e.g., Konya-Baumbach et al. 2023; Shams et al. 2024) and visual
anthropomorphism (e.g., Adam et al. 2021; Jin and Youn 2023)
have positive effects mediated through social presence. Some
studies also combine both visual and verbal cues (e.g., Chen
et al. 2022; Kim et al. 2022). Notably, verbal cues, such as mes-
sage interactivity (Sun et al. 2024), humor (Xie et al. 2024), and
emotional text expressions (Zhang, Chen, et al. 2024; Zhang,
Wang, et al. 2024) play a particularly significant role. Tsai
et al. (2021) propose the usage of social presence communication
as a verbal anthropomorphic cue, which can amplify the effects
of visual anthropomorphism. Khan et al. (2025) establish how
social presence positively moderates the relationship between
anthropomorphism and trust. Rizomyliotis et al. (2022) and Fu
et al. (2023) analyze social presence as a humanoid dimension of
anthropomorphism, showing positive effects on customer expe-
rience and trust in chatbots.

Similarly, several studies apply the SCM dimensions of per-
ceived warmth and perceived competence in their research.
While some include these dimensions as components of anthro-
pomorphism (e.g., Roy and Naidoo 2021; Xiao et al. 2024), oth-
ers study how anthropomorphism influences perceived warmth
and competence. In particular, verbal anthropomorphism and
communication styles positively influence these perceptions
(e.g., Cheng et al. 2024; Hao and Li 2025). However, the effect
strength depends on contextual factors and consumer charac-
teristics (Roy and Naidoo 2021; Choi and Zhou 2023). For in-
stance, competent chatbots are preferred for cognitive service
tasks, whereas warm chatbots elicit better consumer responses
in emotional services (Li, Yao, and Nan 2024). Ahn et al. (2022)
and Schillaci et al. (2024) employ this framework to explore the
impact of chatbot genders on consumer attitudes and intentions.

Third, the functionality dimensions of perceived ease of use and
perceived usefulness, derived from the TAM, were first explored
in the context of chatbot research by Pillai and Sivathanu (2020).
Their findings reveal that anthropomorphism positively af-
fects both dimensions. Subsequent studies by Selamat and
Windasari (2021) and Rizomyliotis et al. (2022) provide addi-
tional support for these results. Further, Cheng et al. (2023)
demonstrate how perceived chatbot intelligence enhances per-
ceptions of both ease of use and usefulness. Finally, Arce-Urriza
et al. (2025) reveal that generative AI models increase consumer
perceptions of chatbot usefulness compared to non-generative
ATl models.

In the context section, service failure and service recovery
emerge as key research themes. Sheehan et al. (2020) were the
first to explore the role of anthropomorphic chatbots in scenar-
ios of service failure and recovery, studying how consumers’
need for human interaction influences the adoption of anthro-
pomorphic chatbots. Their findings are supported by research
from Song, Du, et al. (2022), in that self-recovery strategies
implemented by chatbots are more favorably received than un-
resolved errors. The effectiveness of these strategies depends sig-
nificantly on the situation (e.g., process or outcome failure; Zhou
and Chang 2024), and the failure severity (Zhang et al. 2022;
Shams et al. 2024). Anthropomorphism plays a dual role in
mitigating service failures. First, verbal anthropomorphism
(e.g., humanlike understanding, message responsiveness, and
interactivity) enhances satisfaction (Klein et al. 2024), loyalty
(Hsu and Lin 2023), and purchase intentions (Le et al. 2023).
Second, visual anthropomorphism increases consumer for-
giveness, reduces negative word of mouth (Agnihotri and
Bhattacharya 2024), and lowers the likelihood of switching to
a human agent (Lu et al. 2024). Anthropomorphism also raises
consumers' recovery expectations while amplifying the attri-
bution of responsibility for service failures (Pavone et al. 2023;
Lu et al. 2024). It hence can mitigate negative perceptions, as
consumers assign higher accountability to chatbots. Therefore,
using chatbots should be carefully considered, particularly for
consumers with a high need for human interaction or privacy
concerns (Pavone et al. 2023).

As for characteristics, four major research themes can be identi-
fied. First, chatbot vs. human: Expanding Araujo's (2018) find-
ings, Go and Sundar (2019) introduce a third humanness factor,
namely identity cues, which shape consumer expectations based
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on whether they identify the chatbot as human or machine.
Their findings reveal that a fit of an anthropomorphic cue with
consumer expectations (i.e., high (low) anthropomorphism
when the chatbot is identified as human (machine)) is crucial for
eliciting favorable attitudes and behavioral intentions. Research
comparing chatbots and human frontline services shows that
chatbots perform well in functional or competent contexts
(Ruan and Mezei 2022; Yang and Hu 2022). Humans are better
suited for emotional or social interactions as well as situations
requiring empathy (Markovitch et al. 2024). In some cases, an-
thropomorphism can reverse these dynamics by reducing con-
sumers' willingness to disclose personal information to chatbots
due to heightened social judgment concerns (Kim et al. 2022).

Second, privacy concerns and Al anxiety: While much research
highlights the positive effects of anthropomorphism, it can also
lead to adverse outcomes. Excessive anthropomorphism risks
evoking the uncanny valley effect, increasing consumer anxi-
ety (Mulcahy et al. 2024). AI or technology anxiety has negative
effects on chatbot usage intentions (Pham et al. 2024), though
different strategies can counterbalance these effects. For in-
stance, in service recovery scenarios, behavioral strategies such
as chatbot cuteness can improve consumer responses (Zhang
et al. 2022). Similarly, concerns about safety, privacy, and eth-
ical responsibilities can negatively affect anthropomorphic
chatbots (e.g., Ahn et al. 2024; Song et al. 2024). These concerns
can diminish the positive effects of anthropomorphism on trust
(Li et al. 2023; Agnihotri and Bhattacharya 2024) and chatbot
usage intentions (Song, Xing, et al. 2022). The chatbot's per-
ceived intelligence is strongly correlated with this effect, with
higher intelligence negatively affecting privacy concerns (Song,
Du, et al. 2022). Particularly, new technological advancements
like generative AI models amplify consumer privacy concerns
(Arce-Urriza et al. 2025). This can be solved by displaying chat-
bots in a more machinelike manner or by disclosing the AI's
identity (Kim et al. 2025).

Third, empathy: Overall, empathetic chatbots tend to elicit pos-
itive consumer responses, particularly on trust (Fu et al. 2023;
Agnihotri and Bhattacharya 2024), usage intentions (Kim and
Hur 2024), human-AlI relationships (Yang et al. 2024), and atti-
tudes toward the chatbot (Zhang, Lu, et al. 2024). They can also
help mitigate negative emotions caused by service failures (Zhu
et al. 2023). However, despite the positive impact of anthropo-
morphism on empathy, consumers still expect human agents to
display more empathy than chatbots, leading to overall higher
empathy ratings of human services (Markovitch et al. 2024).

Finally, trust: The concept of trust has been extensively studied,
with numerous studies emphasizing its positive impact on con-
sumers (e.g., Klein and Martinez 2023; Li and Lee 2024). While
anthropomorphism can directly enhance trust (e.g., Klein and
Martinez 2023; Liu et al. 2024), perceived chatbot expertise (Li
et al. 2023) and competence (Pinochet et al. 2024) can also in-
crease trust ratings. Lu and Zhang (2025) suggest that chatbot
demographics, such as gender, race, and job rankings, signifi-
cantly impact trust, with participants in their study preferring
female, non-Caucasian AI chatbots. Yet, this finding should be
interpreted with caution, as two-thirds of their participants were
non-Caucasian, potentially skewing the results. Conversely, Fu
et al. (2023) argue that anthropomorphism can have a negative

influence on trust, as consumers' expectations increase for
highly humanlike chatbots, making their mistakes seem more
severe. Particularly in situations of specific sales problems, chat-
bots still struggle to answer subjective questions that exceed
their programming.

Regarding methods, qualitative studies are generally underrep-
resented, as already noted in the methods section. Quantitative
studies dominate the field, with scenario-based experiments
being especially common in research themes on perceived ease
of use, perceived usefulness, and empathy.

Other emerging research themes include consumer-related psy-
chological concepts, such as social self-efficacy (Balakrishnan
et al. 2022) and self-congruence (Zogaj et al. 2023; Liang
et al. 2024). Behavioral concepts, such as smiling chatbots (Baek
et al. 2022; Zhu et al. 2023) and chatbots displaying humor (Shin
et al. 2023; Shams et al. 2024; Xie et al. 2024) have also been
studied. Kim et al. (2024) and Sun et al. (2024) introduce the
concept of anthropomorphism in combination with chatbot ad-
vertising and its effectiveness, providing a basis for future stud-
ies in marketing.

6 | Future Research Directions

The findings from the TCCM framework reveal several gaps in
current research, thereby addressing RQ2: Where are gaps in
current research on chatbot anthropomorphism? By identifying
these gaps, an outlook into potential future research directions
can be given, answering RQ3: Where should research on chatbot
anthropomorphism head in the future?

6.1 | Theory (T)

The analysis reveals that many articles employ Epley
et al.'s (2007) theory of anthropomorphism as their theoretical
framework. This theory outlines three factors of anthropomor-
phism: elicited agent knowledge, effectance motivation, and
sociality motivation. Despite its frequent application, limited
attention has been given to the distinct effects of each of these
factors on consumer responses to anthropomorphic chatbots.
Future studies should aim to assess these effects to provide a
more comprehensive and holistic understanding of anthropo-
morphism on AI technologies.

While Epley et al.'s theory and the CASA paradigm dominate
research on chatbot anthropomorphism, theories from the
broader field of human—-computer interactions (HCI) remain un-
derutilized. Established frameworks like the TAM (Davis 1989)
and UTAUT (Venkatesh et al. 2003) offer valuable insights into
how consumers perceive and interact with anthropomorphic AI.
Newer theories, specifically tailored for generative AI, such as
the digital agenticity theory (Kim and Lee 2025) or the AIDUA
model (Gursoy et al. 2019), warrant additional empirical testing.
Incorporating these theories along with generative Al features,
such as advanced intelligence and adaptability, could allow stud-
ies to uncover novel ways in which chatbot anthropomorphism
affects consumer behavior. With increased risks of privacy con-
cerns and AI anxiety, highly anthropomorphic generative AI
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chatbots may not always elicit the same positive responses as
traditional chatbots have until now, calling for further explora-
tion to understand these changes.

Basic psychological and consumer behavior theories, such as
the signaling theory and the fluency theory, are notably absent
from the reviewed literature. These frameworks could explain
how consumers interpret anthropomorphic cues and how these
cues affect their perceptions and behaviors. Zogaj et al. (2023)
have started to incorporate related concepts, such as the con-
gruence theory, into chatbot research. Future studies now can
delve deeper into consumers’ psychological processing, mental
imagery, cue interpretation, and cognitive evaluations of anthro-
pomorphic chatbots within the context of HCI.

6.2 | Context (C)

Current research is predominantly concentrated in East Asian
countries, particularly in technologically advanced regions like
China and South Korea. Expanding research to other coun-
tries could provide more diverse insights. For instance, studies
in Japan could reveal how the cultural integration of chatbots
and robots in society impacts consumers. Similarly, studies in
Europe, particularly in Germany, could show how consumers
respond to chatbots when concerned about data protection and
privacy (Li 2022). Finally, expanding research into underrepre-
sented regions, such as Africa and South America, could help
gain a more comprehensive global perspective. Comparative
studies focusing on cultural differences in how chatbot anthro-
pomorphism affects consumer behavior across different coun-
tries and societies could reveal diverse findings. By emphasizing
cross-national and cultural comparisons, such as between indi-
vidualist and collectivist cultures (Morris and Peng 1994), these
studies could explain differences in consumer responses to an-
thropomorphic chatbots. With this, future research could ex-
plore how chatbot design and anthropomorphic features should
be tailored to fit the consumers’ cultural values and expectations.

Current literature lacks diversity in industries and business
functions, with research largely focusing on chatbot anthropo-
morphism in customer service contexts or with customers as
target groups. Future studies should examine how chatbot an-
thropomorphism can be integrated into new fields such as mar-
keting, human resources, finance, and purchasing. Particularly
in marketing, future research should consider the integration
of anthropomorphic chatbots into advertising. Only two ar-
ticles have recently begun exploring the use of chatbots in ad-
vertisements. With the increasing prominence of social media
marketing, social media channels can be utilized as valuable
platforms for chatbot research, especially in combination with
online advertisements and consumer brand engagements.
Interactions with other AI entities, such as virtual influencers,
in e-commerce scenarios on social media platforms should be
examined for a deeper understanding of consumer decision-
making processes.

Lastly, while service recovery and its strategies emerge as a
key research theme in this review, only two articles specifi-
cally focus on consumer responses in service failure scenarios.
Future research should address this gap by investigating how

different levels of anthropomorphism affect consumers in fail-
ure contexts, such as scenarios with varying degrees of severity.

6.3 | Characteristics (C)

Current research covers several chatbot characteristics and per-
sonality traits, such as cuteness, humor, and intelligence. While
functionality dimensions like ease of use and usefulness ini-
tially received attention (e.g., Pillai and Sivathanu 2020; Selamat
and Windasari 2021), they have since been underexplored.
Compared to perceived warmth and competence from the SCM,
ease of use and usefulness need further investigation, particu-
larly outside of the traditional TAM framework, for instance as
moderators or with dependent variables beyond consumer usage
intention.

Research predominantly focuses on positive chatbot emotions,
such as empathy and smiling, while negative emotions, such as
anger and sadness, remain unexplored. These emotions could
be particularly relevant in critical situations, such as service
failures, where understanding consumer reactions to negative
chatbot emotions could advance knowledge on chatbot effective-
ness in solving conflicts. While some chatbot personality traits
have been studied, future research could systematically exam-
ine more dimensions, including the Big Five personality traits
(openness, conscientiousness, extroversion, agreeableness, and
neuroticism), in both chatbots and consumers. Comparing the
congruence between chatbot and consumer personalities could
reveal whether a fit between both personalities has a positive or
negative impact in different situations. Applying the concept of
congruency and self-congruence in this context could provide a
valuable foundation.

Another significant gap lies in the perceived age of chatbots.
None of the reviewed studies have explored how age-related
cues, that is, a chatbot appearing or sounding younger versus
older, affect consumer perceptions and behaviors. Analyzing
how consumers respond to chatbots of different ages across var-
ious contexts (e.g., healthcare services vs. e-commerce) could
provide new insights into the optimal design of anthropomor-
phic features.

Text-based communication remains a key aspect of chatbot
interactions, making message and response content a crucial
factor in consumer engagement. Recent studies (e.g., Cheng
et al. 2024; Klein et al. 2024) have analyzed chatbot responses,
with generative AI models offering many more opportunities for
innovation. Tailored responses, such as personalized messages
and adaptive communication styles, could deepen consumer en-
gagement and provide a more humanlike experience.

Consumer demographics, such as gender, have been addressed
in multiple studies (e.g., Zhang et al. 2022; Fatima et al. 2024).
Only one article by Cheng et al. (2023), however, includes con-
sumer age by analyzing the impact of anthropomorphic chatbots
on elderly consumers. Additional demographic factors, such as
income and education level, as well as consumer characteristics,
such as situational loneliness and the need for human interac-
tion, lack research on chatbot anthropomorphism and present
opportunities for future studies.
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Existing studies on AI or technology anxiety provide conflict-
ing findings. Contrary to the uncanny valley theory, Pillai and
Sivathanu (2020) suggest that technology anxiety does not sig-
nificantly influence chatbot usage. Pham et al. (2024) indicate
that technology anxiety weakens consumer connections to an-
thropomorphic chatbots, whereas Zhang et al. (2022) state that
it enhances the effectiveness of cuteness strategies. These in-
consistencies highlight the need for further research to clarify
the role of technology anxiety on consumer behavior and HCI.
In contrast to technology anxiety, research on consumer inno-
vativeness remains scarce, with Fu et al. (2023) being the only
article addressing this topic within the Technology Readiness
Index. Similar concepts, such as technological affinity and com-
puter self-efficacy, as outlined in the TAM 3 model, remain un-
researched. As consumer responses are often strongly shaped by
their anxiety toward AI and automation, these factors represent
essential aspects for future research.

Cultural differences in technological affinity and anxi-
ety also present new research directions. Although previ-
ous studies have examined technology acceptance through
cultural frameworks, such as Hofstede's dimensions of
Masculinity/Femininity and Uncertainty Avoidance (Srite
and Karahanna 2006), the specific connection between cul-
tural values and consumer traits like technology anxiety or af-
finity remains unexplored. For instance, in China, consumers’
frequent exposure to innovative technologies fosters higher
technological affinity and acceptance compared to countries
with less exposure (Yam et al. 2023).

At the same time, ethical considerations in chatbot research
are highly underrepresented. While Ahn et al. (2024) find that
anthropomorphic chatbots are judged more harshly for unethi-
cal behavior, which in turn worsens consumer perceptions, no
other articles address ethical issues. These concerns are becom-
ing increasingly important and require consideration, as chat-
bot designs incorporate anthropomorphic features tied to race
or gender. For example, Lu and Zhang (2025) show that con-
sumers apply racial bias when interacting with racially diverse
service chatbots. With AI technologies raising ethical concerns
about integrity and morality (Paul et al. 2024), future scholars
and practitioners must pay attention to these aspects of chat-
bot usage. Scholars must ensure clear Al disclosure in experi-
mental settings (Mpinganjira et al. 2024), whereas practitioners
must implement ethical policies and principles for responsible
consumer-chatbot interactions (Song, Du, et al. 2022; Paul
et al. 2024).

Firm-related factors are generic and underrepresented in exist-
ing literature. Future academics could include comparisons be-
tween different brands or the creation of a fictitious brand with
varying brand images.

Lastly, anthropomorphism is often studied in the context of
relationship-based constructs, such as brand attachment or
brand love (e.g., Rauschnabel and Ahuvia 2014). While Pentina
et al. (2023) demonstrate that social interaction fully mediates
the relationship between anthropomorphism and attachment,
the concept of emotional attachment to chatbots needs further
investigation. Emotional attachment extends beyond usual inter-
actions and relationships, whether between humans or between

humans and machines (Park et al. 2010). Understanding how
emotional attachment influences consumer responses could
provide valuable insights for long-term marketing strategies in
consumer behavior. This is particularly relevant in scenarios
of service failures or chatbot wrongdoings, where studies could
explore whether such attachments potentially amplify levels of
consumer disappointment.

6.4 | Methods (M)

Quantitative experimental studies dominate current research
on chatbot anthropomorphism (94.25%), which is consistent
with the nature of consumer studies. Only 10 out of 174 stud-
ies (5.75%) utilize qualitative methods, one of which is part of
a mixed-method approach combining quantitative and qualita-
tive data. While underrepresented, these research methods are
particularly suitable for the still-emerging field of AI chatbots,
as their exploratory nature aids in understanding unresearched
and unexplored facets of chatbots (Patton 1990).

Since research in this field is still developing, the conceptual
models used in existing research are relatively simple. To
advance understanding of how consumer perceptions are af-
fected by anthropomorphic chatbots, future academics should
opt for more complex models, incorporating moderations,
mediations, moderated mediations, and serial mediations.
For instance, interaction effects between visual and verbal
anthropomorphism have been addressed in a limited number
of studies, with room for future researchers to consider how
visual and verbal cues in chatbots interact and influence con-
sumer perceptions.

Lastly, studies up until now only focus on a shorter research
timespan. Longitudinal studies are needed to examine the
long-term effects of anthropomorphic chatbot usage on con-
sumer relationships. For instance, studying long-term effects
of repeated chatbot usage on consumers with high needs for
human interaction or situational loneliness could reveal in-
sights into how emotional connections to chatbots evolve
over time. Such research could additionally show how these
emotional connections influence consumer relationships with
other people, providing implications on their social and emo-
tional well-being.

In addition to suggestions for future research directions within
the TCCM framework, recommendations can also be made for
the research themes identified in Section 5. Potential research
questions to explore in the future are listed in Table 5. While
qualitative methods are not considered a key research theme
in this review, they still offer beneficial insights into consumer
perceptions for future studies and are hence also included in
Table 5.

7 | Conclusion

The purpose of this SLR is to provide a comprehensive over-
view of current research on consumer responses in the rapidly
evolving field of anthropomorphic AI chatbots. Drawing on
the SPAR-4-SLR protocol, a total of 84 academic publications
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TABLE 5 | Potential future research questions by key research themes.

Research theme

Potential future research questions

Theories Social presence

Perceived warmth
and competence

Perceived ease of use
and usefulness

Contexts Service failure and recovery

Characteristics Chatbot vs. human

Privacy concerns
and Al anxiety

Empathy

Trust

Methods Qualitative methods

In which industries or scenarios beyond e-commerce does social presence in chatbots
enhance consumer experiences, and how does this vary by industry?

What conditions lead chatbot anthropomorphism to reduce social presence, and what
factors drive this effect?

In what context does social presence have negative effects, and what mechanisms are
responsible?

Which specific anthropomorphic features simultaneously increase both perceived
warmth and competence?

How does chatbot anthropomorphism improve perceived competence while lowering
perceived warmth in emotional or relational contexts?

How does chatbot anthropomorphism negatively affect ease of use and usefulness,
particularly for users with high technological anxiety?

How does chatbot anthropomorphism impact ease of use and usefulness in scenarios
of service failure or recovery?

How do different consumer demographics like age or innovativeness shape perceptions
of ease of use and usefulness in anthropomorphic chatbots?

Which industries beyond e-commerce and tourism are affected by anthropomorphic
chatbot service failures, and how do industry characteristics shape this effect?

How does the severity of a service failure impact consumer responses to
anthropomorphic chatbots in healthcare services?

Which visual anthropomorphic features are most effective in improving service
recovery by chatbots?

What theories explain the differences in consumer reactions to chatbots versus
humans, and what key factors drive these differences?

How do consumer expectations vary between chatbot and human interactions in
service recovery scenarios, and how do they influence outcomes?

How do consumer perceptions differ when interacting with undisclosed
anthropomorphic chatbots versus humans?

How do consumer perceptions differ when interacting with anthropomorphic chatbots
displaying emotions compared to real humans expressing the same emotions?

Which anthropomorphic features are most likely to trigger consumer anxiety, and how
do demographics like gender and age influence this effect?

Which anthropomorphic features mitigate AI anxiety and privacy concerns, and how
do different industries benefit from these designs?

Which anthropomorphic features reverse the uncanny valley effect, and how are
consumer perceptions of data privacy affected by this?

How do consumers perceive personalized recommendations by anthropomorphic
chatbots regarding privacy concerns?

Which theories explain the effect of chatbot anthropomorphism on empathy?

How does chatbot anthropomorphism influence empathy in healthcare services,
particularly when moderated by disease severity?

In which contexts do anthropomorphic chatbots struggle to elicit empathy, and what
are the underlying factors?

How does cognitive empathy in chatbots benefit from anthropomorphic features?

What theories explain the relationship between chatbot anthropomorphism and trust?
How does trust in anthropomorphic chatbots affect consumer perceptions in
healthcare services or service failures, and what factors shape these interactions?

In which context does chatbot anthropomorphism negatively impact consumer trust,
and what mitigates this risk?

What anthropomorphic behavioral features reduce consumer trust in chatbots, and
how do contextual settings moderate this effect?

Which qualitative methods can explore the different effects between AI vs. generative
AT anthropomorphism?

Which qualitative methods can be used to develop new scale items on generative Al
chatbots?

How can case studies be included in qualitative research studies on anthropomorphic
chatbots?
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were systematically selected for review. Employing the TCCM
framework for a structured analysis, the study explores relevant
theoretical frameworks, contexts, characteristics, statistical
methods, and key research themes and trends in consumer per-
ceptions of chatbot anthropomorphism. By addressing research
questions RQ1-RQ3, the current research landscape is systemat-
ically explored, identifying significant gaps and providing clear
suggestions for future research directions.

7.1 | Contribution

This review contributes to existing literature by synthesizing
the positive and negative effects of chatbot anthropomorphism.
First, the findings reveal that anthropomorphic chatbots are
viewed as friendlier, authentic, and trustworthy, which improves
their overall evaluations. Driven by key mechanisms such as
social presence, empathy, and functionality, these perceptions
enhance consumer trust, emotional engagement, and affection.
Consumers also report greater satisfaction, usage intentions,
and a higher likelihood of recommending the chatbot to others
when interacting with anthropomorphic chatbots. These bene-
fits further extend to firms and brands. Companies employing
anthropomorphic chatbots are viewed as more likable and capa-
ble of forming emotional connections, which in turn increases
purchase intentions.

However, the analysis also exposes challenges and negative
effects. The effectiveness of anthropomorphic chatbots is
not universal but depends heavily on consumer characteris-
tics. Traits like skepticism, privacy concerns, and technology
anxiety can cause discomfort and distrust, particularly when
users are expected to share sensitive personal information.
Anthropomorphism also raises consumer expectations, mak-
ing service failures and recoveries more complex and less for-
giving. With new generative AI models, which are perceived
as even more intelligent than earlier models, these concerns
become more compelling. Highly intelligent or highly anthro-
pomorphic chatbots can trigger the uncanny valley effect and
elicit negative responses through anxiety and distrust. As a
result, anthropomorphism can have opposing effects on usage
intentions, trust, and overall evaluations. Consumers then ei-
ther prefer non-anthropomorphic chatbots or revert to human
frontline services, making chatbot anthropomorphism coun-
terproductive (RQ1).

Second, the review identifies notable research gaps, such as the
need to investigate additional anthropomorphic characteristics
(e.g., chatbot age and emotional range), personalized communi-
cation strategies, consumer technological affinity, and the role
of chatbots in social media marketing (RQ2). Third, the analysis
offers clear guidance for future research, with proposed ques-
tions such as which anthropomorphic features trigger consumer
anxiety, how demographic factors influence these responses,
and how consumer expectations and responses differ between
chatbot and human interactions in service recovery scenarios.
As generative Al and automation become more advanced and
integrated into everyday life, researchers need to understand
and adapt designs accordingly. The goal is to strike a balance
in creating humanlike chatbots by using anthropomorphic fea-
tures that improve consumer experiences while avoiding those

that could pose threats or trigger the uncanny valley effect.
Throughout this process, consumers’ well-being should remain
central to HCI research, with future studies optimizing chatbot
anthropomorphism to meet consumer expectations and en-
hance their overall experience (RQ3).

Beyond its academic contributions, the review also offers mean-
ingful practical implications for businesses, chatbot developers,
and designers. It provides a systematically structured overview
of the key mechanisms that shape consumer responses, iden-
tifies conditions under which anthropomorphic chatbots per-
form best, and highlights design elements that trigger negative
reactions. The review further outlines the opportunities and
risks of using AI in business and summarizes how anthropo-
morphic chatbots have been studied across different industries.
Practitioners planning to use text-based chatbots can draw on
this SLR for evidence-based guidance. For example, anthropo-
morphic chatbot designs can benefit companies (e.g., higher
purchase intentions, better brand evaluations), chatbot develop-
ers (e.g., higher continuance intentions, user recommendations
of chatbot), and consumers (e.g., satisfaction, emotional well-
being, attachment). Overall, three key managerial implications
emerge from this SLR.

First, practitioners must understand consumers and their char-
acteristics. As chatbot effectiveness is shaped by consumer char-
acteristics (e.g., technological affinity, personality, culture) and
expectations (e.g., service quality, recovery), it is essential for
firms to analyze their target audience. Research highlights the
importance of designing chatbots to elicit self-congruence, both
visually and verbally. For example, consumers respond better to
chatbots that match their own gender. Yet, many companies still
intentionally design gender-neutral chatbots, such as Kasisto's
banking chatbot KAI or Dreams for Life's charity chatbot GURU.
Although these choices aim to avoid bias, they miss opportuni-
ties to engage consumers and offer personalized services.

Second, chatbot effectiveness also depends on context and in-
dustry. In e-commerce, where text-based chatbots are employed
the most, positive effects have been linked to situational factors.
For example, a match between the chatbot characteristic (e.g.,
chatbot gender) and the situational factor (e.g., product type,
task type) can significantly improve the chatbot's recommen-
dation effectiveness. To optimize results, practitioners should
ensure that chatbot designs align with firm factors, company per-
ceptions, and brand personality. A strong example is Domino's
chatbot Dom, which effectively reflects the company's brand-
ing and design. With research suggesting that sincere brands
profit from highly anthropomorphic chatbots, companies like
Disney or Whole Foods could benefit from adapting their non-
anthropomorphic chatbots to build stronger emotional connec-
tions to users.

Third, with the rise of generative AI, combining visual and ver-
bal anthropomorphism can trigger the uncanny valley effect
and lead to consumer anxiety. This is especially relevant in the
healthcare industry when dealing with sensitive information.
To prevent this, healthcare chatbots like Pact Care's Florence or
Woebot opt for low anthropomorphic designs. Here, AI disclo-
sure and transparency are not only ethically important but can
help mitigate negative effects of privacy concerns and distrust.
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Overall, this review offers a timely contribution with insights
into the potential of chatbot anthropomorphism to both aca-
demic research and industry practice. Unlike prior review arti-
cles that analyze a broad range of Al technologies or automation,
this SLR specifically focuses on the role of text-based chatbots
in shaping consumer responses. This targeted approach aligns
with industry trends and the rise of conversational commerce,
as various sectors increasingly adopt text-based chatbots in their
customer service. With generative AI enabling more natural
and humanlike interactions, text-based chatbots like ChatGPT
can enhance user experiences and increase sales and business
growth (Paul et al. 2024). By offering a clear understanding of
the underlying mechanisms and drivers of HCI, this review
guides practitioners in designing and implementing anthropo-
morphic chatbots effectively.

7.2 | Limitations

This literature review, however, is not without limitations. First,
the study relies on two databases, Scopus and WOS, to search
for relevant articles. Although these databases cover extensive
academic work, the reliance on these two sources may have
omitted some relevant articles from other databases. The search
criterion was set to articles written only in English, excluding
studies from non-English-speaking countries, thereby limiting
the scope of research. Similarly, by focusing exclusively on chat-
bots within the context of consumer behavior in business, man-
agement, and accounting, the review omits studies from other
disciplines, potentially narrowing the overall research perspec-
tive. Expanding the search criteria to include book chapters,
monographs, and meta-analyses could enrich the scope, yet this
should be done under consideration of the source quality.

While the keywords were carefully selected to include as many
relevant articles as possible, future reviews could broaden the
scope by including additional terms, such as “humanoid” along-
side “anthropomorphism” or “conversational agent” in addition
to “chatbot.” Furthermore, this review specifically focuses on
consumer responses to text-based anthropomorphic chatbots,
excluding other AT technologies, such as physical service robots,
virtual influencers, or voice-based entities like smart devices
and voice assistants.

Lastly, the study employs the TCCM framework due to its sys-
tematic and comprehensive structure, making it particularly
well-suited for SLRs. Future studies could, however, consider
alternative methodologies, such as domain-based reviews, meta-
analytical reviews, or reviews aiming for theory development
(Paul and Criado 2020). Adopting these methodologies could
offer new and different perspectives on the rapidly expanding
field of chatbot anthropomorphism.
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