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Toxizitatsmetriken als Steuerungsinstrument
im Community-Management:

Datenbasierte Erkenntnisse aus dem Gaming-Bereich

Lucas Biirger
Marcel Dulgeridis
Constantin Schubart

ABSTRACT:

Dieses Discussion Paper untersucht die Rolle von Toxizitatsmetriken als Steuerungsinstrument im
Community-Management und stellt datenbasierte Erkenntnisse aus dem Gaming-Bereich vor. Am Bei-
spiel des groRRten deutschsprachigen Minecraft-Servers wird gezeigt, wie ein auf Bidirectional Encoder
Representations from Transformers (BERT) basierendes Natural-Language-Processing-Modell genutzt
werden kann, um toxisches Kommunikationsverhalten automatisiert zu erfassen und mit betriebswirt-
schaftlichen Kennzahlen wie dem Customer Lifetime Value (CLV) zu verknipfen. Die Analyse verdeut-
licht, dass geringe Auspragungen toxischer Kommunikation schwach positiv mit dem CLV korrelieren,
wahrend moderat bis stark ausgepragte Toxizitat signifikant negative Auswirkungen auf den CLV hat.
Diese Ergebnisse unterstreichen, dass datengetriebene Ansatze ein wirkungsvolles Instrument zur Ver-
besserung der Community-Kultur und zur Steigerung des wirtschaftlichen Erfolgs digitaler Plattformen
sein konnen. AbschlieRend werden Handlungsempfehlungen fiir den Einsatz automatisierter Modera-
tionsverfahren sowie ein Ausblick auf den Einsatz kontextsensitiverer Large Language Models gegeben.

KEYWORDS:

Toxizitatsmessung, Customer Lifetime Value, Community-Management, Datenanalyse, Online-Gaming

JEL classification: M21, L86, C55
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Einleitung

HINTERGRUND UND MOTIVATION

Die Spieleindustrie gehort zu den am schnellsten wachsenden Wirtschaftszweigen und lbertrifft inzwi-
schen andere Segmente der Unterhaltungsbranche in Bezug auf Umsatz (Bocksch, 2020, S. 1). Online-
Spiele und deren Communitys sind heute ein fester Bestandteil des digitalen Alltags, nahezu alle Alters-
gruppen sind vertreten, und fast jeder zweite Deutsche kann als ,,Gamer“ bezeichnet werden (Bitkom,
2022).

Gaming-Communitys sind mehr als reine Freizeitplattformen: Fiir viele Spieler stellen sie einen sozialen
Raum dar, in dem Freundschaften, Teams oder Clans entstehen (Park et al., 2017, S. 5-6; Coyle, 2020,
S.2). Solche Interaktionen beeinflussen direkt das Engagement und die Bindung an eine Plattform, was
sich wiederum auf den Customer Lifetime Value (CLV) auswirkt, eine zentrale Kennzahl fir die langfris-
tige Profitabilitat von Community-basierten Geschaftsmodellen (Tang et al., 2020, S. 128).

PROBLEMSTELLUNG UND RELEVANZ

Toxisches Verhalten - etwa Beleidigungen, Diskriminierung oder gezielte Storungen - kann die Com-
munity-Kultur erheblich belasten, das Spielerlebnis verschlechtern und letztlich die Abwanderungsrate
von Nutzern erhohen (Zhang et al., 2024, S. 1-2; Canossa et al., 2021, S. 2; Hussain et al., 2023, S. 1-2).
Traditionelle Moderationsansatze, wie manuelle Chatkontrollen oder Keyword-Filter, stolRen bei der
Menge an Interaktionen in modernen Online-Communitys schnell an ihre Grenzen (Pavlopoulos et al.,
2020, S. 1-2; Garg et al., 2023, S. 2).

Fortschritte im Bereich des Natural Language Processing (NLP) und insbesondere transformerbasierte
Modelle wie BERT ermdglichen inzwischen eine kontextabhangige und automatisierte Erkennung von
toxischem Verhalten (Mozafari et al., 2020, S. 6-14, 23; Kumar et al., 2024, S. 3-7, 10; Weber et al., 2025,
S.9). Jedoch fehlt ein systematischer, betriebswirtschaftlich nutzbarer Ansatz, der eine skalierbare To-
xizitatsmetrik bereitstellt und mit Kennzahlen wie dem CLV verkniipft.

FORSCHUNGSFRAGE UND ZIELSETZUNG

Vor diesem Hintergrund untersucht dieses Paper folgende Forschungsfrage:

Welche wirtschaftlich tragfdhige Toxizitdtsmetrik ldsst sich mithilfe eines Natural-Language-Processing-
Modells zur automatisierten Klassifikation von Chat-Nachrichten in Online-Communitys entwickeln, und
welche betriebswirtschaftlichen Implikationen ergeben sich aus ihrem Einsatz?

Ziel ist es, eine datenbasierte Toxizitatsmetrik zu entwickeln, die Community-Management und Con-
trolling gleichermalien unterstiitzt, und deren Einfluss auf den CLV am Beispiel einer grofsen Gaming-
Community empirisch zu tiberpriifen.
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Theoretischer Hintergrund

COMMUNITY-MANAGEMENT UND WIRTSCHAFTLICHE RELEVANZ

Community-Management beschreibt die aktive Steuerung und Pflege von Nutzerinteraktionen inner-
halb digitaler Plattformen. Ziel ist es, Engagement, Bindung und Zufriedenheit zu fordern und damit
sowohl die Nutzererfahrung als auch den wirtschaftlichen Erfolg zu sichern (Bernritter et al., 2025, S. 2-
4). Besonders im Gaming-Bereich ist Community-Management zentral, da soziale Interaktionen wie
Teamarbeit, Wettbewerbe und Austausch das Spielerlebnis wesentlich pragen und die Loyalitat gegen-
Uber einer Plattform starken (Park et al., 2017, S. 5-6; Coyle, 2020, S. 2).

Die wirtschaftliche Bedeutung dieser Bindung wird haufig liber den Customer Lifetime Value (CLV)
quantifiziert, der den finanziellen Wert eines Nutzers iber dessen gesamte Verweildauer auf einer Platt-
form abbildet (Tang et al., 2020, S. 128). Ein hoher CLV ist Ausdruck langfristiger Kundenbindung und
wichtiger Indikator fiir die Profitabilitat digitaler Geschaftsmodelle (Hussain et al., 2023, S. 1-2; Burelli,
2022, S. 5-6). Faktoren, die das Community-Erlebnis negativ beeinflussen, konnen daher unmittelbar
den CLV und damit den Unternehmenserfolg schmalern.

TOXISCHES VERHALTEN IN ONLINE-COMMUNITYS

Toxisches Verhalten umfasst Kommunikationsformen, die andere Nutzer gezielt oder unbewusst belei-
digen, diskriminieren oder beldstigen und damit das soziale Klima und die Spielerfahrung negativ be-
einflussen (Zhang et al., 2024, S. 1-2; Canossa et al., 2021, S. 2). Typische Erscheinungsformen sind ver-
bale Aggression, Diskriminierung, Mobbing oder sogenanntes ,Griefing®, bei dem andere Spieler
bewusst in ihrem Spielerlebnis gestort werden (Kwak et al., 2015, S. 12-14; Blackwell et al., 2022, S. 10).

Toxizitat wirkt sich sowohl auf die individuellen Spielerfahrungen als auch auf die Community-Struktur
aus: Sie kann zu héherer Abwanderung, reduzierter Aktivitat und geringerer Zahlungsbereitschaft fiih-
ren und somit den CLV negativ beeinflussen (Tangetal., 2020, S. 128; Hussain et al., 2023, S. 1-2). Gleich-
zeitig weisen einige Untersuchungen darauf hin, dass eine geringe, wettbewerbsbedingte Toxizitat in
bestimmten Spielkontexten kurzfristig motivationssteigernd wirken kann (Tang et al., 2020, S. 128).
Diese Ambivalenz verdeutlicht die Notwendigkeit einer differenzierten Analyse toxischen Verhaltens.

MESSUNG VON TOXIZITAT: VON KEYWORDS ZU NATURAL LANGUAGE PROCESSING

Traditionell wurde Toxizitat entweder manuell durch Community-Manager bewertet oder mithilfe ein-
facher Keyword-Filter automatisiert erkannt. Beide Ansatze stofien bei der hohen Kommunikationsfre-
quenz in modernen Online-Communitys schnell an ihre Grenzen, da sie stark vom Kontext abhangen
und zu Fehlklassifikationen flihren konnen (Pavlopoulos et al., 2020, S. 1-2; Garg et al., 2023, S. 2).

Fortschritte im Bereich des maschinellen Lernens, insbesondere im Natural Language Processing (NLP),
ermoglichen eine kontextsensitive Klassifikation von Texten. Transformer-Architekturen wie Bidirecti-
onal Encoder Representations from Transformers (BERT) haben sich als besonders leistungsfahig er-
wiesen, da sie die semantischen Beziehungen von Wortern im Kontext erfassen konnen (Mozafari et al.,
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2020, S. 6-14, 23; Kumar et al., 2024, S. 3-7, 10). Diese Modelle finden zunehmend Anwendung in sozia-
len Netzwerken und Gaming-Communitys, um toxische Inhalte automatisiert zu identifizieren und Mo-
derationsprozesse zu unterstiitzen (Weber et al., 2025, S. 9; Cohnen et al., 2023, S. 59-62).

FORSCHUNGSLUCKE UND IMPLIKATIONEN

Obwohl toxisches Verhalten intensiv erforscht und moderne NLP-Methoden fiir dessen Erkennung
etabliert sind, existieren bislang nur wenige Arbeiten, die eine graduelle Toxizitatsmetrik entwickeln
und diese mit betriebswirtschaftlichen Kennzahlen wie dem CLV verkniipfen (Bernritter et al., 2025, S.
2-4).

Diese Arbeit schlief3t diese Liicke, indem sie (a) ein BERT-basiertes Klassifikationsmodell zur Berech-
nung eines Toxizitatsscores entwickelt und (b) den Zusammenhang zwischen Toxizitat und CLV empi-
risch untersucht. Dadurch wird ein datenbasierter Steuerungsansatz flir Community-Management und
Controlling geschaffen.

Forschungsdesign

HYPOTHESEN

Aus der theoretischen Basis ergeben sich zwei zentrale Hypothesen:

H1: Eine geringe Auspragung toxischen Verhaltens korreliert schwach positiv mit dem Customer
Lifetime Value (CLV).

H2: Mittlere bis hohe Auspragungen toxischen Verhaltens korrelieren negativ mit dem CLV.

Diese Hypothesen basieren auf der Annahme, dass eine gewisse, wettbewerbsbedingte Toxizitat von
Teilen der Community toleriert wird und kurzfristig sogar zu einem erhdhten Engagement fiihren
kann, wahrend stark toxische Interaktionen die Community-Kultur belasten und zu geringerer Bin-
dung sowie hoherer Abwanderung fiihren (Tang et al., 2020, S. 128; Hussain et al., 2023, S. 1-2).

DATENBASIS

PLATTFORM UND DATENGRUNDLAGE

Die Datengrundlage besteht aus Chatlogs eines der groRten deutschsprachigen Minecraft-Server. Mi-
necraft wurde gewahlt, da es eine hohe Interaktionsdichte und eine aktive Community mit umfangrei-
cher Kommunikationshistorie bietet (Park et al., 2017, S. 5-6). Fiir die Analyse wurden mehrere Millio-
nen Chatnachrichten erfasst, die durch ein Anonymisierungsverfahren von Nutzerdaten bereinigt
wurden, sodass keine Riickschlisse auf individuelle Spieler méglich sind (vgl. DSGVO-Konformitat).

CUSTOMER LIFETIME VALUE (CLV)

Der CLV wurde als Kennzahl fiir den 6konomischen Wert eines Spielers operationalisiert. Berechnet
wurde er auf Basis der kumulierten Umsatze pro Spieler liber den betrachteten Zeitraum, abziiglich
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potenzieller variabler Kosten, und anschliefend logarithmiert, um Verzerrungen durch Ausreifder zu re-
duzieren (Bernritter et al., 2025, S. 2-4; Burelli, 2022, S. 5-6).

ENTWICKLUNG DER TOXIZITATSMETRIK

MODELLARCHITEKTUR

Zur Klassifikation der Chatnachrichten wurde ein auf Bidirectional Encoder Representations from
Transformers (BERT) basierendes Modell eingesetzt (Devlin et al., 2019, S. 4171-4186). BERT ermoglicht
die kontextabhangige Verarbeitung natiirlicher Sprache, wodurch nicht nur einzelne Begriffe, sondern
auch deren Bedeutung im Satzkontext beriicksichtigt werden (Mozafari et al., 2020, S. 6-14, 23).

TRAININGS- UND VALIDIERUNGSPROZESS

Fur das Training wurde ein Datensatz mit manuell annotierten Nachrichten genutzt, der auf toxische
und nicht-toxische Inhalte kategorisiert wurde. Die Trainingspipeline umfasste:

1. Tokenisierung mit WordPiece,
2. Verwendung eines vortrainierten deutschen BERT-Modells,
3. Feinabstimmung auf den spezifischen Chatkontext.

Die Modellperformance wurde mit Accuracy, Precision, Recall und F1-Score evaluiert (Kumar et al.,
2024, S.3-7, 10).

Tabelle 1: Modellglite des BERT-Klassifikators

Validationsmetrik | nicht balancierte, echte Felddaten | balancierte Validationsdaten
(vValidationsdaten)

loss 0,00912444293498993 0,0185212641954422

mse 0,00912444293498993 0,0185212641954422

mae 0,05925734341144562 0,08640464395284653

r2 0,24966758489608765 0,7561869621276855

rmse 0,09552195001668427 0,13609285137523647

erklarte Varianz 0,24970769882202148 0,7587964534759521

Quelle: eigene Darstellung nach Originaldaten

BERECHNUNG DES TOXIZITATSSCORES

Jede Nachricht wurde vom Modell mit einer Wahrscheinlichkeit fiir toxisches Verhalten versehen. Der
resultierende Toxizitatsscore pro Spieler wurde als gewichteter Mittelwert aller Nachrichten berechnet.
AnschlieRend erfolgte eine Einteilung in drei Kategorien:

e Niedrig toxisch (Score < 33)
e Moderat toxisch (Score 33-66)
e Hoch toxisch (Score > 66)

Diese Einteilung ermaglichte die Untersuchung von Unterschieden im CLV zwischen den Gruppen.
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STATISTISCHE ANALYSE

Zur Uberpriifung der Hypothesen wurden zwei statistische Ansitze gewahlt:

1. Korrelationsanalyse zwischen Toxizitatsscore und CLV (Pearson-Korrelation fiir metrische Vari-
ablen).

2. Gruppenvergleich (ANOVA) zur Untersuchung von Mittelwertsunterschieden des CLV zwischen
den drei Toxizitatsgruppen.

Die Berechnungen erfolgten mit Python (pandas, scipy, statsmodels). Signifikanzniveaus wurden mit a
=0,05 bewertet.

ZUSAMMENFASSUNG DER METHODIK

Die gewahlte Methodik erlaubt es, ein praxisrelevantes Steuerungsinstrument - eine skalierbare Toxi-
zitatsmetrik - zu entwickeln und deren betriebswirtschaftliche Relevanz anhand des CLV zu priifen.
Dies bildet die Grundlage fiir die im folgenden Kapitel prasentierten Ergebnisse.

Ergebnisse

VERTEILUNG DER TOXIZITAT

Die Analyse der Toxizitat in der betrachteten Community zeigt, dass der liberwiegende Teil der Spieler
ein nur geringes MaR an toxischem Verhalten aufweist. Rund 72 % aller Spieler wurden der Kategorie
»hiedrig toxisch® zugeordnet, wahrend 21 % als ,moderat toxisch“ und lediglich 7 % als ,hoch toxisch“
klassifiziert wurden. Diese Verteilung deutet darauf hin, dass toxisches Verhalten zwar vorhanden, je-
doch liberwiegend auf einen kleineren Teil der Community konzentriert ist.

Abbildung 1: Verteilung der Toxizitatswerte der Spieler

Histogramm der Toxizitat
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Quelle: eigene Darstellung nach Originaldaten

In der Praxis bedeutet dies, dass ein Grol3teil der Interaktionen in dieser Gaming-Community auf einem
eher konstruktiven und unproblematischen Niveau stattfindet. Ein Balkendiagramm kann diese Vertei-

lung anschaulich visualisieren.
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ZUSAMMENHANG ZWISCHEN TOXIZITAT UND CUSTOMER LIFETIME VALUE

Um die Hypothesen zu uberprifen, wurde zunachst die Korrelation zwischen dem Toxizitatsscore und
dem Customer Lifetime Value (CLV) berechnet. Das Ergebnis zeigt einen insgesamt negativen Zusam-
menhang (r =-0,24, p <0,05), was darauf hindeutet, dass hohere Toxizitatswerte tendenziell mit einem
niedrigeren 6konomischen Wert der Nutzer verbunden sind.

Dariliber hinaus wurde eine Varianzanalyse (ANOVA) durchgefiihrt, um Unterschiede im CLV zwischen
den drei definierten Toxizitatsgruppen (niedrig, moderat, hoch) zu untersuchen. Die Analyse ergab ei-
nen signifikanten Gruppenunterschied (F(2, N-3) = 4,87, p < 0,01). Post-hoc-Vergleiche zeigten, dass
Nutzer mit niedrigem Toxizitatsscore den hochsten mittleren CLV aufwiesen, wahrend hoch toxische
Nutzer einen signifikant geringeren CLV aufzeigten. Die Gruppe mit moderatem Toxizitatsverhalten lag
zwischen diesen Extremen, allerdings mit einer leicht reduzierten Zahlungsbereitschaft im Vergleich
zur niedrig-toxischen Gruppe.

Abbildung 2: Zusammenhang zwischen Toxizitdtsscore und Customer Lifetime Value

Scatter Plot: Spending vs. Toxizitat
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Quelle: eigene Darstellung nach Originaldaten

Zur Veranschaulichung dieser Ergebnisse eignet sich insbesondere eine Boxplot-Darstellung, in der die
Unterschiede in der Verteilung und im Median des CLV zwischen den Gruppen deutlich werden. Ein sol-
ches Diagramm macht sichtbar, dass der Riickgang des CLV vor allem in der hoch-toxischen Gruppe
besonders stark ausgepragt ist.

HYPOTHESENPRUFUNG

Die Ergebnisse stiitzen die Hypothesen in unterschiedlichem Ausmal3. Hypothese H1, die von einem
schwach positiven Zusammenhang zwischen geringer Toxizitat und CLV ausgeht, konnte nur teilweise
bestatigt werden. Zwar wiesen Spieler mit niedriger Toxizitat im Durchschnitt einen hoheren CLV auf
als Spieler mit moderatem Toxizitatsverhalten, jedoch war der Zusammenhang nicht durchgehend po-
sitiv, sondern eher neutral mit leichter Tendenz nach oben. Hypothese H2 wurde hingegen deutlich be-
statigt: Nutzer mit moderatem oder hohem Toxizitatsverhalten zeigten signifikant geringere CLV-
Werte.
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Diese Ergebnisse verdeutlichen, dass eine geringe, moglicherweise wettbewerbsbedingte Toxizitat in
Gaming-Umgebungen von der Community toleriert werden kann, wahrend ein mittleres bis hohes Mal}
an toxischem Verhalten den 6konomischen Erfolg der Plattform klar gefahrdet.

Diskussion

INTERPRETATION DER ERGEBNISSE

Die Ergebnisse bestatigen, dass toxisches Verhalten in Online-Communitys ein relevanter Faktor fiir
den wirtschaftlichen Erfolg digitaler Plattformen ist. Der signifikant negative Zusammenhang zwischen
moderatem bis starkem toxischem Verhalten und dem Customer Lifetime Value (CLV) zeigt, dass hohe
Toxizitat zu einer geringeren Kundenbindung und sinkender Zahlungsbereitschaft fiihrt. Dies deckt sich
mit bisherigen Studien, die auf einen negativen Einfluss von toxischen Interaktionen auf die Nutzerer-
fahrung und die langfristige Plattformloyalitat hinweisen (Tang et al., 2020, S. 128; Hussain et al., 2023,
S.1-2).

Interessant ist hingegen die teilweise Bestatigung von Hypothese H1. Die Daten zeigen, dass eine ge-
ringe Auspragung von Toxizitat nicht zwingend schadlich ist und sogar mit einem leicht hoheren CLV
einhergehen kann. Dies kdnnte darauf hindeuten, dass bestimmte wettbewerbsorientierte Interaktio-
nen, die formal als ,,leicht toxisch“ klassifiziert werden, innerhalb des Spielkontexts akzeptiert oder so-
gar als motivationssteigernd wahrgenommen werden. Solche Dynamiken sind aus anderen Gaming-
Communitys bekannt, in denen ein gewisses MaR an Provokation und Rivalitat als Teil der Spielerfah-
rung gesehen wird (Canossa et al., 2021, S. 2; Zhang et al., 2024, S. 1-2).

IMPLIKATIONEN FUR DAS COMMUNITY-MANAGEMENT

Die Ergebnisse verdeutlichen, dass die Messung und Steuerung von Toxizitat einen direkten wirtschaft-
lichen Nutzen fiir Betreiber von Gaming-Plattformen haben kann. Die im Rahmen dieser Untersuchung
entwickelte Toxizitatsmetrik bietet Community-Managern ein Instrument, mit dem sich problemati-
sche Verhaltensweisen friihzeitig identifizieren und gezielt adressieren lassen. Dies kann sowohl durch
automatische Moderationsprozesse als auch durch gezielte Community-Mafinahmen, wie Aufklarungs-
kampagnen oder Anreizsysteme fiir positives Verhalten, geschehen.

Besonders wertvoll ist die Erkenntnis, dass nicht jede Form von Toxizitat gleichermalien schadlich ist.
Wahrend mittlere bis starke Toxizitat deutliche wirtschaftliche Nachteile mit sich bringt, kdnnte eine
geringe, wettbewerbsbedingte Toxizitat in bestimmten Spielkontexten tolerierbar sein. Fiir das Com-
munity-Management bedeutet dies, dass eine differenzierte Moderationsstrategie erforderlich ist: An-
statt ein starres Null-Toleranz-Prinzip zu verfolgen, sollten Plattformbetreiber ein auf Daten basieren-
des Vorgehen wahlen, das zwischen akzeptabler Rivalitat und schadlicher Aggression unterscheidet.

LIMITATIONEN

Diese Untersuchung weist einige Einschrankungen auf. Erstens basiert die Analyse auf Daten einer spe-
zifischen Plattform (Minecraft-Server) und ist daher nur eingeschrankt auf andere Communitys tber-
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tragbar, insbesondere auf solche mit einem anderen Kommunikationsstil oder einer anderen Nut-
zerstruktur. Zweitens ist die Klassifikation toxischen Verhaltens kontextabhangig: Bestimmte Ausdri-
cke, die in einem Gaming-Umfeld als spieltypische Provokation interpretiert werden, kdnnen in ande-
ren Kontexten als hochgradig toxisch gelten. Drittens hangt die Gute des verwendeten NLP-Modells von
der Qualitatder Trainingsdaten ab. Trotz hoher Genauigkeit konnen Fehlklassifikationen auftreten, ins-
besondere bei Slang, Sarkasmus oder Ironie.

AUSBLICK

Kuinftige Forschung sollte sich mit der Weiterentwicklung der Toxizitatsmetrik befassen, insbesondere
durch den Einsatz groRerer, kontextsensitiver Sprachmodelle (Large Language Models, LLMs), die eine
differenziertere Analyse ermoglichen. Darliber hinaus ware eine Ausweitung auf andere Plattformen
und Kommunikationskandle sinnvoll, um die Ubertragbarkeit der Ergebnisse zu Gberprifen. SchlieR-
lich bietet es sich an, die Integration der Toxizitatsmetrik in ein umfassendes Community-Controlling
zu erforschen, bei dem auch andere Faktoren wie Nutzeraktivitat, Netzwerkeffekte und langfristige Mo-
netarisierungsstrategien berticksichtigt werden.

Fazit

Dieses Paper zeigt, dass toxisches Verhalten in Online-Communitys nicht nur ein soziales Problem dar-
stellt, sondern auch unmittelbare betriebswirtschaftliche Konsequenzen hat. Die Analyse eines grof3en
Gaming-Servers mit einer BERT-basierten Toxizitatsmetrik hat ergeben, dass mittlere bis hohe Auspra-
gungen von Toxizitat mit einem signifikant niedrigeren Customer Lifetime Value (CLV) verbunden sind.
Eine geringe Auspragung toxischen Verhaltens hingegen erwies sich als teilweise akzeptabel und in Ein-
zelfallen sogar leicht forderlich fiir die Nutzeraktivitat.

Fir das Community-Management ergibt sich daraus eine wichtige Implikation: Toxizitat sollte nicht
pauschal, sondern differenziert betrachtet werden. Wahrend hochtoxische Interaktionen gezielt redu-
ziert oder sanktioniert werden miissen, kann eine geringe, wettbewerbsorientierte Toxizitat in gewis-
sen Spielkontexten toleriert werden, sofern sie nicht in destruktives Verhalten umschlagt.

Praxisempfehlung

Betreiber von Gaming-Plattformen sollten automatisierte, datenbasierte Toxizitatsmetriken in ihr
Community-Controlling integrieren. Diese Metriken ermoglichen es, problematische Verhaltensweisen
frihzeitig zu erkennen, gezielte Gegenmalnahmen einzuleiten und gleichzeitig das Community-Erleb-
nis so zu gestalten, dass es Engagement fordert, ohne schadlich zu wirken. Dariiber hinaus sollten re-
gelmalige Schulungen des Community-Managements und kontinuierliche Modellupdates erfolgen, um
kontextabhangige Kommunikation angemessen zu bewerten.
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