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\\ Abstract

The discourse on automation and artificial intelligence (AI) highlights the critical yet underex-

plored role of data work. While previous studies have focused on data work in the production 

of AI systems, this article investigates its significance in subsequent implementation phases. 

Drawing on two in-depth case studies from traditional industries in Germany – one in man-

ufacturing and one in administration – we explore the labor and power dynamics inherent in 

these processes. Our findings reveal that AI implementation necessitates additional data work 

which cannot be outsourced due to its reliance on organization-specific knowledge. This de-

pendency fosters new labor relations and power dynamics among development companies, or-

ganizational management, and workers, often leading to tensions and negotiation challenges. 

We introduce the concept of data work facilitation to describe the unique labor emerging from 

these dependencies and identify potentials for a new power resource workers could employ – 

data work bargaining power. 
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1 Introduction
In discussions on automation and artificial intelligence (AI), critical social research has brought 

to the fore the criticality, complexity, and conditions of human labor that enable the develop-

ment of AI-based systems. This is often described using the concept of data work. Inspired by 

these critical interrogations, we argue that data work does not only play a significant role in the 

development phase of AI systems but also in their subsequent implementation and customi-

zation phases within organizations. These are key moments along the AI supply chain, which, 

however, remained less empirically investigated so far. The functioning of AI systems is often 

crucially dependent on the data input from within implementing organizations, necessitating 

workers’ involvement in the production, curation, and analysis of such data. 

In our article, we investigate data work in AI implementation processes in companies. More spe-

cifically, we explore how the introduction of AI systems into organizational processes and labor 

practices requires extensive work connected to the production, curation, and evaluation of data 

and to the facilitation of such data work. We identify emerging dependencies between actor 

groups involved in implementation phases of AI-based technologies, namely the development 

companies, the management of the implementing organizations, and workers as new users of 

AI systems. We also shed light on the power dynamics that emerge in such AI implementation 

phases. Because the implementation and customization of AI systems within organizations re-

quire organization-specific knowledge and skills to integrate, curate, and evaluate data from 

internal processes, such data work cannot be easily outsourced. Due to this constitutive depen-

dency, the implementing and developing companies rely on workers in implementing organi-

zations to conduct data work. We suggest describing this dynamic as data work facilitation and 

analyze how it is negotiated in practice. 

To understand data work in AI implementation processes, our work is guided by two research 

questions. RQ1: What forms of data-related work are required in AI implementation processes 

in organizations and what labor relations emerge? RQ2: What power relations and dependen-

cies characterize organizational AI implementation processes? 

Empirically, our article adds to a deeper understanding of the dynamics, actor constellations, 

and conditions of data work in AI implementation processes through an analysis of two in-

depth case studies of such implementation processes in companies in traditional industries 

in Germany. In the first case, an AI system is introduced to a manufacturing work context to 

identify machine malfunction and measure machine performance. In the second case, an AI 

system is introduced to an administrative work context, analyzing how processes are conducted 

and identifying optimization potential. Despite significant differences between the two cases, 

we identify increasing importance of workers’ participation in related data work tasks for the 

developing company and the implementation companies’ management, leading to changing 

power dynamics between involved actors, and potentials for conflicts in the introduction phase 

of AI-based systems. 
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Conceptually, we engage with two strands of research. Firstly, we engage with research that in-

vestigates human labor that facilitates the functionalities of AI systems, including data work 

(Muldoon et al., 2024; Miceli et al., 2022; Newlands, 2021; Gray & Suri, 2019). Secondly, we con-

tribute to research on data work in ‘end use’ contexts within organizations that increasingly in-

tegrate data and AI-based technologies (Jarke & Büchner, 2024; Donatz-Fest, 2024; Pine et al., 

2022; Bossen et al., 2019). By focusing on moments of AI implementation in conventional indus-

tries in Germany, we add empirically grounded insights into a context of data work less studied 

so far. In doing so, we contribute to research on automation and the role of AI at the workplace 

(Krzywdzinski et al., 2024; Jarrahi et al., 2021; Kellogg et al., 2020).

2 Data work from an AI implementation perspective
Contemporary AI systems are ultimately about the processing of (digital) data1 in increasingly 

advanced ways. In theory, these forms of processing data are intended to mirror human cog-

nition. In practice, these systems combine highly advanced statistical modeling techniques in 

which part of the calculative process is given to the algorithmic system itself (Mackenzie, 2017). 

In their application, AI systems often constitute an add-on technology to an already existing 

software and hardware ecosystem. In this way, they become part of a ‘technology toolbox’ (Nitz-

berg and Zysman 2022: 1757) in which the intertwinement of algorithms, data, and platforms 

plays a crucial role. The data input remains, nonetheless, one of the most significant chokepoints 

that influences the functionalities of AI systems. From this perspective, ‘[d]ata is the critical in-

frastructure necessary to build Artificial Intelligence (AI) systems. Data largely determines per-

formance, fairness, robustness, safety, and scalability of AI systems’ (Sambasivan et al. 2021: 1). 

Contrary to repeated calls about the rise of automation, human labor remains a key component 

in developing, operating, and maintaining data- and AI-based systems (Pink et al., 2022). This is 

often discussed as data work, defined as the tasks that are concerned with the collection, classi-

fication, curation, and labeling of data. In recent years, research has studied the criticality, com-

plexity, and conditions of such human labor and showed how it is distributed among a globally 

dispersed workforce and structured by power asymmetries and precarious working conditions 

(e.g. Muldoon et al. 2024; Ahmad 2023; Miceli et al. 2022; Gray and Suri 2019). Research increas-

ingly attends to human labor and data work specifically in ‘end use’ contexts of algorithmic and 

AI-based systems (e.g. Jarke and Büchner 2024; Donatz-Fest 2024; Pine et al. 2022; Bossen et 

al. 2019) and emphasizes that additional data-related tasks emerge in the introduction of new 

technologies into organizational processes. 

1 In this context, we understand ‘data’ primarily as digital data. For reasons of simplicity, we speak only of data except in those cases in which 
other forms of data are addressed.
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In this section, we engage with these two strands of literature on human labor along different 

phases of AI supply chains, in which ‘several actors contribute towards the production, deploy-

ment, use, and functionality of AI technologies’ (Cobbe, Veale, and Singh 2023: 1). Whereas the 

first strand of literature emphasizes the role of outsourced, invisibilized, and precarious data 

work conditions, it does not engage further with the data work in the implementation phase. 

The second strand of the literature that focuses on these implementation processes does not 

discuss, however, the role of data work within companies in which these systems become em-

bedded. The implementation of new technologies within companies affects existing forms of 

work organization, labor process, and managerial control, a process that is always conflictual 

and demands negotiations between the affected actors (Krzywdzinski et al., 2024; Bailey & Bar-

ley, 2020; Kellogg et al., 2020). In the following section, we engage constructively with the exist-

ing literature on data work and outline three levels of analysis that particularly shape data work 

in the implementation phase of AI systems in corporate settings. These underline a contested 

need to mobilize data work responsibilities in AI implementation processes that increasingly 

transgresses the organizational boundaries of developing and implementing companies. Build-

ing upon these research insights and our empirical observations, we make a conceptual contri-

bution that centers the power dynamics that arise in data work within implementation phases 

of AI-based systems.2 

2.1 Data work in the production and maintenance of AI systems

AI-based systems depend significantly on the quality of their underlying data sets. Machine 

learning technologies specifically need to be developed along pre-structured datasets, and the 

systems’ outputs need to be constantly evaluated and improved. In many ways, ensuring the 

quality of the datasets but also the evaluation of the accuracy of AI models remains a specialized 

time- and labor-intensive activity. Since many organizations lack the expertise and resources 

for doing these activities at the scale needed, this has led to the development of a global, com-

plex network of AI supply chains (Cobbe et al. 2023) in which manifold forms of human labor 

are distributed among a dispersed workforce, mainly via business process outsourcing (BPO) 

companies and digital platforms (Muldoon et al., 2024).

This includes human labor in the production of AI systems, often described as data work (Mul-

doon et al., 2024; Miceli & Posada, 2022; Newlands, 2021), in content moderation on social media 

platforms (Ahmad, 2023; Roberts, 2021), and in facilitating various other AI-based and digital 

services (Newlands, 2021; Gray & Suri, 2019). While development companies often attempt to 

invisibilize such labor ‘behind’ the systems’ interfaces (Newlands, 2021), critical research has 

investigated and brought to the fore the labor conditions, power dynamics, and actor constel-

lations of such work. Researchers have investigated how the various forms of human labor en-

abling such technologies are embedded in organizational and broader structural power asym-

2 While we conceptually and empirically center implementation phases of AI-based systems and consider them key moments along AI 
supply chains, we acknowledge the dynamic, iterative, and intertwined modes of developing and deploying such technologies.
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metries. These power dynamics determine how outsourced and globally dispersed data work is 

conducted (Miceli et al. 2022; Ahmad 2023). At the same time, some forms of contestation and 

resistance within outsourced, platform-organized labor exist (Vilasís-Pamos et al., 2024; Ferrari 

& Graham, 2021; Irani & Silberman, 2013).

Attending to the complexity of human labor for AI systems, scholars have developed different 

typologies to make sense of such work along AI supply chains (Muldoon et al., 2024; Posada et al., 

2023; Newlands, 2021; Tubaro et al., 2020). Concerning data work in the production of AI systems 

specifically, Muldoon et al. (2024) distinguish different types of internal and external ‘AI data 

work’ (crowdsourced/self-employed, employed) and types of ‘AI data work institutions’ (compa-

nies, platforms, BPO centers) along an ‘AI data pipeline,’ which they define as ‘the set of data pro-

cessing activities necessary to integrate datasets into the training and testing of machine learn-

ing models’ (Muldoon et al. 2024: 2). An AI data work institution describes ‘an organisation that 

arranges for AI data work to be undertaken either by employees of the organisation within a des-

ignated facility or by geographically dispersed independent contractors’ (Muldoon et al. 2024: 4).

Even though Muldoon et al. (2024: 8) discuss ‘internal data services’ through which ‘AI compa-

nies may also employ in-house workforce,’ the focus still lies on the production of AI systems. 

Shestakofsky (2024: 11) emphasizes that ‘data work is increasingly performed in organizational 

settings that provide structures designed to increase the consistency and accuracy of output.’ 

However, the implementation of AI systems into already existing work organizations requires 

adaptation to the organization and its labor process. This alignment and ‘fine tuning’ process 

demands additional data work in between the implementing and developing company. Here, 

both workers of the developing organizations and particularly workers of the implementing or-

ganizations interact with different interfaces of an AI system, and tasks related to the produc-

tion, curation, and evaluation of data often add to their existing workloads. In this customization 

and adaptation phase of AI systems, which Newlands (2021) describes as ‘AI coproduction,’ actor 

constellations and power dynamics emerge that are different from the AI production phase.

In this paper we focus on data-related work tasks, power dynamics, and actor constellations 

in the implementation of AI systems, an empirically less studied part of the AI data pipeline. 

Thereby, we conceptually distinguish between demands for customization, the role of data 

work from within the implementing companies, and the inter-firm relations in evaluating the 

systems’ functionalities. 



#50 Dynamics of Data Work in AI Implementation Processes \ 9

2.2 Data work in the digital transformation of organizations

While existing research has centered the organization of data work via digital platforms and 

BPO companies, the dynamics of data work within organizations in digitalization processes 

remain less studied. Especially researchers in the sociology of organizations have investigat-

ed how organizations and organizational practices become increasingly datafied and algorith-

mized (Jarke & Büchner, 2024; Kostis et al., 2024). The process of datafication, in turn, influences 

how organizations function, how knowledge is processed, and how labor processes are restruc-

tured (Alaimo & Kallinikos, 2022; Alaimo et al., 2020). In contrast to data work organized via dig-

ital platforms and BPO companies, data work in digitalizing organizations receives a broader 

meaning relating to all kinds of practices through which data is made ‘useful and meaningful’ 

(Pine et al. 2022: 1). The dissemination of data-based technologies in organizations thereby of-

ten leads to a distribution of data work tasks among workers across different roles (Jarke and 

Büchner 2024: 2). Here, data work encompasses highly diverse tasks and activities that often 

become an additional responsibility and increase in workload. At the same time, they are crucial 

in datafication processes of organizational procedures.

Investigating datafication in the public sector, Jarke and Büchner (2024), for instance, devel-

op the notion of ‘data care arrangements’ to describe the contingent coordination of hetero-

geneous data work tasks that are often mundane but become crucial for digitalizing organiza-

tions. Thereby, they emphasize the different ways in which actors in organizations may take on 

responsibility for data-related work by ascribing meaning and value to it, for instance by con-

sidering data to be self-evident or actionable (Fiore-Gartland and Neff 2015 in Jarke & Büchner 

2024: 4). As Jarke and Büchner (2024: 5) point out, datafication processes in organizations can 

often entail conflicts, as understandings of the aims and implications of datafication may differ 

across organizational departments and actor groups that are disparately affected by such pro-

cesses and the work they entail. This points to a need to facilitate these work tasks within and 

in between organizations that develop and implement AI systems and offers a perspective at-

tentive to conflicts between actor groups involved in data work in AI implementation processes. 

Jarke and Büchner (2024) discuss ‘data care arrangements’ in public sector organizations. In 

companies, the managerial control of the labor process and work organization is often more 

distinct (Vidal, 2022). This becomes especially apparent with regard to rationalization and opti-

mization goals underlying the introduction of digital technologies, goals that are also mediated 

through the use of these systems. In contrast to data work in the public sector, data work here 

takes place at the intersection between the rationalization and control imperatives of profit-ori-

ented companies (Nies, 2021). This points to recent discussions on algorithmic management 

systems in which the role of data science expertise remains dependent on domain knowledge 

from within the implementing companies (Krzywdzinski et al. 2024).
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In addition, the development and subsequent integration of domain- and organization-specif-

ic AI systems often constitutes a knowledge problem for involved actor groups, as significant 

information on the systems’ potential functionalities can be determined only within the imple-

mentation process (Kostis et al. 2024). This relates to potential conflicts stemming from ‘igno-

rance of domain knowledge, domain specificities, and of the availability, features, and meanings 

of existing data, but also to ignorance of AI possibilities and limitations’ (Kostis et al. 2024: 39). 

Here, organizations are confronted with the challenge of bridging such divides between domain 

knowledge and technical knowledge (Kostis et al. 2024: 40) in AI implementation and custom-

ization phases. To solve this knowledge problem, system developers and the involved actors in 

the implementation context need to work together to achieve an integration between domain 

and technical knowledge. In this context, data work, embedded in organization-specific knowl-

edge, constitutes an increasingly important aspect in the integration and adaptation of AI-based 

systems in organizations. Thinking about data work as part of contested control mechanisms 

within organizations and the contingent mobilization of responsibilities for data work allows us 

to understand the specific dependencies and power dynamics that arise between actor groups 

in the implementation of digital technologies.

2.3 Data work in the implementation of AI systems in organizations

The functionalities of algorithmic systems are significantly influenced by the quality of their un-

derlying data and the meticulousness with which this data is produced and curated, while ‘poorly 

curated data may magnify biases or inaccuracies in later stages’ (Muldoon et al. 2024: 8). In many 

cases, context-specific customization of AI systems is required to adapt them to the unique re-

quirements and nuances of an organization, which underlines the importance of organization-

al context-specific data production and integration of such data into AI systems. Hence, while 

digital data can increasingly transgress organizational boundaries and ‘decenter organizations’ 

(Alaimo & Kallinikos, 2022), we underline that in the development and deployment of AI systems, 

organization-specific data remains crucial and its production and curation oftentimes labor-in-

tensive. Pre-trained AI models need to be further trained on data sets from the particular orga-

nization to create outputs that are meaningful and accurate for that organization. This becomes 

even more crucial as complex AI-based systems often require ongoing careful oversight of both 

inputs and outputs, since their functioning differs from more stable algorithmic systems with 

predefined rules. Research on data work in organizations that introduce data- and AI-based 

systems has increasingly attended to the particularities of such data work, but with a primary 

focus on the public sector, such as education, social work, and policing (Jarke and Büchner 2024; 

Donatz-Fest 2024; Pine et al. 2022). Less empirical attention has been placed on the dynamics of 

data work in the introduction of AI systems in private sector companies in Germany.
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As we argue, such work requires extensive resources, coordination efforts, and mobilization of 

organization-specific knowledge. Moreover, data work tasks increasingly transgress organiza-

tional boundaries in AI implementation phases, where new dependencies within and between 

the development companies and the implementing organizations arise. To more thoroughly 

make sense of the forms, complexities, and dynamics of organizational data work (Jarke et al., 

2022) in the context of AI implementation in companies, we offer three conceptual contributions.

Firstly, in line with the notion of the AI data pipeline, we suggest that such an understanding of 

the complex and interwoven ‘set of data processing activities necessary to integrate datasets 

into the training and testing of machine learning models’ (Muldoon et al. 2024: 2) can also in-

form an understanding of data-related work tasks in implementation phases of AI-based sys-

tems, while attending to the different labor conditions, power dynamics, and dependencies of 

involved actor groups in this context. Thus, we suggest expanding this concept to identify and 

contextualize human labor along a data pipeline in AI implementation.

Secondly, we suggest that the particular inter- and intra-firm relations and actor constellations 

of such data work in AI implementation require more conceptual and empirical attention. In 

our case studies, this includes workers of the development companies of these systems, the 

management of the implementing organizations, and workers in the implementing organiza-

tions. Here, the specific modes of collaboration in and between developing and implementing 

companies can significantly influence data production and quality, affecting the customization 

and functionality of AI systems. The relations and actor groups we identify differ significantly 

from other AI data work institutions (Muldoon et al., 2024), such as BPO companies and digital 

platforms in earlier phases of the AI supply chain.

Thirdly, we show that in the implementation phase of AI-based systems, crucial parts of data 

work cannot be easily distributed but have to be performed by specific employee groups within 

implementing organizations, as these tasks require organization-specific knowledge and ex-

pertise of workers. This stands in contrast to outsourceable, globally dispersed modes of spe-

cialized data work in phases of the development and maintenance of AI systems. This creates 

a new dimension of dependency of organizations on their workers, as they are required to be 

involved in data work practices, for instance in curating data, evaluating AI model outputs, and 

in communicating with machine learning engineers. This constitutive dependency results in 

two dynamics. On the one hand, we suggest understanding this dependency on workers’ spe-

cific knowledge and data work can offer spaces for a potential new power resource (Schmalz & 

Dörre, 2014; Silver, 2003), which workers might draw on to negotiate the particular conditions of 

performing these new tasks – which we suggest to understand as data work bargaining power. 

On the other hand, for development companies and the management of implementing orga-

nizations this dependency results in a necessity to undertake what we describe as data work 

facilitation. This constitutes time-intensive work with the aim to produce, curate, and evaluate 

data within organizations.
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These three conceptual aspects structure the subsequent presentation and discussion of our 

empirical cases of AI implementation processes, particularly focusing on the (inter-)organiza-

tional settings and dynamics between different involved actor groups of both developing and 

implementing companies and on shifts in power dynamics in between these groups.

3 Research design and research methods
Empirically, our analysis is based on two in-depth case studies (Priya, 2021). We follow and re-

construct the implementation process of two AI systems from development to use. More spe-

cifically, we comparatively look into their implementation processes in two different work con-

texts in Germany. The case studies come from two different industries, differ in their technical 

functionalities, interfaces, underlying data, and scenarios of use. In the first case, the AI system 

is introduced to a manufacturing context to monitor machine failure by measuring machine vi-

bration and temperature. In the second case, the AI system is introduced to administrative and 

taxation work contexts to conduct data-based productivity and optimization analyses.

The AI systems used in the two cases belong to the same category of applications: Monitoring, 

analysis, and optimization of processes. Within this subfield they represent most different cases, 

regarding types of processes and data, the domain knowledge required in the industry, and the 

professional background of involved workers in the implementing companies. In the manufac-

turing case study, the AI system monitors manufacturing processes, collecting data from physi-

cal machines and digitalizing the gathered information with the help of sensors and Internet of 

Things (IoT) technologies. The domain knowledge of this industry revolves around tissue paper 

production processes and machine maintenance, and workers have a technical background. For 

the administrative service case study, data does not need to be digitalized but is already available 

in digital formats. The AI system is applied to the handling of business process data. Workers 

involved in the projects have domain knowledge in back-office administrative tasks such as tax-

ation, quotation processes, or payroll management. Finally, the cases differ in the time period of 

implementation. In the manufacturing case, the system is intended to be used long-term, while 

in the administrative services case, the system is only implemented for a limited project phase. 

Choosing such different cases allows us to evaluate the data work, interorganizational relations, 

and power dynamics regarding their specificity or potential generalizability.

Our original qualitative empirical data consists of two elements for each case study: Semi-struc-

tured interviews and field observations gathered in a workshop with the development company 

in the administrative service case study and three company visits at the implementation com-

pany of the manufacturing case study. Our empirical data was supplemented by an analysis of 

publicly available documents to triangulate the data. Semi-structured interviews are the prima-

ry method of data collection due to the explorative nature of this study and the lack of previous 

research on data work in AI implementation in traditional industries (Brinkmann, 2020).
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In both cases, we reconstructed the functionality and scenarios of use of the AI system through 

extensive interviews (1 – 2h) with involved actors. We interviewed data scientists, machine 

learning engineers, machine maintenance experts, and project and customer relations man-

agers of the development companies and technicians, plant and company management, and 

works council members in the implementing companies. The point of entry and main focus of 

the interviews differ for both case studies. For the manufacturing case study (CS1) the users of 

the AI system in the implementing company – the machine maintenance teams – are the main 

focus of our interviews because we identified them as the main actor group involved in data 

work tasks. For the administrative service case study (CS2), the founder team of the develop-

ment company was the focus of the interviews, since they, as technical experts, are strongly in-

volved in data work tasks, separate from data production which takes place in the implementing 

company. Even though our data show greater depth for one of the two organizational contexts, 

AI development or implementation, for both case studies we consider different perspectives on 

the respective AI system and its implementation process, conducting interviews with all rele-

vant actor groups in development and implementation companies.

We conducted nine interviews for the manufacturing case study and five interviews for the ad-

ministrative service case study. The interviews were transcribed or documented as protocols and 

the transcriptions were integrated with our field notes from company visits and the workshop 

with the development company of case study 2, additional notes from the interviews themselves, 

and document analysis. For the data analysis, we followed a mix of inductive and deductive cod-

ing inspired by qualitative content analysis (Mayring, 2014). In all interviews, we looked for closer 

descriptions of the interaction with the AI system, its perceived functionalities, types of data-re-

lated tasks, and the different ways the actors were involved in the implementation process.

Table 1: Overview of interviews 

No ID Date Mode Company 

Pseudonym 

Interviewee Role In

Case Study Manufacturing 

1 CS1_1 22.03.2023 In Person TissueCo Machine Vibration  

Analyst 1, Location 1 

Germany 

2 CS1_2 22.03.2023 In Person TissueCo Technician; Machine 

Vibration Analyst 2 

Germany 

3 CS1_3 21.05.2023 Virtual Manufactu-

ringAI 

Customer Success 

Manager 

Netherlands 

4 CS1_4 11.07.2023 Virtual Manufactu-

ringAI 

Technical Success 

Manager 

USA 

5 CS1_5 06.05.2024 In Person TissueCo Head of Works Council; 

Technicians Location 2 

Germany 

6 CS1_6 06.05.2024 In Person TissueCo Production Manager 

Location 2 

Germany 

7 CS1_7 26.09.2024 In Person TissueCo ManufacturingAI’s 

‘Champion’ Location 3 

Germany 
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8 CS1_8 26.09.2024 In Person TissueCo ManufacturingAI’s 

‘Champion’; Technician 

Location 3 

Germany 

9 CS1_9 26.09.2024 In Person TissueCo ManufacturingAI’s 

‘Champion’; Maintenance 

Manager Location 3 

Germany 

Case Study Administrative services 

10 CS2_1 06.09.2023 Virtual AdminAI CTO Germany 

11 CS2_2 20.02.2024 Virtual AdminAI CEO Germany 

12 CS2_3 02.05.2024 Virtual AdminAI CEO Germany 

13 CS2_4 06.06.2024 Virtual AdminAI CEO; CTO Germany 

14 CS2_5 21.08.2024 Virtual TaxationCo Managing Partner;  

Head of IT 

Germany 

4 Case studies: Data work in the implementation of 
AI systems in manufacturing and administrative 
services

The following chapter will introduce our two case studies of AI implementation processes. 

Thereby, we will first describe the cases and highlight different customization processes and 

their dependency on respective forms of data work. We reconstruct and visualize these as a data 

pipeline in AI implementation, corresponding to the AI data pipeline in the production of AI-based 

systems (Muldoon et al., 2024). This helps us identify different kinds of data work facilitation and 

a changing division of labor that emerges between the AI system developer, the implementing 

company’s management, and the workers involved in the implementation and use of the system.

4.1 Data work in manufacturing – conflicts about mobilizing expertise

The manufacturing process has been identified as a vast source of data in recent years that can 

be used for optimization and cost saving. At the same time, manufacturing environments are a 

difficult field to collect and make sense of data when external service providers are involved, be-

cause companies often consider data on production processes competition-relevant and there-

fore sensitive information (Butollo & Schneidemesser, 2022). Even once the data privacy issue is 

resolved, the heterogeneity of machine types and generations which record data in inconsistent 

data formats requires additional work to integrate them (CS1_6) or data has to be collected anew 

by installing external sensors.
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Our first case study is a development company which we call ManufacturingAI3. Manufacturin-

gAI has developed a predictive maintenance system that performs machine and process mon-

itoring to reduce incidences of machine breakdowns and therefore loss of production capacity. 

The company employs machine learning techniques for an initial identification of anomalies in 

the data transmitted from the machines. For the monitoring, physical process data, specifical-

ly machine vibration and temperature data, are collected via sensors from the manufacturer’s 

production equipment. Based on this data, ManufacturingAI generates alerts about anomalies 

in the machine operation and suggestions on how to remedy them to optimize the production 

volume. The implementing company is a globally operating hygiene company, which we call 

TissueCo, with production locations in Germany and Europe.

TissueCo has implemented ManufacturingAI’s software to monitor the condition of its tissue 

machines. ManufacturingAI offers its customers a comprehensive service, from the installa-

tion of sensors on the machines and other hardware, to data collection, analysis, and evaluation. 

Real-time data from TissueCo’s machines is compared to the data already collected by Manu-

facturingAI across all of their projects, using machine learning to detect anomalies in machine 

functioning. ManufacturingAI’s business model and AI-based software therefore rely on access 

to customers’ physical process data and are dependent on high quality of that data.

Machine data, more specifically data from TissueCo’s machines, is the critical component for the 

machine monitoring software offered by ManufacturingAI. To arrive at the intended result – less 

machine downtime – a number of data-related tasks and processes need to be performed by work-

ers of both organizations along the data pipeline to guarantee the necessary quality of data. In this 

process, the AI system becomes customized to the specific goals of the implementing company.

At ManufacturingAI, a customer success manager (CSM), a technical success manager (TSM) and 

machine vibration analysts (VA) are involved. They work remotely on a global scale and do not 

visit TissueCo’s plants regularly. At TissueCo the company and plant management are involved, as 

they invested in the system and expect a return, yet the central actors and users of the system are 

the maintenance staff responsible for the machines monitored with ManufacturingAI’s software.

The implementation of the machine monitoring system can be divided into the following steps 

that require the execution of specific data work tasks (see also figure 1). First, sensors on the 

machines and IoT nodes in the plant are installed to make the temperature and vibration of the 

machines available in digital form. To digitize this information, ManufacturingAI sends an in-

stallation team to TissueCo’s plants to install the required hardware (CS1_1; CS1_3). Then, data is 

produced and collected automatically and sent directly to ManufacturingAI’s servers, where it is 

analyzed by a machine learning algorithm, comparing the incoming data to the historical data 

from all similar machines ManufacturingAI monitors worldwide (CS1_4). When the software 

detects a machine anomaly, it sends a notification to the machine vibration analysts of Man-

ufacturingAI who evaluate the model output: They interpret the detected anomaly and decide 

whether this is an incident that the customer should be informed about. If the alert is forward-

ed, the maintenance team and plant management at TissueCo receive a notification, inform-

3 All company names are pseudonyms (see also Table 1) to ensure the anonymity of our interview partners.



#50 Dynamics of Data Work in AI Implementation Processes \ 16

ing them about the detected issue, its location, potential causes, and suggestions for action. A 

maintenance worker then goes to the machine and evaluates the AI model output, investigates 

the issue, potentially performs repairs or schedules it for the next regular machine shutdown. 

The worker then returns to the software system and provides feedback whether the detected 

anomaly corresponded with an actual fault of the machine and how they acted on it. This feed-

back curates the AI model output.

The information on the actual situation on the shopfloor provided by the maintenance staff is 

used to improve the data produced by the machines and to retrain the machine learning al-

gorithms (CS1_4). Thus, ManufacturingAI is ‘blind’ to the actual situation on the shopfloor and 

depends on TissueCo’s workers’ assistance and knowledge to correctly interpret the AI outputs, 

as explained by a TSM from ManufacturingAI:

‘We’ll see the machine shaking, but we won’t see that the valve has closed. I’ll ask the customer, 

“Hey, did anything happen in the process to cause this machine to vibrate this much?” Then he’ll 

say, “Yes, the valve was closed by somebody mistakenly.” Then we put that into the data and into 

the platform’ (CS1_4).

The sketch of the implementation process of ManufacturingAI’s software shows that the engage-

ment of TissueCo’s maintenance staff is crucial to refine the automatically collected data and fur-

ther improve the AI system’s accuracy, as ManufacturingAI’s workers do not see what is actually 

happening with TissueCo’s physical machines. In the eyes of ManufacturingAI, the ideal customer 

is one ‘that’s engaged, involved, responding, and attending meetings […], believes in the system, 

embraces it, responds to the alerts, provides us input and insight into what he’s seeing out there, 

and what he’s hearing’ (CS1_4). In-depth knowledge about machine vibration analysis on the side 

of the customer is negligible, according to ManufacturingAI (CS1_4). This constellation makes data 

work facilitation an important component of the data pipeline, mainly performed by the CSM and 

TSM of ManufacturingAI and Manufacturing AI’s ‘champions’4 in the implementing organizations 

(CS1_7). It has the aim to engage the relevant employees to interact with the AI system so that 

they perform the necessary data work. In the implementation of ManufacturingAI’s software in 

TissueCo’s plants, data work facilitation is important mainly at two moments in the data pipeline: 

In the beginning of the project, even before the installation of the hardware, and during the data 

curation process when the verification of analysis results by TissueCo’s workers is required.

The CSM of ManufacturingAI described that the initial planning phase is a crucial moment to 

involve the actor groups that need to support the system in the long run, to guarantee what they 

understand as the successful implementation of the software. Otherwise, in their perspective, 

‘it can take years to overcome [...] resistance and to build trust’ (CS1_3) which would affect the 

quality of their interactions with the system and the quality of data. Therefore, the CSM con-

ducts workshops with the involved actor groups, explains the system’s functionalities and pos-

sible goals, and trains them in using the platform: How to interpret the alerts and how to provide 

feedback in the system (CS1_3).

4 In both case studies, the role of an internal ‘champion’ describes an employee in the implementing organization who is the main contact 
person for the developing company and responsible for the implementation process. This organizational role of a ‘champion’ is not spe-
cific to our case studies but a common strategy in technology implementation processes within organizations.
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One of TissueCo’s manufacturing plants (location 1) that employs internal machine vibration 

analysis experts in addition to their regular maintenance teams demonstrates how excluding 

relevant stakeholders in the initial phase of the project and a critical stance on the system can 

impact the interactions with it. The dependency on the mobilization of the workforce might lead 

to conflicts in the implementation. The machine vibration analysts in location 1 have used a dif-

ferent software for monitoring their machines for many years, which they find helpful in their 

work. They experienced the implementation of ManufacturingAI’s system as a top-down deci-

sion, since they were not consulted in the process, and they are interacting with Manufactuin-

gAI’s system only sporadically, mainly still relying on and preferring the old system. They have 

developed significant expertise in analyzing machine vibration and temperature data, deriving 

indicators for emerging machine breakdowns from it (CS1_1; CS1_2). This is a task Manufactur-

ingAI is taking on for their software system, making workers’ expert knowledge in this field less 

relevant in the operation of their system. 

The process in which data work facilitation is most important in the long term is the curation 

of the data by TissueCo’s maintenance staff after receiving an alert from ManufacturingAI. In 

this step of the data pipeline, the maintenance staff is required to validate or correct the alerts 

sent by ManufacturingAI’s VA’s based on the actual situation on the shop floor. Data work facil-

itation at this point is undertaken by ManufacturingAI’s TSM. They meet with the maintenance 

team and the operators of each machine and each plant in regular intervals. These meetings 

are scheduled to discuss problems and questions that might hinder TissueCo’s workers from 

engaging with the AI system and to collect further information on the maintenance activities 

on the shopfloor which might not have been communicated via the platform (CS1_4). Even for 

those maintenance workers who do not object to the system fundamentally, interacting with it 

constitutes additional work: This includes meetings with CSM and TSM, monitoring the condi-

tion of the sensors, observing the AI system, and evaluating alerts sent by ManufacturingAI’s 

VA. Having a tight schedule in general and emergency repairs to be performed can lead to de-

creased priority for engaging with ManufacturingAI’s workers and systems (CS1_2; CS1_5).

Figure 1: Data pipeline in AI implementation: Manufacturing5

5 This is a schematic representation which takes into account conceptual simplification. The actual process is more complex and not as 
linear, including iterations, overlaps, and feedback loops.
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The case study on the cooperation between ManufacturingAI and TissueCo shows the depen-

dency on new data work and facilitation tasks in the implementation process. Data work ranges 

from the installation of hardware to model output evaluation by ManufacturingAI’s VA as well 

as data curation by the maintenance staff of TissueCo. The circumstance that a specific group of 

TissueCo workers – the maintenance staff – has to make a critical contribution for the system to 

function effectively results in data work facilitation, which attempts to ensure that the mainte-

nance workers perform the required evaluations and engage with the system. Requiring work 

related to the evaluation and input of data and domain and organizational knowledge from 

within the implementing organization also results in interactions between ManufacturingAI as 

the system developer and TissueCo as the implementing company that are characterized by a 

dependency on the maintenance teams’ interactions with the system.

4.2 Data work in administrative services – conflicts about mobilizing 
acceptance

The monitoring and evaluation of administrative processes and productivity-increasing chang-

es are routine in many companies. Such evaluations are traditionally performed by internal or 

external consultancy teams who observe workers’ desktop work process and conduct interviews 

and workshops, followed by the analysis of this qualitative data by consultants, deriving sugges-

tions for improvements from the results. In the last years, software companies have started to 

develop systems to perform such time and work-intensive process evaluations based on data, 

promising to save the implementing company time and costs (CS2_1).

The development company in our second case study, AdminAI, is a software company that is 

exploring this field. Using process mining techniques, the company collects data on their cus-

tomers’ employees’ work processes, which they report in anonymized form (CS2_4). The data is 

produced by workers in their digital work processes, for example through mouse clicks and the 

use of software, e.g., during a tax filing process, the calculation of a quotation for a certain ser-

vice, or the processing of an incoming order. The software company analyzes the data, identifies 

variations in process execution, defines which approach is the most efficient, suggests which 

parts of a process could be automated to save time, and evaluates how effectively software li-

censes are used. Based on the data analysis, they provide suggestions for process optimization. 

For implementation projects, responsibilities are divided between customer relations, respon-

sible for the organizational and contractual implementation of customer projects and technical 

relations, responsible for the technical implementation and customization of AdminAI’s soft-

ware for the customer (CS2_4). From the implementing companies’ side, AdminAI’s ‘champion’ 

within the management, team leads, and most importantly, the employees in administration 

departments are involved, as the expected users of the software.
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AdminAI’s software is not used long-term within organizations but in optimization projects 

that run for a couple of weeks. Once the data collection is completed, the software is uninstalled, 

and after the data analysis is finished and suggestions for process optimization are conveyed, 

AdminAI is no longer involved. To achieve the promised results, AdminAI needs to have access 

to data that is produced by workers in their everyday work routines. It is therefore dependent on 

their consent to participate in the data production process.

The data needed to implement AdminAI’s software – digital process data produced by workers 

in administrative departments of the implementing company – shapes the data pipeline, the 

constellation of involved actors, and the required data work in the implementation process. The 

project implementation starts with the installation of AdminAI’s software on the computers of 

all workers taking part in the process evaluation project. In the initial phase of a project, Admi-

nAI runs the software for two weeks without including this data in the analysis. According to 

AdminAI, data during the first two weeks shows a certain bias as workers are more aware of the 

data collection in the background. In their work, they tend to adhere more to instructions than 

usual (CS2_4). This data is used to determine what kind of software workers use in their work. 

Together with the team lead of the respective project team, AdminAI then determines which of 

those programs should be included in the data collection. During a second phase of data collec-

tion (about one week), AdminAI develops an anonymization format that claims to make sure 

that no company internal information is included in the data production and that no personal 

information about workers can be inferred from the data (CS2_4). In a third phase, the actual 

data collection starts and runs for several weeks. According to AdminAI, the data collection does 

not produce additional work for workers, as they produce the data by performing their daily 

work (CS2_4). Subsequently, AdminAI analyzes the data, using unsupervised machine learning 

techniques to identify processes. The model output evaluation and deriving of suggestions for 

improvements is done by AdminAI’s team members manually: ‘The current situation is that a 

human has to look at it, we need human intelligence, [...]. We have this AI that has found the pro-

cess here. Now the human has to look at it and say, okay, what conclusions can I draw from this?’ 

(CS2_4). In the final phase of the project, the results of the analysis and suggestions for chang-

es are presented to the participants and the management of the implementing organization 

during a workshop. AdminAI is not involved in the following process of implementing changes.

In this case, the customization process in the implementation of the system is less about the 

data production and its control but more about the development of meaningful optimization 

recommendations. A technology-centered description of the data pipeline misses important 

aspects of work that are crucial for the implementation process. This is work attempted to facil-

itate workers’ participation in the project and work that is necessary to develop criteria to adapt 

the system’s functionality and scope for organization-specific purposes (see also figure 2).

For the implementation of AdminAI’s software, attempts to facilitate workers’ participation are 

made primarily before the start of the project. In AdminAI’s perspective, finding workers that 

agree to take part in such a project is the greatest challenge. In this context, one of the founders 

of AdminAI states, ‘as crazy as it sounds, workers are the stakeholder number one’ (CS2_3). This 

statement echoes the dependency on the digital data produced by workers that has crucial val-

ue for them and demonstrates the dependency on workers participation in the data production.



#50 Dynamics of Data Work in AI Implementation Processes \ 20

However, the participation of workers constitutes a conflictual process. One explanation for 

workers’ reluctance to participate in such projects is the nature of the data. What is collected is 

their personal work process data which creates the possibility for surveillance. The data creates 

transparency about their work routines which might not always conform to companies’ guide-

lines and allows benchmarking workers’ efficiency against each other (CS2_5). While Admin-

AI emphasizes that in practice they disable this possibility of analyzing workers’ specific data 

through anonymizing and aggregating data, this constitutes a serious concern by workers in the 

initial planning phase of the project and a reason for refusing to participate in a project (CS2_3).

Additionally, there is a concern that AI-based process optimization will intensify the workload or 

eliminate the jobs of the employee groups that participate (CS2_5). Much of the data work facilita-

tion in this case is performed by the implementation company’s management, particularly by Ad-

minAI’s ‘champion’ within the implementing organization. This includes obtaining the required 

approval from data protection officers and, if it exists, the works council. However, this only cre-

ates the basis for workers’ engagement with the project. In addition, company management has 

to invest significant time in gaining workers’ trust. According to AdminAI’s founders, this can be 

a lengthy process and projects can be terminated in this stage or even before workers are ap-

proached because the higher-level management believes the project to bear too big a risk of los-

ing workers: ‘the management sometimes blocks it, [..] [and] says, ‘yes, we think it’s really good, 

but we’re afraid that the employees will quit’ because the labor shortage is so extreme’ (CS2_4).

Once the management of the potential implementing company has found workers to partici-

pate in the project, AdminAI gets involved in attempts of data work facilitation. They conduct 

an informational workshop in which they explain the software, the scope of the data collection, 

and the project’s timeline. Effectively motivating workers to participate in the project and in-

tegrating their conditions for participation is crucial for AdminAI and the management of the 

implementing company, as the software for data collection can be switched off by users at any 

point in time during the data collection period (CS2_4).

In addition, the customization of the process recommendations of the AI system leads to a 

de-centering of the implementing organization, as they are dependent on the data analysis by 

the development company. This results in the middle management gaining decision making 

power about process design and optimization goals. As described above, the evaluation of the 

model output data and the development of possible recommendations still relies on significant 

human input. However, this input cannot come only from the data science team by AdminAI but 

needs insight from the organization-specific demands of the implementing company. Formal 

process and domain expertise from within the implementing company remains crucial to de-

velop meaningful recommendations. This is performed mainly by the middle management that 

defines optimization goals in exchange. The employees whose data is used for these analyses 

might lose influence once the system is customized.
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Figure 2: Data pipeline in AI implementation: Administrative services

The case study shows that work by both AI data work institutions – AdminAI and the implement-

ing company – and by different actors is required along the data pipeline to implement Admi-

nAI’s process evaluation software. This includes the management of the implementing com-

pany and AdminAI defining the conditions and scope of data collection in an iterative process, 

workers of the implementing company producing the data, and AdminAI evaluating the model 

outcome and developing suggestions for changes in the process. As administration workers are 

the data producers, extensive time and resources are invested to motivate them to take part in 

the project. This is work mainly performed by the implementing companies’ management, and 

AdminAI has to rely on their ability to win workers’ trust.

The availability of digital data in this case study shifts the main focus of data work towards the 

developing company while data work facilitation on the level of the employees is mainly about 

the manufacturing of acceptance. Once legal conditions and acceptance are secured, the im-

plementation of the AI system and relies less on the direct involvement of the employees. Final-

ly, there is a tendency of de-centering evaluation practices towards the developing company, 

which might result in the implementing company losing oversight over sensitive data. The inte-

gration of the management by determining process goals remains, however, an important step 

of the customization of the system.

5 Discussion
In both case studies, the AI systems are implemented with the aim to monitor, analyze, and op-

timize processes. The systems differ, however, in their availability and form of data and in the 

digital interfaces through which interactions with the systems are mediated. The AI system in 

the manufacturing case study collects data from the manufacturing process via sensors, from 

manufacturing equipment involved in the production process. Here, the translation of machine 

data into digital data constitutes a key process. The AI system in the administrative service case 
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study, on the other hand, collects data from digital administrative processes. Data is scraped by 

the system’s access to desktop processes and is therefore already available in a digital format. 

The case studies show that data work plays a crucial role in AI implementation processes in 

organizations. The responsibilities for this new data-related work are divided between different 

actors in the two key AI data work institutions (Muldoon et al., 2024), the developing and imple-

menting organizations, while the distribution of data work tasks differs across the two cases.

For both case studies, data work facilitation is performed already before the start of the project 

to motivate workers to participate in the project. In the administrative services case, it only takes 

place at this phase, since workers automatically produce data after they have agreed to partici-

pate in their regular work processes. In the manufacturing case, data work facilitation is also cru-

cial in the continuous operation and improvement of the software, requiring the CSM and TSM to 

stay involved and maintenance workers to engage with the software, evaluating and correcting 

its outputs. The importance of workers’ participation in data work for both use cases indicates a 

certain dependency of the developing and implementing company on these groups of workers. 

If data work is evaluated as contributing to a possible rationalization of the tasks performed by 

the involved workers, this can lead to refusal to participate or to a reluctance to work with the 

systems. Yet, in these two AI implementation cases, workers seem to not have started leveraging 

their newly gained structural power grounded in their crucial data work by negotiating their po-

tential involvement in and the conditions of AI system uses in their workplace.

The two cases demonstrate how implementing companies make a significant contribution to 

the data work necessary to implement ManufacturingAI’s and AdminAI’s software. The division 

of labor along the data pipeline in AI implementation is more complex and interactive in the 

manufacturing case study, with maintenance workers involved in the model output evaluation 

of ManufacturingAI’s software, resulting in an additional workload. In the administrative ser-

vice case study, the data pipeline in AI implementation and related data work tasks are more 

sequential. Workers in administration departments are involved only as data producers, which 

they, if agreeing to work with the software, become automatically by performing their dai-

ly desktop-based work, presumably without causing additional workloads. AI model outcome 

evaluation and sensemaking of data is performed by AdminAI together with the management 

of the implementing company. How workers of the implementing organizations are involved in 

data work furthermore influences attempts of facilitating such data work.

Consequently, in contrast to outsourced and globally distributed data work in earlier phases 

along AI supply chains, the contexts, conditions, and power dynamics that structure data work in 

our cases differ. While data work in AI production is often characterized by precarious working 

conditions with data workers predominantly located in the Majority World, workers confronted 

with new data-related tasks in AI implementation in our cases in Germany are better protect-

ed by industrial relations institutions. Their expertise is more recognized and correspondingly 

remunerated, and they are members of established organizations that often have strong works 

councils. Through the intended implementation and subsequent integration of AI systems into 

organizational processes and work practices, they are now confronted with new, additional re-

quirements and tasks related to data production, evaluation, and curation, along with their oth-

er responsibilities, which can further add to workers’ existing workloads.
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Our findings are related to three levels of analysis. On the level of inter-firm relations between 

the developing and implementing companies, we see an organization-centric process of data 

facilitation in the first case, as the data production and evaluation depends heavily on insights 

from the shopfloor. In the second case, if gaining acceptance of the workers, the processes of 

data production and analysis take place together with middle management, sidestepping fur-

ther workers’ involvement. Secondly, the data work tasks in the first case are more visible in 

both data production and analysis. This is due to non-routinized tasks that emerge in tending 

to the AI model in- and outputs and stands in contrast to the second case, where data produc-

tion is largely automated, while it can be manually turned on and off by workers. Finally, this 

leads to different forms of responses by the workers within the implementation process. For the 

management, the mobilization of workers’ participation is important in both cases. In the sec-

ond case, this mobilization focuses on workers’ acceptance to participate in the data production. 

Acceptance is also important in the first case, although here the mobilization of workers to add 

data and evaluate AI model outputs constitutes an additional element.

6 Conclusion
Our empirically grounded analysis of AI implementation processes in manufacturing and ad-

ministrative services investigates different forms of data work and work that aims to facilitate 

such data work that arise in the implementation of AI-based systems in companies. Thereby, 

our perspective on AI implementation processes extends present understandings of human la-

bor along the AI data pipeline (Muldoon et al., 2024) by centering data-related tasks along what 

we describe as a corresponding data pipeline in AI implementation.

In the two contrasting case studies, workers of the developing and the implementing compa-

nies are confronted with new data work tasks in their interactions with the interfaces of the 

respective AI system. These tasks are increasingly coordinated and conducted across estab-

lished organizational boundaries of the two companies, with implementing companies actively 

participating in the production, curation, and evaluation of the data the developing company 

requires to run its software. Our analysis shows that emerging dependencies arise from such 

work, as certain data work tasks in AI implementation require organization-specific knowledge 

and skills and can thus only be performed by a selected group of workers in the implementing 

organization. For the developing companies and the implementing companies’ management, 

these dependencies that underlie and structure AI implementation processes in organizations 

bring rise to a new set of tasks which we describe as data work facilitation, work with the aim 

to produce, curate, and evaluate data within organizations. For workers who are indispensable 

in AI implementation processes, this dependency on their participation in data work can open 

potential new spaces for negotiation and a new form of workers’ structural power, which we 

describe as data work bargaining power.
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Our research adds to work that has studied the criticality and conditions of data work along the 

development and use of AI systems. In contrast to data work in the production of AI systems, data 

work in AI implementation phases differs in several aspects. This form of data work requires or-

ganization- and domain-specific knowledge and expertise, hence it cannot be easily outsourced 

or distributed to a global workforce of data workers. In addition, it establishes a changing divi-

sion of labor between the AI implementing and developing companies. Thus, the coordination 

of data work increasingly transgresses organizational boundaries, but the required data work 

expertise is closely linked and embedded in knowledge of organization-specific processes and 

practices. Furthermore, data work often adds to existing workloads of employees, and it has to 

be embedded into existing forms of work organization and labor processes.

Interestingly, even though some workers in our two empirical cases refuse to work with the 

software (administrative services case) or do not engage with it extensively enough for the de-

veloping company to be able to improve its AI models (manufacturing case), workers have not 

yet acknowledged and realized their potential data work bargaining power as such, which can 

also be linked to the fact that these workers, even if better protected than outsourced data work-

ers, are also dependent on their employee status. Due to the constitutive dependency on data 

work that requires organization- and role specific knowledge of workers, workers and works 

councils, on a company level, and trade unions, on a sectoral level, could leverage such power 

by negotiating the specific conditions under which workers are willing to engage in data pro-

duction, curation, and validation and therefore participate in the training and improvement of 

AI systems. Topics for negotiation could include the scope of secondary use of data produced in 

implementing contexts, workers’ financial share in productivity gains through their data work, 

and co-determination of technology implementation beyond legal stipulation. The precondi-

tion for leveraging such data work bargaining power is that workers and their representatives 

recognize data work in implementation as a powerful new area of work. 

Investigating AI implementation in companies comes with certain limitations, as the analytical 

and empirical focus of this study lies on particular ‘moments in time’ in ongoing digital trans-

formation processes in organizations. As this work focuses on the implementation process of 

AI-based systems, it cannot draw conclusions regarding the long-term use and effects of these 

systems. From our perspective, this phase along AI development and use is, however, especially 

significant, as it provides moments of bargaining that workers might be able to use to influence 

AI uses in their interest. Nonetheless, even though we identify and outline the dependency on 

new data work tasks, the further development and use of such systems can lead to forms of au-

tomation and job substitution. It is therefore important to develop adequate strategies to shape 

the digital transformation of organizations. Research across different organizational contexts of 

such data work and corresponding potentials and conditions of new data work bargaining pow-

er can add to a more nuanced understanding of these power dynamics. Similarly, the particu-

larities and respective effects of AI systems mediating such data work, especially with regard to 

workers’ (dis)empowerment, changing roles of expertise, and potentials for co-determination 

at the workplace are further aspects to take into consideration in research on the introduction 

of AI systems to organizations.
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