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A B S T R A C T

Cargo stability is a crucial requirement for safe cargo loading and transport. Current state-of-the-art approaches
simplify cargo loading to an idealized static problem and employ geometric- and force-based approaches. In
this research, we model cargo loading stability as a dynamic problem and propose two approaches. We use
(a) a physical simulation using a real-time physics engine fitted for cargo loading and (b) a physics-informed
learning model trained on cargo loading data. Both approaches are capable of handling dynamic physical
behavior, either explicitly through simulation, or implicitly through training a recurrent neural network on
physically-biased sequential cargo loading data. Given our two objectives of maximal accuracy and minimal
runtime, our benchmarking results show that our approaches can outperform current state-of-the-art static
stability methods in terms of accuracy depending on the complexity scenario, but consume more runtime.
1. Introduction

Transportation – the physical movement of goods and people –
often requires consideration of physical dynamics. Examples of physical
dynamics include oil flows (fluids), container stacking for port logistics
(rigid bodies), and bicycle flows (particles). One physical dynamics
problem that affects transportation safety is the cargo stability when
loading, unloading, and transporting cargo on pallets or in contain-
ers [1]. Unstable cargo in loading, unloading, and transport situations
is a safety issue and may lead to damaged goods, injuries of person-
nel [2–4], and -in the case of stability problems during transport- even
environmental pollution [5]. In this study, we focus on cargo stability
in loading situations as part of the pallet loading problem (PLP). This
PLP can be categorized as a distributor’s PLP [6], involving the loading
of three-dimensional cargo items (boxes) onto a single pallet without
lateral support. The assortment of items is highly heterogeneous and
the pallets have a cuboid contour that defines the entire permissible
loading space. We assume that the solutions (or: layouts) to the PLP are
given and are the object of a stability evaluation. Every layout consists
of both three-dimensional item loading positions and sequences.

Past work has widely modeled the stability during cargo loading
as a static problem (static or vertical stability), whereas the transport
of cargo is modeled as a dynamic problem (dynamic or horizontal
stability) [1]. In literature, there are several methods to evaluate static
stability, for instance, geometric-based methods, such as full base or
partial base support [1], or idealized static force-based approaches,
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such as static mechanical equilibrium based on known physical laws [7,
8]. However, these static stability methods, although they provide good
approximations of cargo loading stability and consume little runtime,
focus only on snapshots of the cargo loading process and neglect cargo
loading dynamics. Consequently, when testing these static stability
methods against dynamic digital simulations of cargo loading, they
tend to overestimate or underestimate cargo loading stability [9]. As
a novel concept, cargo loading stability is defined as modeling the
dynamic process of safely loading items on a pallet. It distinguishes
from static stability by enforcing that item placements lead to no
considerable spatial position and orientation changes [9], so it makes it
necessary to capture and calculate physical dynamics of cargo during
loading situations.

Calculating physical dynamics is a challenging and time-consuming
operation, and it must be fast (i.e., low runtime) and accurate to be
utilized within PLP optimization algorithms [10]. There are multiple
computational physics methods with high potential to accurately model
physical dynamics, such as real-time physics engines or hybrid physics-
informed learning. Both methods are dedicated to model physical
dynamics, either through general-purpose simulation or by training a
machine learning algorithm, preferably a Long-Short Term Memory
(LSTM) recurrent neural network (RNN) capable of handling sequential
data, on massive amounts of data. Physics engines have been suc-
cessfully applied within games and animations [11], but increasingly
also for research problems such as design and structural analysis [12],
https://doi.org/10.1016/j.orp.2025.100329
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mechanical product design [13], digital twins, and material flows [14].
LSTMs have been successfully applied to intuitive physics tasks [15].

Several studies treat cargo loading as a dynamic problem and
ropose simulations [16,17]. However, they lack a comprehensive

problem statement, a description of the algorithm, and optimization of
its hyperparameters towards prediction accuracy and runtime. In this
study, we fill this gap and propose two approaches that build on phys-
ical simulations using real-time physics engines and physics-informed
learning to solve the cargo loading stability problem. We optimize our
pproaches for high prediction accuracy and low runtime and evaluate

our approaches on a publicly available PLP loading stability benchmark
dataset.

The remainder of this paper is structured as follows. The follow-
ing section introduces the PLP, cargo loading stability, and current
computational physics modeling approaches that are able to model
physical dynamics. We then formulate loading stability as our specific
hysical dynamics problem. The following section explains our solution
pproaches by specifying two novel physical simulation-based and
hysics-informed learning methods. We report on the experimental
etup, present our results, and end with a discussion of the implications
f this study and some conclusions.

2. Literature review

2.1. Pallet loading problems and static stability

Pallet loading problems are combinatorial optimization problems
hat belong to the Cutting & Packing problem class [1,18]. The goal is

to arrange orthogonally a set of non-overlapping smaller items (cargo)
on or within larger objects that are being loaded for transport in a
truck, vessel, or aircraft. Loading efficiency typically means the cargo
arrangement (layout) utilizes as much space as possible [1]. These large
bjects can be containers or pallets used to simplify cargo handling
nd streamline operations [19,20]. Although our focus is on pallet

loading, given the association between pallet and container loading, we
also consider research findings from the field of container loading. In
this study, the PLP can be classified as a (single) distributor’s PLP [6]
hat entails the loading of a three-dimensional, highly heterogeneous
ssortment of cargo items (boxes) onto a single pallet with no lateral
upport.

Solutions to the PLP must meet a set of hard and soft constraints
to be practically relevant. Constraints are restrictions of the solution
space and model economic and physical requirements, such as prior-
ty cargo, maximum weight restrictions, balancing, and load-bearing
apacities [1,21]. Among these, stability is very important, particu-
arly relevant for transportation safety [2,3], and highly significant

for practical usage [22], since instability can cause damage to cargo,
workers, and pallets during loading operations [8,23]. A layout is
deemed statically stable when all items can endure the force of gravity
acting upon them, ensuring that they maintain their initial positions
without slipping, rotating, tipping, or falling [24].

At present, three physics-based approaches to measuring static sta-
ility can be categorized: geometry-based approaches; force-based ap-
roaches; and dynamic simulations. Geometry-based approaches – such
s full base support (FBS) or partial base support (PBS) – aim to ensure
hat a minimum portion of the lower surface of each cargo item is
dequately supported, whether by the top faces of underlying items
r the pallet. We call these approaches geometry-based because their

decision criterion is limited to the geometries of the lower and upper
sides of the items. The support factor value 𝛼 indicates the percentage
of an item’s lower face that is supported. Multiple recent studies employ
PBS with 𝛼 beginning at different levels: 0.7 [25]; 0.75 [7,26,27]; and
.8 [28,29]. In a recent comparison study of two-dimensional packing
roblems, an 𝛼-value of 42% is found to be sufficient to achieve static

stability with a probability of over 90% [4].
2 
Force-based approaches – such as static mechanical equilibrium
SME) – opt to validate whether there is a static mechanical equilibrium
f cargo. Achieving equilibrium in this context ensures that the sum
f all forces acting on the cargo item is zero and that the sum of the
oments of all forces acting on each part of each item also adds up to

ero [8]. These approaches are closer approximations to the real world
ecause they make use of more information (geometry and forces), but
hey represent only snapshots of cargo arrangements. Both geometry-
nd force-based approaches assume static problems and neglect the
ynamics that occur during loading operations, such as collision of
tems or side support.

Dynamic physical simulations (PS) fill this gap by considering dy-
namic events such as collisions. Dynamic simulations have been pre-
dominantly applied to dynamic stability problems [16,30–33], e.g., to
simulate the impact of vehicle braking and acceleration [30]. For cargo
loading stability, only a few studies exist that employ dynamic simu-
lations, mostly using real-time physics engines [16,17,34]. With these
simulations, researchers approximate the real-world, step-by-step cargo
loading process by simulating some amount of time and measuring
the spatial displacements of the rigid-body-modeled cargo during a
time period. In terms of workflow and algorithm, different simulation
loading algorithms are possible, which simulate the entire (fully built-
up) layout or consider cargo loading item-by-item [17]. To speed up
calculations, the loading algorithm can be extended for paralleliza-
tion using general-purpose compute capabilities of modern graphics
rocessing units [34]. As measured simulation outcome, usually the
mount of spatial displacement of an item is used [16,17,34]. The simu-
ations are carried out using real-time physics engines that can achieve
esult accuracy comparable to specialized, dedicated physical multi-

body simulators [32], which are the ‘‘gold standard’’ for multibody
simulations. Among the major benefits of real-time physics engines are
that they allow for modeling more types of cargo (e.g., boxes, convex
hapes defined by a list of points, and compound shapes), include

physical meta-information (e.g., uneven mass distributions, restitution,
and friction), and make it possible to work in a way that is similar to
how cargo is loaded in the real world (step-by-step buildup). However,
they require extensive amounts of runtime compared to other ap-
proaches. This is a common problem for physics-based approaches with
high resolutions, which creates disadvantages when integrated with
optimization algorithms [35,36]. In a recent loading stability bench-
mark, simulations performed well when compared with geometry- and
force-based approaches, but required considerably more runtime than
geometry-based approaches [9]. All geometry-, force-, and simulation-
ased approaches are prone to errors because they systematically over-
r underestimate stability. Overestimations falsely predict that unsta-
le cargo is actually stable; underestimations conservatively predict a

stable layout to be unstable. To control for these errors, simulations
depend on a set of adjustable hyperparameters, which need to be fitted
for the specific simulation setting.

2.2. Approaches to computational physics

In the following, we outline the modeling characteristics of the three
current modeling strategies in computational physics: physics-based
models, data-driven models, and physics-informed learning. Table 1
summarizes their strengths and weaknesses.

2.2.1. Physics-based models and real-time physics engines
In computer graphics, a branch of computer science, physical phe-

omena are traditionally modeled within a set of known equations that
eflect understood physical phenomena. This physically based modeling
ocuses on the computations of object behavior (such as shape and

motion), which is determined by objects’ physical properties [40].
Depending on the object of interest and its complexity, we distinguish
between particles, rigid bodies, soft rigid bodies, articulated rigid body,
mass–spring systems, skinned skeletons, and fluid flows [41].
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Table 1
Overview of qualities of physics-based, data-driven and physics-informed learning approaches based on Kadambi et al. [37], Karniadakis et al. [38], and Blakseth et al. [39].

Approach Strengths Weaknesses

Physics-based modeling

+ generalizable - computationally extensive
+ only small amounts of data required - idealized, rather simplified situations
+ interpretable
+ falsifiable

Data-driven modeling
+ low inference runtime - prediction quality depends on training data quality and conditions
+ continuous updates after deployment - large amounts of training data necessary

- black box, little interpretability

Physics-informed learning
+ stronger link to physical scenarios - depends on physical-grounded data
+ generalizable for small amounts of data - integration strategies needed (observational bias, inductive bias, learning bias)
+ robust for imperfect data
t
T

b

i
i

s
d
c

e

t

p
f

p

In the case of dynamics (also known as physically based animation,
simulation), we consider physical laws that govern kinematics (through
Newton’s laws of motion for large bodies) and represent objects by their
positions and velocities. Physical laws are applied to advance the state
between frames [41]. These laws of mechanics are well understood
and can be modeled in dynamic constraints [40,41]. These dynamic
imulations represent the state of a physical system given a time,
nputs, and a beginning state. The state of the system is discretized
nd algebraically represented in non-linear ordinary differential equa-
ions, which are numerically solved [42]. Solving these equations is

computationally intensive and challenging to accomplish in realistic
timespans, so researchers have employed simplifications, optimizations,
and numerical methods [40].

Physics-based models, because they use explicit physical knowledge,
offer interpretability, falsifiability, and generalizability [37]. They re-
quire little data and are able to create realistic results under novel,
unseen conditions, even when interacting with external objects [43].
Although these models are versatile, they assume idealized physical
conditions, which is rarely the case in reality [37]. Further, they offer
limited accuracy due to numerical imprecision. High-quality results
require high resolutions, which, together with their general-purpose
characteristic, increases the computational effort [39].

Among the physics-based dynamic simulation techniques that
chieve the highest computational performances, real-time physics

engines are the most important techniques that return plausible results
instantaneously. Many different tasks and modules are coordinated and

anaged by them to simulate the basic parts of Newtonian mechanics
or fluids, rigid bodies, or soft bodies [32]. Physics engines repeat

three process steps in a simulation loop: collision detection, contact
handling & collision resolution, and time integration. These three steps
are usually split into two architectural components: collision detection
and simulation [44]. The step-function forwards the time by a given
interval:

𝑠𝑡𝑒𝑝𝑆 𝑖𝑚𝑢𝑙 𝑎𝑡𝑖𝑜𝑛(𝑡𝑖𝑚𝑒𝑆 𝑡𝑒𝑝, 𝑚𝑎𝑥𝑆 𝑢𝑏𝑆 𝑡𝑒𝑝𝑠, 𝑓 𝑖𝑥𝑒𝑑 𝑇 𝑖𝑚𝑒𝑆 𝑡𝑒𝑝) (1)

where timeStep represents the forwarded time (in seconds), maxSubSteps
uantifies the maximum number of sub-steps the physics engine is
llowed to take within a single frame, and fixedTimeStep is the length
f the internal fixed timestep and corresponds to the inverse of the

desired internal simulation frequency [45,46]. Substeps are internally
ecessary to forward the time by a given small amount rather than
umping directly to the finish time [46]. The fixedTimeStep should be
mall enough to accurately capture the dynamics of the simulated

objects. A high internal simulation frequency typically produces more
accurate and stable results since it helps to prevent jumps and missed
ollisions [46]. In general, optimal values for fixedTimeStep and max-
SubStep depend on the specific requirements of the simulation, which
makes it necessary to experiment and tune these parameters to find the
proper balance between accuracy and performance.
 p

3 
2.2.2. Data-driven physics and physics-informed learning
In contrast to physics-based models, data-driven models extract

heir knowledge from data rather than well-known physical equations.
hese approaches train machine learning models that learn the transi-

tion function between physical states from data of actual transitions.
Successful applications include cloths [47], computer vision [37], par-
ticle physics [48], and human soft tissue animation [43]. In the tradeoff
etween computation speed and resolution of a physical model, these

data-driven methods help speed up calculations significantly [49].
They perform well for real-life physical problems that have miss-
ing, gappy, or noisy boundary conditions and where traditional ap-
proaches reach their modeling limits [38]. They can reflect the en-
tirety of a physical system [39] and, because they learn offline us-
ng pre-computations, they reduce computational effort extensively, as
nference is very fast [47].

These models do have drawbacks. Knowledge manifested in neu-
ral network (NN) weights can make them difficult to interpret [39],
and they require lots of real-world training data. They offer limited
generalizability [39] and weak adaptability to changing or unseen
conditions [43]. Their quality can be bounded only if the finite training
ample and unseen test data are drawn from the same underlying
istribution [37]. As this inductive hypothesis is unlikely under realistic
onditions, they will be biased towards the training sample.

There are multiple strategies for a synergistic combination of
physics- and data-driven physics in a hybrid physics-informed learning
approach. These hybrid, physics-informed learning models seamlessly
integrate noisy data and mathematical models within a network [38] at
different components, such as inputs, outputs, loss functions, weights,
and so on [37]. The objective is to integrate fundamental physical
laws to achieve inductive biases [38]. Different combination strate-
gies include incorporating physics into training datasets (observational
bias); into network architecture (inductive bias), thus explicitly mod-
eling physical laws in the form of mathematical constraints in the
network; and into network loss functions (learning bias), thus explicitly
modeling loss functions such that physically implausible results are pe-
nalized [37,38]. Other combination strategies are discussed in Blakseth
t al. [39].

The observational bias strategy produces a physics-informed NN
hrough a strong link of the training dataset to physics [37]. It purpose-

fully introduces an observational bias into the NN, as the observational
data reflect the governing physical structure [38]. The dataset can be
either synthetic or real. In the synthetic case, the data can be generated
by a physics engine that is constrained by the physical laws, which
roduces a data distribution strongly attached to some (physically)
easible set of data [37]. However, data generation’s strong dependence

on the underlying synthetic engine implicitly introduces idealized phys-
ical situations and oversimplifications [37]. Large volumes of data are
necessary to extract and reinforce the observational biases [38].

Recent studies have shown that hybrid approaches combining
hysics-based and data-driven modeling outperform both single ap-
roaches [39] and offer symbiotic potential [43]. In a recent example,
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Piloto et al. [15] developed a machine learning model, which ac-
urately predicts relevant intuitive physical characteristics such as

continuity, object persistence, solidity, unchangeableness, and direc-
tional inertia. The authors focused on visual training, using video
equences of physical object interactions procedurally generated using
 physics engine. They conceptually applied a violation-of-expectation
aradigm derived from developmental psychology. The machine learn-
ng model consists of two modules: a perception module responsible
or latent object code prediction using an autoencoder and a recurrent
ynamics module, based on an LSTM [50], which predicts object
ynamics on the basis of the latent object code for the next frame.

3. Problem statement

We follow a loading stability approach to model cargo loading
dynamics [9]. The input for the loading stability problem is a set
of 𝑁 item layouts. Each layout 𝐴𝑖, 𝑖 = 1,… , 𝑁 consists of a se-
quence of 𝐽 items 𝑏𝑖,𝑗 , 𝑗 = 1,… , 𝐽 , which determine item loading
order. The layouts and loading sequences might be obtained through,
for example, optimization. Every single item 𝑏𝑖,𝑗 has its own three-
dimensional loading position 𝑥𝑖,𝑗 , 𝑦𝑖,𝑗 , 𝑧𝑖,𝑗 ; cuboid shape with width 𝑤𝑖,𝑗 ,
height ℎ𝑖,𝑗 , and depth 𝑑𝑖,𝑗 ; and weight 𝑚𝑖,𝑗 . Item positions, widths,
eights, and depths are discrete values and organized in a grid of

points with sets 𝑋, 𝑌 , and 𝑍 that include all possible coordinates
along the width, height, and depth of the pallet. Thereby, (0, 0, 0)′

marks the left-bottom-back coordinate of the grid. Items are positioned
such that their left-bottom-back coordinate lies on one of the points
in the grid. An item’s three-dimensional geometric center 𝐶 𝐺𝑖,𝑗 =
(𝐶 𝐺𝑖,𝑗 ,𝑥, 𝐶 𝐺𝑖,𝑗 ,𝑦, 𝐶 𝐺𝑖,𝑗 ,𝑧)′ is obtained as 𝐶 𝐺𝑖,𝑗 ,𝑥 = 𝑥𝑖,𝑗 + 𝑤𝑖,𝑗∕2, 𝐶 𝐺𝑖,𝑗 ,𝑦 =
𝑦𝑖,𝑗 + ℎ𝑖,𝑗∕2, and 𝐶 𝐺𝑖,𝑗 ,𝑧 = 𝑧𝑖,𝑗 + 𝑑𝑖,𝑗∕2. The item’s input, fixed three-
dimensional floating center of mass 𝐶 𝑀𝑖,𝑗 = (𝐶 𝑀𝑖,𝑗 ,𝑥, 𝐶 𝑀𝑖,𝑗 ,𝑦, 𝐶 𝑀𝑖,𝑗 ,𝑧)′
can be obtained as 𝐶 𝑀𝑖,𝑗 ,𝑥 = 𝐶 𝐺𝑖,𝑗 ,𝑥 + 𝑟𝑖,𝑗 ,𝑥, 𝐶 𝑀𝑖,𝑗 ,𝑦 = 𝐶 𝐺𝑖,𝑗 ,𝑦 + 𝑟𝑖,𝑗 ,𝑦, and
𝐶 𝑀𝑖,𝑗 ,𝑧 = 𝐶 𝐺𝑖,𝑗 ,𝑧 + 𝑟𝑖,𝑗 ,𝑧, where 𝑟𝑖,𝑗 = (𝑟𝑖,𝑗 ,𝑥, 𝑟𝑖,𝑗 ,𝑦, 𝑟𝑖,𝑗 ,𝑧)′ shifts the center
of mass relative to the geometric center. Note that the center of mass
is a fixed property of the input item and is not updated during loading.
Items must be loaded entirely within the pallet’s dimensions and are
placed using 90◦ rotations on the 𝑋-, 𝑌 -, and 𝑍-axes. We assume all
items to be rigid bodies. During loading, there is no lateral side support.
We assume the loadable pallet contour to be cuboidal with dimensions
𝑊 , 𝐻 , and 𝐷 and the total available space as 𝑊 ×𝐻 ×𝐷.

We define loading stability as a continuous property of an entire
item layout. The amount of stability of a layout can be measured by the
number of stable, safely loadable items in relation to the total number
of items in the layout 𝐴𝑖. An item layout is stable if all items can be
loaded safely without substantial changes in position and rotation. A
layout is unstable if only a portion of the items can be loaded safely.
This definition approximates a realistic, cumulative, and consecutive
loading process as it would be done in practice. In practice, the items
are loaded one after the other until the loading of the items leads to
instabilities, either in the current item or in already loaded items. If an
item layout becomes unstable, the loading process is stopped and no
further estimation of hypothetical subsequent stability can be made.

Following Ramos et al. [51], we distinguish between two item
sequences: the sequence 𝐴𝑖 contains all items in the layout 𝑖 and the
subsequence 𝐴𝑖,𝑗 ⊆ 𝐴𝑖 includes the subsequence at sequence step 𝑗 of all
loaded items until item 𝑏𝑖,𝑗 . This means, for every newly placed item 𝑏𝑖,𝑗
in step 𝑗, the entire subsequence 𝐴𝑖,𝑗 is evaluated. The loading stability
algorithm is finished if 𝑗 = 𝐽 . To quantify the amount of stability in
relation to the number of items in the layout, we propose the following
metric:

𝑙 𝑠(𝐴𝑖) =
𝑗𝑚𝑎𝑥
𝐽

, 𝑗𝑚𝑎𝑥 = 𝑗 such that 𝑙 𝑠(𝐴𝑖,𝑗 ) < 1, 𝑗 = 1,… , 𝐽 (2)

The input to the loading stability algorithm 𝑙 𝑠 is the complete set of
tems 𝐴𝑖 for layout 𝑖, and the output is a stability score 𝑙 𝑠(𝐴𝑖) that de-

rived from dividing the number of the highest stable loading sequence
𝑗 by the total number of items 𝐽 in the layout (Eq. (2)). This metric
𝑚𝑎𝑥 𝑋

4 
assumes that a layout can be safely and consecutively loaded up to the
item in sequence step 𝑗. To calculate 𝑗𝑚𝑎𝑥, we consecutively consider
all loading sequences 𝐴𝑖,𝑗 until we find the first unstable sequence
(𝑙 𝑠(𝐴𝑖,𝑗 ) = 0) or all items are loaded and 𝑗 reaches 𝐽 . A subsequence 𝐴𝑖,𝑗
is stable, if all items 𝑏𝑖,𝑗 in 𝐴𝑖,𝑗 are stable. A subsequence is unstable, if
there is one item 𝑏𝑖,𝑗 in 𝐴𝑖,𝑗 that is unstable. The loading stability for a
single item 𝑏𝑖,𝑗 can be obtained by:

𝑙 𝑠(𝑏𝑖,𝑗 ) =
{

0 item 𝑏𝑖,𝑗 is unstable, 𝑖 = 1,… , 𝑁 , 𝑗 = 1,… , 𝐽
1 else

(3)

Consequently, each item 𝑏𝑖,𝑗 in 𝐴𝑖,𝑗 is either stable (𝑙 𝑠(𝑏𝑖,𝑗 ) = 1) or
nstable (𝑙 𝑠(𝑏𝑖,𝑗 ) = 0) (Eq. (3)).

4. Solution approaches

4.1. Goals & requirements

In this study, we propose two approaches, an optimized real-time
physical simulation approach and a physics-informed learning ap-
proach, which we benchmark against other state-of-the-art approaches
n a published multibody simulation dataset. We opt to develop loading

stability approaches that achieve high accuracy while keeping the
untime low. Accuracy refers to the correct number of loading stability
redictions, given some benchmark. Runtime performance refers to the
verage wall-clock time per loading stability approach. Often, there
s an inherent tradeoff between these two, and it is up to the system
esigner to prioritize one or the other. We operationalize our goals by
he mean accuracy 𝑓𝑎 and runtime performance 𝑓𝑝, and obtain as

𝑓𝑝 =
1
𝑁

𝑁
∑

𝑖=1
𝑇𝑒𝑛𝑑 (𝑙 𝑠(𝐴𝑖)) − 𝑇𝑠𝑡𝑎𝑟𝑡(𝑙 𝑠(𝐴𝑖)) (4)

𝑎 =
1
𝑁

𝑁
∑

𝑖=1
1𝑙 𝑠(𝐴𝑖)==𝑙 𝑠𝑏(𝐴𝑖) 𝑖 = 1,… , 𝑁 (5)

where 𝑓𝑝 measures the wall-clock difference between start timestamp
𝑇𝑠𝑡𝑎𝑟𝑡(𝑙 𝑠(𝐴𝑖)) and end timestamp 𝑇𝑒𝑛𝑑 (𝑙 𝑠(𝐴𝑖)) for calculating the loading
tability 𝑙 𝑠(𝐴𝑖) for layout 𝐴𝑖, 𝑙 𝑠𝑏(𝐴𝑖) represents the benchmark result
f layout 𝐴𝑖, 1𝑙 𝑠(𝐴𝑖)==𝑙 𝑠𝑏(𝐴𝑖) compares the approach score to the loading
tability benchmark result by comparing the respective 𝑙 𝑠 scores, and

represents the number of layouts in our dataset.

4.2. Approach 1: Optimized real-time physical simulation

Our first approach PS𝑜𝑝𝑡 employs physics-based modeling using
an optimized and problem-fitted real-time physics engine. Real-time
physics engines are not as accurate as dedicated multibody simulators.
They are a good approximation of dynamic multibody simulators for
the PLP [32] because they are designed to deliver plausible results in
shorter runtimes. These engines can be adjusted to approximate the
results of a dynamic multibody simulator as closely as possible while
consuming as little runtime as possible. Physics engines depend on a
set of simulation hyperparameters that can be adjusted to control and
balance accuracy and runtime. In this study, our first approach makes
use of optimized physics engine hyperparameters.

To account for the dynamics of loading stability, every loading
step 𝑗 consists of a set of time steps 𝑡, 𝑡 = 𝑡0,… , 𝑡𝑚𝑎𝑥 that represent
the current item state in a given time frame, during which the items
move, collide, and rotate. These physical interactions lead to changes
in spatial positions (translations) and orientations (rotations). To derive
item translation, we calculate the Euclidean item movement 𝛥 on the
𝑋, 𝑌 , and 𝑍 axes. For every time frame 𝑡, translation can be obtained
as the absolute distance between end position and origin:

𝛥𝑖,𝑗 ,𝑡 =
√

(𝑥𝑖,𝑗 ,𝑡 − 𝑥𝑖,𝑗 ,𝑡0 )2 + (𝑦𝑖,𝑗 ,𝑡 − 𝑦𝑖,𝑗 ,𝑡0 )2 + (𝑧𝑖,𝑗 ,𝑡 − 𝑧𝑖,𝑗 ,𝑡0 )2 (6)

The rotation is given by Euler roll, pitch, and yaw angles around the
-, 𝑌 -, and 𝑍-axes 𝛩 = (𝜑 , 𝜃 , 𝜓 )′. We assume the rotation
𝑖,𝑗 ,𝑡 𝑖,𝑗 ,𝑡 𝑖,𝑗 ,𝑡 𝑖,𝑗 ,𝑡
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Fig. 1. Visualizations of the simulation-based approach using OpenGL and three.js.
angles at 𝑡0 to be 𝜑𝑖,𝑗 ,𝑡0 = 𝜃𝑖,𝑗 ,𝑡0 = 𝜓𝑖,𝑗 ,𝑡0 = 0. The final loading stability
can be obtained as:

𝑙 𝑠(𝑏𝑖,𝑗 ) =
{

0, if 𝛥𝑖,𝑗 ,𝑡 > 𝜖𝑇 ∨ 𝑚𝑎𝑥(𝜑𝑖,𝑗 ,𝑡, 𝜃𝑖,𝑗 ,𝑡, 𝜓𝑖,𝑗 ,𝑡) > 𝜖𝑅
1, else

(7)

The item 𝑏𝑖,𝑗 at the loading step 𝑗 is unstable if, for any 𝑡, the
observed spatial displacement exceeds a translational threshold 𝜖𝑇
(e.g., 10 cm) or the observed rotation angles exceed a rotational
threshold 𝜖𝑅 (e.g., 10◦) (Eq. (7)). These tolerance values 𝜖𝑇 and 𝜖𝑅
depend on the practical scenario. For some PLP applications, small
shifts of cargo during loading are unproblematic (e.g., if there is not
much risk of damaged goods due to fragile items or the items have a
high crumple tolerance). In other applications, the slightest movement
of cargo items is critical. The tolerance values are also likely to depend
on transportation mode and item sizes.

From the definition, we can derive the simulation algorithm. We
illustrate the algorithm in pseudocode (Algorithm 1) and Fig. 1 pro-
vides visualizations. For a given cargo layout, our proposed approach
adds items consecutively to the physical_world according to the loading
step 𝑗. In each loading step, we simulate a number of timesteps (𝑡𝑚𝑎𝑥)
at a given internal simulation frequency (𝑟) without constraining the
number of simulation substeps (i.e., we fixed 𝑠𝑢𝑏𝑠𝑡𝑒𝑝𝑠 = 𝑡𝑚𝑎𝑥 × 𝑟) and
compare item 3D Euclidean translational (b_translation) and rotational
displacements (b_pitch, b_roll, b_yaw) against threshold values (𝜖𝑇 , 𝜖𝑅).
If an item that exceeds these thresholds is unstable, and so we return
the loading stability 𝑙 𝑠 as the current item sequence divided by the total
number of items in the layout. If no unstable items are found, the entire
layout is stable (𝑙 𝑠 = 1).

Algorithm 1 Simulation-based Loading Stability
procedure simulate(𝑙 𝑎𝑦𝑜𝑢𝑡, 𝑡𝑖𝑚𝑒, 𝑠𝑢𝑏𝑠𝑡𝑒𝑝𝑠, 𝑓 𝑟𝑒𝑞 𝑢𝑒𝑛𝑐 𝑦, 𝑒𝑝𝑠𝑖𝑙 𝑜𝑛_𝑡𝑟𝑎𝑛𝑠𝑙 𝑎𝑡𝑖𝑜𝑛,
𝑒𝑝𝑠𝑖𝑙 𝑜𝑛_𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛)

𝑙 𝑠← 0
for each item j in 𝑙 𝑎𝑦𝑜𝑢𝑡 do

𝑝ℎ𝑦𝑠𝑖𝑐 𝑠_𝑤𝑜𝑟𝑙 𝑑 ← 𝑎𝑑 𝑑(𝑗 .𝑏𝑜𝑑 𝑦)
for each item b in 𝑝ℎ𝑦𝑠𝑖𝑐 𝑠_𝑤𝑜𝑟𝑙 𝑑 .𝑖𝑡𝑒𝑚𝑠 do

𝑏_𝑡𝑟𝑎𝑛𝑠𝑙 𝑎𝑡𝑖𝑜𝑛← 𝑐 𝑎𝑙 𝑐 𝑢𝑙 𝑎𝑡𝑒_𝑡𝑟𝑎𝑛𝑠𝑙 𝑎𝑡𝑖𝑜𝑛(𝑏.𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛, 𝑏.𝑜𝑟𝑖𝑔 𝑖𝑛)
𝑏_𝑝𝑖𝑡𝑐 ℎ, 𝑏_𝑟𝑜𝑙 𝑙 , 𝑏_𝑦𝑎𝑤← 𝑐 𝑎𝑙 𝑐 𝑢𝑙 𝑎𝑡𝑒_𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠(𝑏.𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛)
if 𝑏_𝑡𝑟𝑎𝑛𝑠𝑙 𝑎𝑡𝑖𝑜𝑛 > 𝑒𝑝𝑠𝑖𝑙 𝑜𝑛_𝑡𝑟𝑎𝑛𝑠𝑙 𝑎𝑡𝑖𝑜𝑛 then

return 𝑙 𝑠
else if 𝑏_𝑝𝑖𝑡𝑐 ℎ, 𝑏_𝑟𝑜𝑙 𝑙 , 𝑏_𝑦𝑎𝑤 > 𝑒𝑝𝑠𝑖𝑙 𝑜𝑛_𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 then

return 𝑙 𝑠
end if

end for
𝑙 𝑠 ← 𝑗∕𝐽
𝑝ℎ𝑦𝑠𝑖𝑐 𝑠_𝑤𝑜𝑟𝑙 𝑑 ← 𝑠𝑡𝑒𝑝_𝑠𝑖𝑚𝑢𝑙 𝑎𝑡𝑖𝑜𝑛(𝑡𝑖𝑚𝑒, 𝑠𝑢𝑏𝑠𝑡𝑒𝑝𝑠, 𝑓 𝑟𝑒𝑞 𝑢𝑒𝑛𝑐 𝑦)

end for
return ls

end procedure
5 
Our simulation-based algorithm depends on these hyperparameters:
simulation length 𝑡𝑚𝑎𝑥 (s); internal simulation frequency 𝑟 (Hz); transla-
tional threshold 𝜖𝑇 (cm); rotational threshold 𝜖𝑅 (◦); the material-based
coefficient of restitution ∈; coefficient of friction 𝜇; linear and angular
damping; collision margin (in m); and broad phase algorithm. Both
threshold parameters 𝜖𝑇 and 𝜖𝑅 represent bounds for item stability.
Items in rigid body simulation will always slightly move, as normal
force development is complex to calculate for stacked objects, and the
energy cannot be transferred into item deformation. Thresholds that are
too restrictive lead to falsely declared instabilities (underestimations).
If set too large, instabilities might be missed (over-estimations) [9].
The hyperparameter 𝑡𝑚𝑎𝑥 determines the maximum number of sim-
ulation timesteps and steers simulation length. When moving, items
displace stronger for higher values of 𝑡𝑚𝑎𝑥. However, longer simula-
tions negatively influence runtime. The internal simulation frequency
𝑟 refers to the inverse of the simulation’s internal fixed timestep.
Games and other applications of physics engines usually employ an
internal simulation frequency of 60 Hz (corresponds to an internal
fixed timestep of 0.01666 s), at which they work best and deliver
real-time results [45]. A higher internal simulation frequency leads to
more accurate results but increases runtime. The two properties of the
coefficient of restitution ∈ and the coefficient of friction 𝜇 are material-
related. ∈ refers to the elasticity of material; it defines the bounciness of
a collision, which models the kinematic energy loss [42]. The friction
𝜇 is a force that opposes the normal force of two objects in contact
and depends on the assortment of contact objects’ materials. Linear and
angular damping refer to linear and angular velocity loss over time,
which also simulates frictional effects of translation and rotation such
as air resistance. The collision margin is used in the physics engine
for performance and reliability reasons [45]. The broad phase collision
detection algorithm rejects object pairs based on their bounding box
and accelerates calculations. There are several broad-phase algorithms,
such as Simple, DBVT, and Sweep. Simple uses a brute force axis-
aligned bounding box culling check algorithm; DBVT uses a dynamic
bounding volume hierarchy; and Sweep uses an incremental sweep and
prune algorithm [45].

4.3. Approach 2: Hybrid physics-informed learning

We base our second approach (LSTM) on the hybrid physics-
informed learning. If real-world data are available, it may be possible to
employ a data-driven approach and use the data as training input. For
PLP, there is currently a substantial lack of real-world pallet loading
datasets [52]. Combining both approaches, physics-informed learning
makes use of data-driven training on physics-based, generated data
produced by a dynamic simulator or real-time physics engine. We
follow an observational bias strategy to train our machine learning
model on physics-based generated data using a multibody simulation
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Fig. 2. Physics-informed learning approach with two example layout sequences and stability labels (left side) and LSTM-network architecture (right side) for one fixed layout 𝑖.
The feature vector 𝑣𝑖,𝑗 consists of item placement coordinates 𝑥𝑖,𝑗 , 𝑦𝑖,𝑗 , and 𝑧𝑖,𝑗 , item dimensions 𝑤𝑖,𝑗 , ℎ𝑖,𝑗 , and 𝑑𝑖,𝑗 , weight 𝑚𝑖,𝑗 , and center of mass coordinates 𝐶 𝑀𝑖,𝑗 . The hidden
states ℎ1 and ℎ2 opt to learn dynamics transition knowledge influencing the prediction per item step 𝑦̂𝑖,𝑗 given some novel item feature vector 𝑣𝑖,𝑗 from subsequence 𝐴𝑖,𝑗 .
dataset with loading stability benchmark labels 𝑙 𝑠𝑏(𝐴𝑖). As the dataset
contains stability labels and is based on a physical simulation, we
assume the underlying physical knowledge is implicitly present. We use
the publicly accessible loading stability benchmark for pallet loading
problems [53] as our training basis. The dataset contains a total of
approximately 29,000 cargo layouts consisting of items, item loading
positions, and item loading sequences. Fig. 2 illustrates two examples
of stable and unstable configurations. Further dataset information is
provided in Section 5.1. For the architecture of our physics-informed
learning approach, we chose an LSTM model, which is well suited
for the sequential learning task of dynamics prediction. The usage of
LSTMs is recommended for physics-informed learning [39] and has
been used for object dynamics prediction [15]. For the LSTM, we
assume one LSTM-timestep equals one sequence step 𝑗 and consider
each subsequence 𝐴𝑖,𝑗 of layout 𝐴𝑖. The goal of the model is to predict
whether a subsequence is stable. From each 𝐴𝑖,𝑗 at step 𝑗, we create a
feature vector 𝑣𝑖,𝑗 that consists of the normalized values for the weight
𝑤𝑖,𝑗 , item placement coordinates 𝑥𝑖,𝑗 , 𝑦𝑖,𝑗 , 𝑧𝑖,𝑗 , dimensions 𝑤𝑖,𝑗 , ℎ𝑖,𝑗 , 𝑑𝑖,𝑗 ,
and center of mass coordinates 𝐶 𝑀𝑖,𝑗 (Fig. 2). At each step 𝑗, we feed
the item feature vector 𝑣𝑖,𝑗 (Fig. 2, right). For every step, a binary
classification predicts whether the configuration is stable or unstable.
We propose a classic single model and an ensemble model strategy.
The single model LSTM1 deploys one LSTM model for prediction. The
ensemble model LSTM𝑒 combines the predictions of multiple individ-
ually trained LSTM models. For this ensemble prediction, we average
the probabilities of the individual models

𝑦̂𝑒𝑛𝑠𝑒𝑚𝑏𝑙 𝑒 = 1
𝑁

𝑁
∑

𝑘=1
𝑦̂𝑘 (8)

where 𝑦̂𝑒𝑛𝑠𝑒𝑚𝑏𝑙 𝑒 represents the ensemble prediction, 𝑦̂𝑘 denotes the pre-
diction from the 𝑘th LSTM model and 𝑁 is the number of individually
trained LSTM models in the ensemble.

5. Experimental setup

In this section, we present the experimental setup, which consists of
the test instances used and our hyperparameter optimization. We coded
the approach PS𝑜𝑝𝑡 in Java and used the JBullet Java implementation
of the Bullet Physics Library. The approach LSTM is based on Python,
using the library PyTorch. We benchmarked the approaches on a work-
station with an AMD Ryzen ThreadRipper 3960X 3.8 GHz CPU, 256 GB
of RAM, and an NVIDIA GeForce RTX 3090 Ti GPU.
6 
5.1. Test instances

As a basis for our evaluation, we used the publicly available PLP
load stability dataset [9].1 As realistic PLP datasets are missing [52],
simulations are the best approximations of real-world pallet loading.
This load stability dataset contains loading stability labels obtained
from a simulation using the multibody simulator MSC ADAMS,2 which
allows us to directly compare stability approaches against each other.

The initial dataset contains two sub-datasets (1, 2) and three scenar-
ios (𝑆1, 𝑆2𝑎, 𝑆2𝑏) with varying degrees of complexity modeled through
CM positioning within the item. Scenario 𝑆1 contains items with CM
centered at the item’s geometric center. Scenario 𝑆2𝑎 introduces CM
displacement using a normal distribution around the geometric center
with 𝜇 = 𝐶 𝐺 and standard deviation for each item given by width
𝜎𝑤,𝑖,𝑗 = (𝑤𝑖,𝑗 ∗ 0.8)∕6, height 𝜎ℎ,𝑖,𝑗 = (ℎ𝑖,𝑗 ∗ 0.8)∕6, and depth 𝜎𝑑 ,𝑖,𝑗 =
(𝑑𝑖,𝑗 ∗ 0.8)∕6, so approximately 99.7% of center of mass positions
are within 80% of the items’ bounds. When exceeded, this value was
clipped. Thus, the majority of items have centers of mass close to their
geometric centers. The scenario 𝑆2𝑏 is the same as the scenario 𝑆2𝑎 but
follows a uniform distribution along the item’s dimensions.

For this study, we selected sub-dataset 2, which is generated without
any stability and thus removes creation algorithm bias and increases
evaluation robustness. The dataset contains approx. 29,000 layouts
with item dimensions, placement coordinates, loading sequences, and
weights that are proportional to item volumes. The layouts were gen-
erated using 160 packing heuristics developed by combining four bin
selection strategies, eight space selection strategies, and five place-
ment rules [54]. The item dimensions were randomly sampled from a
uniform distribution of intervals [1, 10], [1, 35], and [1, 100], respec-
tively. The size of the loadable pallet contour is either 30 × 30 × 30
or 100 × 100 × 100. To test more corner cases of stability, we do not
filter out items with unrealistic dimensions (e.g., very thin objects).
This dataset is rather unrealistic with respect to the item characteristics;
however, it does not include a static stability generation bias.

We performed a train–validation–test split to overcome overfitting
of the hyperparameter optimization on the training sample. The train-
ing dataset is balanced towards stable layouts (approx. 76.32% of
layouts are stable). Balancing the validation and test set in terms of sta-
ble to unstable layouts helps to get a realistic estimate of the algorithm’s

1 https://zenodo.org/records/13925610.
2 https://hexagon.com/de/products/product-groups/computer-aided-

engineering-software/adams.

https://zenodo.org/records/13925610
https://hexagon.com/de/products/product-groups/computer-aided-engineering-software/adams
https://hexagon.com/de/products/product-groups/computer-aided-engineering-software/adams
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Table 2
Overview of data splits, scenarios, and labels.

Scenario Training Validation Test

Stable Unstable Total Stable Unstable Total Stable Unstable Total

𝑆1 7458 1843 9301 44 44 88 150 150 300
𝑆2𝑎 7163 2127 9290 50 49 99 150 150 300
𝑆2𝑏 6649 2627 9276 56 57 113 150 150 300

𝑆1 − 𝑆2𝑏 21 270 6597 27 867 150 150 300 450 450 900
Table 3
Hyperparameter assortment, search range, and optimized values for the real-time physical simulation approach PS𝑜𝑝𝑡.

Parameter Unit Search range Optimized value PS𝑜𝑝𝑡
Min Max Step

𝜖𝑇 m 0.01 1 0.01 0.22
𝜖𝑅 ◦ 5 15 1 7
𝑡𝑚𝑎𝑥 s 0.1 3 0.1 0.3
𝑟 Hz 5 100 5 90
∈ – 0.05 0.2 0.01 0.11
𝜇 – 0.4 0.6 0.01 0.5
Linear damping – 0.01 0.2 0.05 0.06
Angular damping – 0.01 0.2 0.05 0.01
Collision margin m 0.001 0.02 0.001 0.006

Broad phase – [Simple, DBVT, Sweep] DBVT
Table 4
Hyperparameter assortment, search range, and optimized values for the individual LSTM approaches.
Parameter Search range Optimized value LSTM

LSTM1 LSTM2 LSTM3 LSTM4 LSTM5

Learning rate (×10−3) [0.1; 1] 0.35 0.15 0.67 0.19 0.71
Hidden size [100, 125, 150, 175, 200] 125 175 150 150 200
Optimizer [Adam, Adamw] Adam Adam Adam Adam Adam
i

r
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p

a

r
m

s
a

performance and overcome an algorithm bias towards stable layouts.
herefore, for validation and test samples, we selected 50% instances
hat are stable (𝑙 𝑠𝑏 = 1) and 50% instances that are unstable (𝑙 𝑠𝑏 < 1).
his selection contributes to overcoming algorithm bias towards stable

ayouts. Table 2 shows the final dataset, splits, scenarios, and labels.

5.2. Hyperparameter optimization

Both of our new loading stability approaches depend on a set
of hyperparameters that can be adjusted. For the real-time physical
simulation approach, we first defined the hyperparameter search range
by the recommended values of the physics engine and the simulation
values of the benchmark simulation [9]. Then, we refined the search
range by iterative testing and by narrowing down the intervals to an
acceptable range. Finally, we employ a genetic algorithm (GA) to solve
he hyperparameter optimization problem. Our genotype encodes the

hyperparameters 𝜖𝑇 , 𝜖𝑅, 𝑡𝑚𝑎𝑥, 𝑟, ∈, 𝜇, linear damping, angular damping,
collision margin, and broad phase algorithm as genes. Each gene is
llowed to take an allele according to the allowed value space in our
earch range, which we display in Table 3. Derived from our goals,
ur GA fitness function 𝑓 is composed of a weighted average accuracy
𝑎 and weighted average performance fitness 𝑓𝑝 and obtains as 𝑓 =
𝑎 ∗ 𝑓𝑎 +𝑤𝑝 ∗ 𝑓𝑝. where 𝑤𝑎 and 𝑤𝑝 are the fitness weights. For every
enotype, we execute the simulation 𝑁 times. We employ a random
utation strategy, a mutation number of genes of two, rotated wheel

election, a uniform crossover strategy, a generation size of 50, and a
opulation size of 1000. We use the validation split as the training basis
or the GA hyperparameter optimization since it contains a balanced
tability distribution. We set the fitness function weights to 𝑤𝑎 = 0.85
nd 𝑤𝑝 = 0.15.

For the LSTM approach optimization, we combine an ensemble
strategy with a Bayesian hyperparameter optimization to optimize the
key model parameters: learning rate, hidden size, optimizer, number of
 s

7 
RNN layers, and number of epochs. To find out relevant hyperparam-
eters and specify a reasonable hyperparameter value search range, we
conduct an initial hyperparameter search. The initial search results in
a reasonable hyperparameter value search range displayed in Table 4
with dominant values for the Adam optimizer [55], fixed number of
RNN layers (2), and a fixed epoch size (700). We set the number
of epochs to 700, as the validation accuracy in the training did not
mprove significantly after this threshold value. We employed cross

entropy loss, which is well-suited for our classification task. For the
emaining two hyperparameters, learning rate and hidden size, we

sample five different train–validation splits from the data, on which
we conduct a refined hyperparameter search with the search range
obtained in the previous step. The outcome of this process consists of
five optimized models, LSTM1-LSTM5, from which we used the first
or single model prediction (LSTM1) and all five models for ensemble
rediction (LSTM𝑒).

6. Results

We benchmark our novel approaches, PS𝑜𝑝𝑡, LSTM1, and LSTM𝑒
gainst two non-optimized baseline models, PS3 and PS5 with trans-

lational thresholds of 𝜖𝑇 = 0.03 and 𝜖𝑇 = 0.05. Further, we include in
our benchmark the other common static stability approaches 𝑃 𝐵 𝑆0.5,
𝑃 𝐵 𝑆0.7, and 𝑃 𝐵 𝑆0.9, which represent PBS with 𝛼 = 0.5, 𝛼 = 0.7, 𝛼 = 0.9,
FBS, and SME. We depict the mean approach accuracy and runtimes in
Table 5 and illustrate the accuracy-runtime tradeoff in Fig. 3.

Mean accuracy represents 𝑓𝑎 and refers to the mean number of cor-
ect stability scores 𝑙 𝑠(𝐴𝑖) compared with the loading stability bench-
ark result 𝑙 𝑠𝑏(𝐴𝑖) for layout 𝑖 in the test set (Eq. (5)). The stability

score must exactly match, so we treat overestimations (a stability
approach predicts a higher stability score compared to the benchmark)
and underestimations (a stability approach predicts a lower stability
core compared to the benchmark) of a layout’s stability approach
s wrong predictions. Both outcomes are incorrect and might be as-

ociated with different costs. Underestimation represents an overly
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Fig. 3. Mean Runtime/Accuracy comparison for scenarios S1 (top-left), S2𝑎 (top-right), S2𝑏 (bottom-left), and S1-S2𝑏 (bottom-right).
Table 5
Computational experiments results mean accuracy and runtime (our novel PS𝑜𝑝𝑡, LSTM1, and LSTM𝑒 approaches are displayed on the right).

Objective Scenario FBS PBS0.9 PBS0.7 PBS0.5 SME PS5 PS3 PS𝑜𝑝𝑡 LSTM1 LSTM𝑒

S1 62.00 66.00 80.33 85.33 86.33 83.00 86.00 85.33 97.33 98.67
Accuracy (%) S2𝑎 60.00 62.33 76.33 79.33 85.33 80.67 84.67 80.00 76.00 78.00

S2𝑏 53.33 57.67 67.33 68.00 79.00 74.00 76.33 83.33 71.67 74.00

Avg. (S1-S2𝑏) – 58.44 62.00 74.67 77.56 83.56 79.22 82.33 82.89 81.67 83.56

S1 0.02 0.01 0.03 0.01 0.20 70.12 60.72 8.40 3.70 26.30
Runtime (ms) S2𝑎 0.02 0.04 0.02 0.02 0.17 69.13 63.70 8.95 3.63 26.57

S2𝑏 0.01 0.04 0.00 0.01 0.18 63.85 61.63 8.54 3.73 26.47

Avg. (S1-S2𝑏) – 0.02 0.03 0.03 0.01 0.18 69.62 62.21 8.68 3.67 26.44

*The best values appear in bold.
conservative estimate and can lead to suboptimal space utilization.
Overestimations can produce damaged cargo [9]. Mean runtime rep-
resents 𝑓𝑝 and refers to the average wall-clock time for the calculation
of a layout using a stability approach.

We observe considerable accuracy differences throughout the ap-
roaches. FBS and PBS with higher 𝛼 levels perform worse compared
8 
to the other approaches. Both LSTM approaches achieve the highest ac-
curacy for scenario S1. Notably, both LSTM approaches perform worse
for more complex scenarios S2𝑎 (78.00–76.00) and S2𝑏 (74.00–71.67)
than the simpler scenario S1 (98.67–97.33), while the ensemble model
LSTM𝑒 consistently performs better than the single model LSTM1. The
same pattern applies to SME, PS , and PS with the only exception
3 5
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of PS𝑜𝑝𝑡. PS𝑜𝑝𝑡 performs better for the more complex scenario S2𝑏 than
S2𝑎. What is striking in these results is the rapid decrease in accuracy
for PBS0.5, when moving from S1 (85.33) to shifted CM scenarios S2𝑎
(79.33) and S2𝑏 (68.00). The mean accuracy among all scenarios is not
clearly dominated by a single approach; rather, we observe SME and
LSTM𝑒 being the most accurate (83.56), followed by the simulation-
based approaches PS𝑜𝑝𝑡 (82.89), PS3 (82.33), and PS5 (79.22), and the
geometry-related approaches (77.56–58.44). What stands out is the
general pattern of higher 𝛼 levels being attached to lower prediction
accuracy.

When we consider runtime, the geometry-related approaches clearly
consume the least runtimes. We identify four clusters: geometry-related
approaches; SME; LSTM1, PS𝑜𝑝𝑡; and the baseline simulations and the
ensemble model LSTM𝑒. Notably, the slowest approach (PS5: 69.62 ms)
consumes on average approximately 7000 times the runtime of the
fastest approach (PBS0.5: 0.01 ms). Taking into account the scenarios,
we observe little differences apart from PS3. For this approach, we
note a runtime decrease when moving from S1 (70.12 ms) to S2𝑎
(69.13 ms) and S2𝑏 (63.85 ms). Among the baseline models, PS5 is
slower (69.62 ms) compared to PS3 (62.21 ms). What is striking is the
large difference between optimized simulation PS𝑜𝑝𝑡 (8.68 ms) and the
baseline simulations PS3 and PS5.

To emphasize the tension between runtime and accuracy, we illus-
trate in Fig. 3 the results with respect to our objectives of prediction
ccuracy and runtime. The runtime axis is log-scaled. The optimal
uadrant is the lower right quadrant, with a low runtime paired with
igh accuracy. We observe the three clusters: geometry-related ap-
roaches; SME; and LSTM1, LSTM𝑒, PS𝑜𝑝𝑡 and the baseline models. For
ost of the approaches, we observe a tradeoff between accuracy and

untime. We overlook the slight pattern of increased runtime, especially
hen considering moving to the right and increasing accuracy.

7. Discussion and conclusion

The objective of this study is to develop approaches that provide
decision support for the real-world physical dynamics problem of eval-
uating cargo loading stability for PLP. Derived from computational
hysics, we came up with two new approaches to solve the loading
tability problem for PLP: an optimized physical simulation and a
hysics-informed learning approach. In this study, we formulate two
bjectives for a good algorithm to solve the cargo loading stability prob-
em: accuracy and runtime. Accuracy refers to the number of correctly
redicted stable items when loading an arrangement on a pallet. The
ccuracy is the most important objective since inaccurate predictions
an cause damaged goods or personnel. Runtime is the second impor-
ant objective, since algorithms need to be fast when integrated into
lgorithms that solve the PLP. Often, strict time constraints exist due
o transportation schedules in combination with limited storage space,
s in the example of cross-docking [56].

The results of our computational experiments show that our novel
modeling approaches can make more accurate predictions than current
state-of-the-art methods, depending on the scenario. Our key finding
s that the modeling using optimized physical simulation and physics-

informed learning can be a useful modeling choice. Our assumption is
that both approaches can predict loading stability more accurately since
they include more physical knowledge, either implicit through data-
driven training on physically-based data or explicit through modeling
and simulation. Our results show that there is no perfect one-size-fits-
all approach. For easier scenarios, LSTM𝑒 can be a useful choice; SME
excels for the intermediate scenario S2𝑎, and PS𝑜𝑝𝑡 performs best in the
most complex scenario S2𝑏. We further observe that PS𝑜𝑝𝑡 is the most
robust approach, as it was subject to the least variation in accuracy of
the scenarios. For a good trade-off between accuracy and runtime, SME
is a good fit.

These results, however, are difficult to generalize beyond the case
f loading stability in PLP because other transportation modes may
9 
require different modelings. In this study, we assumed items to be rigid
odies, which allowed us to employ rigid body dynamics. Rigid body
ynamics is one of the easiest modeling forms and computationally
nexpensive [32]. Our assumption of rigid bodies is unrealistic but

necessary to employ the computationally simpler rigid body physics
compared to, e.g., soft body physics.

Physics-informed learning depends highly on the underlying data
distribution. At present, there are no real-world data available from PLP
in general or loading stability in particular; therefore, simulations are
the best approximations of real-world physical dynamics. The absence
of datasets is not surprising, as every fallen cargo item can cause
damage and costs. However, it remains unclear if our training data
distribution represents real-life distributions of cargo arrangements. If
there is a mismatch between training data distribution and real-life
distribution, the algorithms might be of limited accuracy in realistic
scenarios.

As the benchmark dataset is generated using a multibody simu-
lator and this simulation approximates real-world physical dynamics,
our results also rely on the correctness of the benchmark simulation
model. However, the generated data may not perfectly reflect real-

orld physical conditions, which renders the physics-informed learning
pproach less applicable. The availability of data is key for the further
evelopment of both physics-informed learning and initial application
f data-driven approaches. The observational bias should come from a
ata distribution with realistic implicit physical knowledge, foremost
rom a real-world field study. Further, we assumed one item loading
equence equals one timestep with a concrete stability label during
STM training and prediction. This abstraction simplifies the problem.

Although our hyperparameter optimization has a positive impact on
the prediction accuracy and contributes to substantially lower runtimes
of PS𝑜𝑝𝑡, it may introduce unrealistic physical hyperparameter values.
As our hyperparameter optimization is output-driven by prediction
ccuracy and runtime performance, we only control hyperparameter

plausibility through parameter search range. In the case of simulation
runtime 𝑡𝑚𝑎𝑥, the optimized approach coherently obtains as 0.3 s, ex-
actly the same amount of time in the benchmark simulation [9]. When
we compare PS𝑜𝑝𝑡 to the benchmark, we find no clear correspondence
but, rather, a tendency towards matching parameter values: 𝜖𝑇 : 0.22
(PS𝑜𝑝𝑡) vs. 0.1 (benchmark), 𝜖𝑅: 7 (PS𝑜𝑝𝑡) vs. 10 (benchmark). The dif-
ference between a real-time physics engine and a multibody simulator
may explain this deviation. Real-time physics engines are faster because
they use fixed integrator timesteps. Multibody simulators, in contrast,
can become numerically accurate (the benchmark integrator error is
1.0e−7) and may obtain slightly different simulation results.

Our runtime analysis focuses on the overall wall-clock execution
untime, which depends on the number of items and underlying hard-
are. Although optimized simulations and machine learning approaches
re not yet as fast as the other geometry-related and force-based
pproaches, we recognize a substantial runtime difference compared
o the simulation baseline models PS3 and PS5.

In general, the LSTM approach is promising, as little explicit knowl-
edge must be taken into account. The problem of determining physical
knowledge is complex for a neural network, and the first approaches are
developed that tackle these problems. The key advantage of physics-
informed learning is the option to self-generate massive amounts of
training data and use them as input for the training of the machine
learning algorithm. For the simplest scenario S1, its accuracy is very
high compared to the other approaches. For the more complex sce-
narios 𝑆2𝑎 and S2𝑏 in particular, where the center of mass is shifted,
the accuracy drops. This could indicate that the LSTM model was
not able to correctly internalize the meaning of a shifted CM. Our
ensemble hyperparameter optimization strategy for LSTM𝑒 contributes
to increased accuracy compared to the single model LSTM but also
1
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negatively affects runtime. Concerning LSTM runtime, another remark
is that we conducted the runtime analysis using a batch size of 1. This
is a conservative estimate of the runtime, since usually inference would
be batched to concurrently predict the stability of multiple layouts at
the same time. Therefore, batching likely decreases the average runtime
per layout.

A different finding concerns the decreasing accuracy given FBS and
BS with a higher level of 𝛼-values. This is in line with previous
esearch [9] and is likely due to the differentiation between over-
nd underestimation of stability by the various approaches. In this
tudy, our accuracy metric is constructed such that it penalizes overly
onservative or deliberate stability estimations likewise. Since FBS and
BS with higher 𝛼-values tend to underestimate stability, the accuracy
ecreases [9].

Future research could build on the findings and test different net-
work architectures, such as transformer learning. In the past, trans-
formers have been successfully deployed for sequential data, for ex-
mple, natural language processing. However, they depend on massive
mounts of data.

From a managerial perspective, closer problem modeling is ben-
eficial because it enables practitioners to predict and assess loading
stability prior to the actual loading operations and recognize potential
dangerous cargo loadings. Avoiding dangerous cargo loadings helps
to mitigate costs and injuries by fallen and damaged cargo. To meet
logistic deadlines, our focus on accuracy and runtime can contribute to
the development of faster systems for PLP that would deliver solutions
quickly to cope with tight transportation schedules. Therefore, our
pproach provides a good step towards accurate but also fast results.

A possible future research path emerges when applying the pro-
osed method for other PLP constraints, such as dynamic stability or
oad bearings. Both use physical properties and predict physical be-
avior; both need realistic physical feedback. However, the prediction
arget, item sequence characteristics, and placement procedures are dif-
erent. Since dynamic stability focuses on moving vehicles, no loading

operations are performed, which reduces the number of simulations
considerably, but also includes the modeling of different forces that
approximate accelerations or braking dynamics.

So far, there has been research in the fields of computer science and
hysics to develop physics-informed learning techniques and physics

engines. However, little research has investigated applications of com-
putational physics for practical transportation problems. Many trans-
portation and logistics applications optimize for an economic goal
while ensuring practical relevance and applicability of approaches. The
closer modeling of physical conditions and behavior might be an under-
researched but promising future direction. Novel insights from compu-
tational physics, especially in combination with machine learning, can
lead the way.
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