~ A Service of
’. b Leibniz-Informationszentrum

.j B I l I Wirtschaft
) o o o Leibniz Information Centre
Make YOUT PUbllCCltlonS VZSlble. h for Economics ' '

Schmidt, Tobias et al.

Working Paper
Identifying economic narratives in large text corpora: An
integrated approach using large language models

Ruhr Economic Papers, No. 1163

Provided in Cooperation with:
RWI - Leibniz-Institut fur Wirtschaftsforschung, Essen

Suggested Citation: Schmidt, Tobias et al. (2025) : Identifying economic narratives in large text
corpora: An integrated approach using large language models, Ruhr Economic Papers, No. 1163,
ISBN 978-3-96973-348-6, RWI - Leibniz-Institut fiir Wirtschaftsforschung, Essen,
https://doi.org/10.4419/96973348

This Version is available at:
https://hdl.handle.net/10419/325494

Standard-Nutzungsbedingungen: Terms of use:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen Documents in EconStor may be saved and copied for your personal
Zwecken und zum Privatgebrauch gespeichert und kopiert werden. and scholarly purposes.

Sie durfen die Dokumente nicht fiir 6ffentliche oder kommerzielle You are not to copy documents for public or commercial purposes, to
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich exhibit the documents publicly, to make them publicly available on the
machen, vertreiben oder anderweitig nutzen. internet, or to distribute or otherwise use the documents in public.
Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen If the documents have been made available under an Open Content
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten, Licence (especially Creative Commons Licences), you may exercise
gelten abweichend von diesen Nutzungsbedingungen die in der dort further usage rights as specified in the indicated licence.

genannten Lizenz gewahrten Nutzungsrechte.

Mitglied der

WWW.ECONSTOR.EU é@“}


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.4419/96973348%0A
https://hdl.handle.net/10419/325494
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

RUHR

ECONOMIC PAPERS

Tobias Schmidt
Kai-Robin Lange
Matthias Reccius

Henrik Miiller
Michael Roos

Carsten Jentsch

~ Identifying Economic Narratives in Large Text
- Corpora - An Integrated Approach Using Large
. Language Models

technische universitat ﬁﬁmns.m RUB # 6
dortmund BOCHUM 11 3




Imprint

Ruhr Economic Papers

Published by

RWI - Leibniz-Institut fiir Wirtschaftsforschung
Hohenzollernstr. 1-3, 45128 Essen, Germany

Ruhr-Universitat Bochum (RUB), Department of Economics
Universitatsstr. 150, 44801 Bochum, Germany

Technische Universitat Dortmund, Department of Economic and Social Sciences
Vogelpothsweg 87, 44227 Dortmund, Germany

Universitat Duisburg-Essen, Department of Economics
Universitatsstr. 12, 45117 Essen, Germany

Editors

Prof. Dr. Thomas K. Bauer
RUB, Department of Economics, Empirical Economics
Phone: +49 (0) 234/3 22 83 41, e-mail: thomas.bauer@rub.de

Prof. Dr. Ludger Linnemann

Technische Universitat Dortmund, Department of Business and Economics
Economics - Applied Economics

Phone: +49 (0) 231/755-3102, e-mail: Ludger.Linnemann@tu-dortmund.de
Prof. Dr. Volker Clausen

University of Duisburg-Essen, Department of Economics

International Economics

Phone: +49 (0) 201/1 83-3655, e-mail: vclausen@vwl.uni-due.de

Prof. Dr. Ronald Bachmann, Prof. Dr. Almut Balleer, Prof. Dr. Manuel Frondel,
Prof. Dr. Ansgar Wiibker

RWI, Phone: +49 (0) 201/81 49-213, e-mail: presse@rwi-essen.de

Editorial Office

Niels Oelgart
RWI, Phone: +49 (0) 201/81 49-213, e-mail: niels.oelgart@rwi-essen.de

Ruhr Economic Papers #1163

Responsible Editor: Carsten Jentsch

All rights reserved. Essen, Germany, 2025

ISSN 1864-4872 (online) - ISBN 978-3-96973-348-6

The working papers published in the series constitute work in progress circulated to stimulate

discussion and critical comments. Views expressed represent exclusively the authors’ own opinions
and do not necessarily reflect those of the editors.


http://www.rwi-essen.de
mailto:thomas.bauer%40rub.de?subject=
mailto:Ludger.Linnemann%40tu-dortmund.de?subject=
mailto:vclausen%40vwl.uni-due.de?subject=
mailto:%20presse%40rwi-essen.de?subject=
mailto:Niels.Oelgart%40rwi-essen.de?subject=

Ruhr Economic Papers #1163

Tobias Schmidt, Kai-Robin Lange, Matthias Reccius,
Henrik Miiller, Michael Roos, and Carsten Jentsch

Identifying Economic Narratives in Large
Text Corpora - An Integrated Approach
Using Large Language Models

. . o RUHR
technische universitat UNIVERSITAT RU B
dortmund BOCHUM



Bibliografische Informationen
der Deutschen Nationalbibliothek

The Deutsche Nationalbibliothek lists this publication in the Deutsche Nationalbibliografie;
detailed bibliographic data are available on the Internet at http://dnb.dnb.de

RWLl is funded by the Federal Government and the federal state of North Rhine-Westphalia.

https://dx.doi.org/10.4419/96973348
ISSN 1864-4872 (online)
ISBN 978-3-96973-348-6


http://dnb.dnb.de
https://dx.doi.org/10.4419/96973348

Tobias Schmidt, Kai-Robin Lange, Matthias Reccius, Henrik Miiller,
Michael Roos, and Carsten Jentsch*

Identifying Economic Narratives in Large
Text Corpora - An Integrated Approach
Using Large Language Models

Abstract

As interestin economic narratives has grown in recentyears, so has the number of pipelines dedicated to
extracting such narratives from texts. Pipelines often employ a mix of state-of-the-art natural language
processing techniques, such as BERT, to tackle this task. While effective on foundational linguistic
operations essential for narrative extraction, such models lack the deeper semantic understanding
required todistinguish extracting economic narratives from merely conducting classic tasks like Semantic
Role Labeling. Instead of relying on complex model pipelines, we evaluate the benefits of Large Language
Models (LLMs) by analyzing a corpus of Wall Street Journal and New York Times newspaper articles
about inflation. We apply a rigorous narrative definition and compare GPT-40 outputs to gold-standard
narratives produced by expert annotators. Our results suggests that GPT-4o0 is capable of extracting
valid economic narratives in a structured format, but still falls short of expert-level performance when
handling complex documents and narratives. Given the novelty of LLMs in economic research, we also
provide guidance for future work in economics and the social sciences that employs LLMs to pursue
similar objectives.

JEL-Codes: C18, C55, €87, E70
Keywords: Economic narratives; natural language processing; large language models

July 2025

*Tobias Schmidt, TU Dortmund University; Kai-Robin Lange, TU Dortmund University; Matthias Reccius, Ruhr-University
Bochum; Henrik Miiller, TU Dortmund University; Michael Roos, Ruhr-University Bochum; Carsten Jentsch, TU Dortmund
University. - This study is part of a project of the Dortmund Center for data-based Media Analysis (DoCMA) at TU Dortmund
University and the Narrative Economic Alliance Ruhr (NEAR) project, supported by the Mercator Research Center Ruhr
(MERCUR) with project number Ko-2022-0015. It was also partially funded by the Reality Check incubator project at the
Research Center for Trustworthy Data Science and Security. - All correspondence to: Kai-Robin Lange, TU Dortmund
University, e-mail: kalange@statistik.tu-dortmund.de


mailto:kalange%40statistik.tu-dortmund.de?subject=

Ruhr Economic Papers #1163 2

1. Introduction

Macroeconomic policy decisions are not made in a vacuum. More and more, central banks
and other institutions recognize the role that public discourse and widely shared narratives
play in shaping expectations and thus economic behavior. The central bank communica-
tions literature in particular has described the active role of policy makers in explaining
their policies to great detail (Gorodnichenko et al., 2023; Gurkaynak et al., 2005; Hansen
et al., 2017, [2019). But neither fiscal nor monetary policy discourses are top-down pro-
cesses. People’s economic views and expectations are increasingly shaped by the media
(Fiore et al., 2025). Particularly in times of uncertainty, stories about rising inflation,

looming recessions, or job market disruptions spread rapidly and uncontrollably.

As economic dynamics are driven by the beliefs and expectations of households and firms,
monitoring the narratives that dominate public discourse is crucial. Quantifying economic
narratives in mass media can be challenging, however, as the amount of information trans-
mitted is vast and it’s rhetorical packaging diverse. Many researchers perform qualitative
analyses, which require expert evaluations of texts. While such procedures produce reli-
able results, they are not scalable to large text corpora. Increasing numbers of articles,
reports, opinion pieces and even comments on social media are released every day, so
purely relying on qualitative research is not feasible when analyzing the narratives that
circulate in an economy. Therefore, economists need efficient, quantitative methods of

extracting and presenting narratives from texts.

State-of-the-art language models such as BERT (Devlin et al., 2019) and its variations
have shown considerable success in tasks like sentiment analysis, named entity recognition,
and semantic role labeling, which are seen by many as foundational to the identification
of economic narratives. However, while these models excel at narrow linguistic tasks, they
often fall short when tasked with the deeper, more nuanced understanding required to
distinguish between complex economic narratives and simpler textual structures. Pipeline
approaches that mix different methods also introduce compounding error risks due to their
multiple processing stages. Hence, traditional NLP models address the scalability problem
but lack the integrated language comprehension needed to fully capture the contextual

meaning and economic relevance of narratives.

This gap presents an opportunity for exploring alternative approaches that can offer
greater contextual understanding. The advent of Large Language Models (LLMs), with
both commercial models such as GPT (Brown et al., |2020)), Claude Sonnet and Google

Gemini and open source models like Llama (Dubey et al., [2024), has opened up en-
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tirely new possibilities for narrative extraction. LLMs have demonstrated remarkable
proficiency in a wide array of tasks, excelling especially in those that require a deeper
comprehension of language and context (Shahriar et al.,2024). These models are trained
on vast amounts of data and can process complex narratives with a level of understanding
closer to that of human readers. But how should economists leverage LLMs to accurately
measure complex phenomena such as narratives? And can LLMs match expert annotators

in identifying and extracting economic narratives from newspaper articles?

In this paper, we use a set of complex instructions and expert-labeled examples to evaluate
the proficiency of LLMs at extracting economic narratives. We utilize GPT-4o0 (OpenAl
et al., [2024b)), the leading commercial LLM at the time of analysis, for the extraction of
inflation narratives from a corpus of Wall Street Journal and New York Times newspaper
articles. We further demonstrate how complex concepts like economic narratives can
be operationalized for human coding, and then adapted for coding by LLMs. While
such models enable new avenues for quantitative economic research, the litmus test for
their usefulness lies in the rigorous validation of their outputs. Hence, we compare the
results of the LLMs’ analysis against a gold-standard set of narratives, representing the
consensus of three trained annotators with domain expertise. A detailed and rigorous
annotator codebook was developed through multiple iterations and refinements. We find
that expert annotators reach notably different results extracting narratives, pointing to
the inherent subjectivity involved in narrative sense-making. To refine and adjust our
evaluation of GPTs’ performance to the subjectivity of the task, we not only consider
the gold-standard data set as a set of optimal answers, but also the deviations made by
the expert annotators, which we call “expected” deviations. We also compare the results
attainable through a set of different LLM prompting strategies recently found to be the

most effective by research in Artificial Intelligence (AI).

The rest of the paper is structured as follows. In [Section 2, we shed light on previous
research that has aimed to define economic narratives or automatically extract them from
texts. We also provide a short overview of inflation-related literature, as inflation is the
center of our evaluation strategy. In [Section 3, we introduce the data as well as the LLM
we use in our experiments. covers our narrative extraction codebook as well
as a description of the process of creating a gold-standard data set. In we
explain our prompting strategy and compare it to other approaches used in the field of
Al to maximize LLM performance. The results of the experiments are then displayed and
interpreted in where we also provide an outlook for future research. Finally, we
conclude in [Section 7
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2. Related Work

2.1. Defining economic narratives

The field of narrative economics has gained remarkable prominence in recent years (Roos
and Reccius, [2024). Only eight years after the well-known paper by Shiller (2017)) on
this topic, it has become widely accepted in the economic literature that individuals do
not simply react to economic data, but interpret the world through personal or publicly
shared interpretations of what is going on. Such stories, or narratives, are expected to
have the potential to shape personal expectations and even guide collective behavior, when
widely shared (Bénabou et al., 2018; Flynn and Sastry, [2024; Larsen and Thorsrud, [2019)).
This relationship appears particularly relevant in times of uncertainty, when traditional
expectation formation models struggle to capture real-world behavior. As King and Kay
(2020)) argue, under conditions of radical uncertainty, economic agents are unable to
maximize utility in the conventional sense. Instead, they turn to shared sense-making

structures to reduce complexity and navigate decision-making.

Despite the growing recognition that narratives constitute a promising field of research, the
definition of what precisely qualifies as an “economic narrative” remains fragmented, with
researchers highlighting different aspects depending on their analytical objectives. Early
contributions, most notably Shiller (2017)), describe economic narratives as broad stories
that convey interpretations of economic events, morals, or simplified theories. While
Shiller’s intuitive approach to narratives captures their communicative power, high-level
concepts like “moral” or “interpretation” resist the consistent formal structure required for
empirical analysis. More recent studies, therefore, aim to articulate definitions that are

both theoretically rigorous and operationalizable.

A central contribution to the formalization of economic narratives comes from Eliaz and
Spiegler (2020, [2024), who conceptualize narratives as simplified causal models repre-
sented by directed acyclic graphs (DAGs). Drawing on Bayesian network theory, their
2020 model shows how individuals adopt competing narrative-policy pairs that interpret
long-run correlations to maximize anticipatory utility. Narratives, in their framework,
are not neutral representations of data but selective causal stories that distort objective
relationships by omitting relevant variables or misattributing causal directions. In their
2024 extension, the authors apply this logic to media markets, showing how media plat-
forms strategically supply both biased information and empowering narratives to boost
consumer engagement. The empirical study by Andre et al. (2024)) follows a similar logic.

Specifically, the authors define narratives as backward-looking causal accounts of recent
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events, or explanations that people construct in order to make sense of what has hap-
pened, and that in turn shape their forward-looking expectations. The DAG-structure
of narratives that is pervasive in this line of research can be viewed as a key contributor
to the simplifying and organizing function narratives fulfill for individuals trying to make
sense of information. Roos and Reccius (2024) synthesize these and other perspectives
to propose a definition of collective economic narratives. They argue that economically
relevant narratives are not just individual stories, but shared sense-making structures that
arise in a social context, explain economic events, and suggest collective action. For a
more detailed overview over different definitions of economic narratives, we refer readers

to this work.

A recurring insight across the literature is that causality is the core ingredient of any
narrative. It is what distinguishes a narrative from adjacent concepts such as topics or
frames. While a topic identifies what is being discussed, a narrative links who did what to
whom, and with what consequence. It attributes responsibility, defines trajectories, and
frames problems in a way that invites action. Strikingly, “who is to blame for the problem”
(Crow and Jones, 2018) is central to understanding how narratives influence public opinion
and policymaking. Against this background, the present study puts particular emphasis
on recognizing this specific property of narratives. In order to automatically identify
narratives in large text data, detecting causal connections between events—implicit as

well as explicit connections—is paramount.

Building on this literature, we define economic narratives as causal connections between
two temporally and semantically distinct events, formulated in the structure A causes B
or A is caused by B, that reflect an interpretative framing of economic developments. For

example:

1. the prices for cucumbers rose by 100% this month - causes - people stop buying

cucumbers
2. increasing money supply - causes - prices for real estate go up

3. the FOMC raised the policy rate - causes - turmoil on Wall Street

Crucially, not every causal claim qualifies as a narrative in our framework. Narratives,
as we understand them, are more than just descriptions of factually accurate chains of
events; they often imply a perspective, or a selective emphasis that helps make sense of
economic developments. To this end, for example, we distinguish between entities that

qualify as genuine events (such as “inflation is on the rise”) and those that do not (such
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as “high prices”, which has no temporal dimension). For a detailed operationalization of

our definition, see [Section 4

2.2. Extracting economic narratives from texts

Historically, narrative extraction has been performed qualitatively. Hoping to create a
more scalable solution, researchers have switched their focus to quantitative NLP methods
to extract narratives from texts automatically. To be able to extract complex narratives
however, classic NLP tasks such as topic modeling or sentiment analysis do not suffice.
Each of these methods extracts information that is only a small part of most narrative
definitions. For instance, topic modeling extracts latent topics from texts, enabling re-
searchers to make an educated guess as to what the documents are about. This can be
interpreted as the setting for a story, containing all necessary places and characters, but

falls short of connecting these individual parts to a coherent sense-making story.

As a result, researchers have increasingly turned to pipeline-based approaches. Ash et al.
(2024) propose such a pipeline, named RELATIO, that heavily relies on semantic role la-
beling to extract narrative actors. They define narratives as a connection between so called
“agents” and “patients”, where agents actively perform an action that affects patients. No-
tably, the causal component inherent in most theoretical approaches to narratives is not
considered. For example, Ash et al. (2024)) consider “ECB raise interest rate” to be a
narrative, with “ECB” as the agent, “interest rate” as the patient and “raise” as the corre-
sponding verb that defines the connection between the two. Lange et al. (2022a)) extend
this concept by incorporating additional NLP tasks into the pipeline, such as coreference
resolution and causal discovery, with the aim of connecting agent-patient pairs to form a
sense-making story. However, they also acknowledge that complex pipelines with many
interdependent components can cause even minor errors to cascade into serious down-
stream failures. This sensitivity has motivated the search for integrated models capable

of handling these tasks within a unified framework.

Fixing this major issue of narrative extraction techniques, while simultaneously not wa-
tering down the definition, requires NLP models of a different architecture. We therefore
propose to use LLMs to extract economic narratives from texts. For conceptual clarity,
we use the term LLM only when referring to generative language models that have under-
gone instruction tuning. This limits the scope of the term to models like GPT-40, while
excluding families of discriminative language models like BERT. Given the “world knowl-

edge” and language understanding capabilities encoded in LLMs, it is possible to prompt
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a model with the definition of an economic narrative and extract those narratives directly
without the need to run the text through an error prone pipeline. Previous works have
shown that LLMs are capable of solving related tasks, such as summarization, speaker
attribution and Retrieval Augmented Generation (Bornheim et al., [2024; Fan et al., |[2024;
Zhang et al., 2025).

Recent research further underscores the potential of LLMs for content analysis. Studies
in computational social science have shown that LLMs can match or even surpass human
coders in annotating political, social, and economic texts (Ziems et al., 2024). Mellon
et al. (2024) reports that LLMs achieved 95% agreement with expert annotators when
analyzing British election statements. Similarly, Gilardi et al. (2023) demonstrates that
LLMs like GPT-3.5 could classify tweet content, author stances, and narrative frames more
accurately than trained crowd workers. The applicability of LLMs to economic narratives
is highlighted by Gueta et al. (2025]), who use GPT-3.5 to extract macroeconomic narra-
tives from Twitter data. Although their operationalization of narratives relies heavily on
sentiment analysis and topic modeling, their work demonstrates that LLMs are capable
of handling unstructured textual data effectively. Schmidt (2025) makes use of the large
language model (LLM) Claude 3.5 Sonnet to identify predefined inflation narratives in
the German media coverage in 2022. Using a detailed codebook and exhaustive prompting
techniques, the author was able to detect the same inflation narratives proposed by Andre
et al. (2024) and track their appearance in coverage, demonstrating that LLM prompting
is a promising approach to extract backward-looking “blame” narratives from text. Lange
et al. (2025)) showed that combining scalable methods such as topic modeling with LLMs
can lead to additional benefits and can be utilized to extract shifts in complex economic
narratives over time. Instead of analyzing every available document with an LLM, the
authors propose to only extract narratives at points in time in which a change in narrative
is suspected. They detect change points in the word-topic distributions of the dynamic
topic model RollingLDA (Rieger et al., 2021) using bootstrap percentile tests (Lange et
al., 2022b; Rieger et al., 2022). Afterwards, the authors utilize the LLM Llama 3.1 8B
(Dubey et al., 2024) to categorize the changes according to the Narrative Policy Frame-
work from political science (Jones and McBeth, 2010; Schlaufer et al.,|2022; Shanahan et
al.,2018). Such an analysis can be adapted to work with other change detection methods
(e.g. Benner et al., 2022), allowing researchers to use a detection method suited for their
purposes. This approach of Lange et al. (2025)) does, however, also reveal the limitations
of Llama 3.1 8B, as it infers narratives from most inputs, even when none are present. In
our approach, which covers a more complex notion of an economic narrative, we therefore
opt for a high-performing model to observe what kind of results a state of the art model

can produce.
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Given the increasing feasibility of narrative extraction through LLMs, a natural next step
is to explore substantive domains where narratives matter most. The topic of inflation
is particularly instructive in this regard, as few economic issues are more closely tied to

public sentiment, expectation formation, and media framing.

2.3. Inflation-related literature

Inflation is particularly interesting in the context of narrative extraction. First and fore-
most, the topic is widely researched due to its formal relation to personal beliefs. In
standard New Keynesian frameworks, expectations are not merely passive reflections of
current conditions but actively shape future inflation trajectories (Werning, [2022). Agents
form beliefs about inflation that, in turn, influence their consumption, pricing, and wage-
setting behavior (Bachmann et al., 2015} Burch and Werneke, 1975; Juster et al., [1972).
In this context, economic narratives play an important role, as narratives help individ-
uals understand the world around them and make decisions. This tight linkage between
belief formation and macroeconomic outcomes is one reason why inflation narratives have
attracted more research attention than, say, labor market narratives. Central banks in
particular have shown strong interest in the topic. In the modern forward guidance era,
they aim to actively shape the inflation expectations of households and firms (Blinder et
al., |2008). Given this policy regime, it is unsurprising that a growing number of central
bank researchers are engaged in studying the role of narratives in the expectation forma-
tion process (Kalamara et al., 2020; Nyman et al., [2021; Ter Ellen et al., 2022; Tuckett
et al., 2020).

One central finding from inflation expectation research is that media coverage appears
to play an important role in expectation formation processes. As Conrad et al. (2022)
show in the German context, traditional media consumption is associated with more
accurate perceptions of past and expected inflation, particularly when media coverage
is intensive. Similarly, Lamla and Lein (2014)) find that intensive inflation reporting
increases the forecast accuracy of households, while negative or sensationalist framing
can lead to exaggerated inflation perceptions. Ter Ellen et al. (2022) further show that
narrative monetary policy shocks (i.e., stories about interest rate decisions) can affect real

macroeconomic variables if successfully disseminated.

Another central contribution in this domain is provided by Andre et al. (2024), who ana-
lyze the narratives individuals construct to explain the recent surge in inflation. Drawing

on open-ended survey responses from thousands of U.S. households, the authors find that
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while expert narratives predominantly attribute inflation to demand-side factors (e.g., fis-
cal and monetary expansion), household and manager narratives are more heterogeneous
and often emphasize supply-side shocks or political mismanagement. Through random-
ized priming experiments, the authors show that media narrative exposure causally shifts

beliefs, highlighting the importance of inflation narratives in expectation formation.

Other lines of research suggests, however, that responsiveness of expectations to media
coverage varies over time. Building on the rational inattention framework (Reis, [2006;
Sims, 2003), Coibion and Gorodnichenko (2015) and Bracha and Tang (2025) provide
evidence that attention to inflation is cyclical. As the authors show, media attention to
inflation spikes in periods of high inflation and declines otherwise. Recent research by
Schmidt et al. (2023) references to the same effect by analyzing how varying levels of
inflation reporting affect inflation expectations. The authors make use of the Inflation
Perception Indicator (IPI), which tracks thematic shifts in German inflation coverage,
to analyze narrative shifts in German inflation reporting. Employing a threshold VAR
framework, the authors show that the influence of media coverage on inflation expec-
tations is regime-dependent: only during high-inflation periods does narrative intensity

significantly affect expectations and real variables.

In what follows, we put these insights into practice. Using inflation as a well-studied and
socially salient topic, we apply an LLM-based narrative extraction approach to a corpus
of media reports. Although inflation serves as the empirical domain of this paper, our
methodology is generalizable to other economic issues. Our goal is not only to assess the
performance of LLMs in a high-stakes context, but also to demonstrate how economic

narratives can be systematically identified in large text corpora.

3. Model and data

In our experiment, we aim to get the best performance possible given the current gener-
ation of LLMs. In this section, we argue why the model GPT-40 (OpenAl et al., [2024b)
is our model of choice to accomplish this and describe how we have created the data set

for our experiment.
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3.1. Choosing an LLM

At the time of analysis, GPT-40 (OpenAl et al., 2024b)) is the newest iteration in the 4th
generation of the Generative Pre-trained Transformer family of models by OpenAl. We
chose this particular LLM-—model snapshot gpt-40-2024-11-20 —over other commer-
cial models, such as GPT-4 (OpenAl et al., 20244), as it offers comparable or superior
performance while being more scalable due to lower financial costs. Its performance in
human reasoning and language understanding tasks is especially impressive (Shahriar et
al., 2024)), as these are crucial components of narrative extraction, which requires deep
understanding of complex economic circumstances. In particular, we choose to use GPT-40
over the more recent class of reasoning models, such as OpenAI-ol (OpenAl, 2024), as
our prompt requires Chain-of-Thought-prompting (Wei et al., 2022)) tailored specifically
to our narrative definition. As recent research shows that prompting reasoning models
with additional Chain-of-Thought sequences does not improve performance (DeepSeek-
AT 2025; Wang et al., 2024)), we opt for our own specialized prompting over the generic
reasoning offered by models like OpenAI-ol. Our prompting strategy is described in detail
in [Section Bl

While analyzing the potential of large commercial models to extract economic narratives
is valuable, their use also entails notable downsides. For one, the cost of using such models
on large data sets is very high and might not be feasible for universities, research centers
or companies with low financial backing. Additionally, since these models are not publicly
available and operate on proprietary hardware, their long-term availability is uncertain,
as companies like OpenAl are likely to prioritize profit over maintaining access to older
models. Therefore, all evaluations performed by older models will ultimately lose their
reproducibility, undermining a cornerstone of good scientific practice. For this reason, the
use of the commercial model GPT-4o0 in this paper should be understood as a theoretical
example of what state-of-the-art LLMs are currently capable of, and what open-source

models may achieve in the future as their development progresses.

3.2. The text corpus

We evaluate the proficiency of GPT-40 on the task of economic narrative extraction using a
curated corpus of Wall Street Journal and New York Times news paper articles published
between 01-01-1985 and 27-09-2023. We filtered for articles containing the words “infla-
tion” or “price (increase|hike|surge)”. This time period was selected because it includes

both high- and low-inflation phases. Focusing on inflation-related documents allows us
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to work with a thematically coherent corpus, enabling aggregation and comparison of

narratives, even within a relatively small dataset.

To further narrow down the potential economic narratives in these documents, we provide
the model with a short excerpt rather than the full article. Each excerpt includes the
sentence containing the filter terms, along with the two preceding and two following
sentences. This allows us to focus only on the topic of inflation while still providing enough

context to interpret potential narratives, including those that span multiple sentences.

From this corpus, we randomly sample 100 documents to create gold-standard responses
for the LLM. While a larger annotated dataset is always desirable, we prioritize a thorough
annotation of a smaller subset over a broader but less precise coverage. The annotation
task is complex, demands sustained focus, and is prone to errors when done hastily or

without sufficient care.

4. The codebook and the gold-standard

When trying to operationalize rich concepts like economic narratives for empirical re-
search, we often struggle to translate verbal definitions into a rigorous and workable
codebook. Aspects of narratives that seem sensible enough in a verbal explanation are
sometimes hard or even impossible to identify in an empirical setting. This problem gets
exacerbated when a codebook is required to apply to LLM-based extraction in addition
to human coders. While LLMs are trained to appear as human-like partners in interac-
tions, they differ substantially from humans in the way they process information when
performing tasks (Mondorf and Plank, [2024]).

Therefore, we will proceed by clarifying what defining aspects of economic narratives
we consider to be important in an empirical setting. Based on these aspects, we create
a codebook designed for human coders to create a consensus gold-standard data-set.
We then translate the human codebook into a prompt designed to maximize the LLM’s

performance, accounting for the model’s peculiarities relative to human annotators.
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4.1. A narrative codebook

Translating any of the narrative conceptualizations presented in to empirical
work entails some fundamental challenges. These definitions operate with high-level con-
cepts such as event, story and moral. As a result, when two experts are given only a
definition to guide text annotation, their results are likely to differ significantly. Because
a narrative is tied to language, domain understanding, and the reader’s interpretation of
the author’s intent, no narrative extraction can be truly objective. Additionally, from a
purely linguistic perspective, narrative extraction is not a simple span detection task in
which one specific part of a text must be marked. Instead, key contextual information
given in the text must be extracted and synthesized into a coherent structure. These
structures must also be amenable to aggregation when comparing narratives across large

corpora.

We propose a codebook that both narrows down the type of narratives that are to be
annotated and outlines a clear structure for the annotation process. The codebook is the
end product of multiple workshops that were held with experts and non-experts. These
sessions aimed to develop clear guidelines for extracting economic narratives, minimizing
common coding errors and sources of ambiguity wherever possible. The entire codebook
can be found in in the appendix. The most important aspects of the codebook

can be summarized as follows.

e Goal: The main task is to accurately extract narratives from newspaper excerpts,
defined as a causal link between two consecutive events. Multiple researchers should

code the same texts to minimize subjective bias.

e Target Form: Each narrative must be reduced to one of two forms: event 1 -
causes - event 2 or event 1 - is caused by - event 2. To preserve the natural order
of the text, the first event in the source should remain as event 1 in the coded

narrative.

e Event Types: Permissible events include occurrences, activities, conditions, future
events, plans and policies. The coded event should remain as close as possible to

the original wording, avoiding synonyms or abstractions.

e Coreference Resolution: When entities are referred to indirectly (e.g., with the
use of pronouns), the coder is to replace them with the correct entity to maintain
clarity (e.g., "{He|President Biden}").
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e Statements: When an event consists of a statement made by an individual, coders
must distinguish whether the causal link to another event pertains to the content
of the statement or to the statement itself. Typically, the focus should be on the
content. However, if the statement itself triggers a reaction, it should be coded
as the event. Typical examples include forward-looking statements in corporate

disclosures or forward guidance issued by central banks.

e Embedded Clauses: Coders should ignore non-essential elements within events

(e.g., appositions, parentheses) unless they contribute meaningfully to the narrative.

e Chained narratives: FEach event in a chained narrative (e.g. “event 1 causes event

2; event 2 causes event 3”) should be coded separately.

e Narrative forks: When an event is caused by multiple events or an event causes
multiple other events, each causal connection has to be noted as a separate narrative

unless the combination of events is integral to the narrative.

e Positive Causality Only: Only positive causal links should be coded, negative

ones (e.g., “does not cause”) should be excluded.

e Economic Focus: Only narratives with an explicit economic context should be

coded. Non-economic narratives should be ignored.

e Maintain Full Meaning: The full message of the original narrative is to be re-

tained without omitting crucial information, even if some parts seem superfluous.

e Edge Cases: When a code is unsure if a sentence contains a causal narrative, they

code it anyway and resolve uncertainties later with other coders.

4.2. Creating a gold-standard data set

To annotate our 100 randomly sampled documents, three expert annotators —familiar
with the definition of economics narratives, experienced in applying it and proficient
in English at a near-native level—were provided with the codebook. Each annotator
was tasked with coding all narratives from the 100 documents independently, without
discussing their results with the other annotators. To address any remaining language

barriers, such as idiomatic expressions or culturally specific references, annotators were
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given access to a built-in Deepl API, allowing them to translate the text into their native
language if needed. In such cases, narratives were still coded based on the original English

version.

In regular intervals during the annotation process, the annotators met to revise their

understanding of the codebook and discuss edge cases they were uncertain about.

After coding all 100 documents individually, the annotators met in multiple sessions to
discuss the results. Each individually coded narrative was discussed by all three annota-
tors. If they unanimously agreed it was correctly coded, the narrative was added to the
list of gold-standard narratives for the corresponding document. In this process, it did not
matter whether a narrative had been identified by one, two, or all three annotators. Given
the subjectivity of the task and the possibility that even experts may overlook narratives
without considering multiple perspectives, inclusion of a narrative in the gold standard
was based solely on substantive discussion grounded in the codebook. Such procedures
have been shown to produce more valid and reliable results than simply applying majority
voting (Burla et al., [2008; Neidhardt, [2010)).

The individual annotations by each annotator, however, were not discarded. Instead, we
use them to compute an expected deviation from the gold-standard, representing the level
of variation that is acceptable among expert annotators. The output of the LLM is then
compared to this baseline. We also document the reasons for each deviation from the
gold-standard labels. Suppose an event has multiple consequences—i.e. Fvent A causes
three distinct events: B, C' and D. Annotator 1 did not split these into three individual
narratives but instead coded Fvent A as causing the combined outcome of B, C' and D.
This would be classified as a minor deviation, with the reason noted as “missing multiple
consequences”. This approach of differentiating major from minor deviations allows us
to formalize complex patterns within our codebook while still comparing human and
Al performance effectively. Major deviations either completely alter the meaning of a
narrative, identify a narrative that does not exist or miss an existing narrative. Minor
deviations, by contrast, occur when the overarching narrative is correctly identified but is
either formally incorrect (e.g. due to missing coreference resolution) or contains subjective

elements that differ from the gold-standard annotation.

In total, the gold-standard data set contains 291 narratives in 100 documents.
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5. Prompting LLMs to extract narratives

Prompting language models to extract and annotate data in research is a relatively new
venture. We feel strongly that LLMs open entirely new avenues for quantitative economic
research. Korinek (2023) was among the first to urge economists to explore this potential.
However, as of the time of this writing, the major use case for LLMs in economic research
is sentiment analysis (Examples include Jeong and Ahn (2025) and Han et al. (2024))),
for which high-quality models exist that do not require Generative Al. Due to the novelty
of LLMs, no best practices for crafting prompts have been established to date in any
of the social sciences. However, recent literature in Al and computational linguistics
has introduced a set of general strategies that can enable researchers to make informed
choices. We hope that our task can provide a useful example for related studies, and
we will cite relevant work throughout. Using GPT-40, we explore multiple approaches to
extract economic narratives informally. We then narrow down the more useful principles
which we subject to a formal evaluation. We require narratives to be extracted in a
consistent format that can be parsed by machines. Therefore, we always use the “JSON”
option in the OpenAl API, which guarantees that the model will output consistent Java
Script Object Notation (JSON) files.

5.1. Prompt optimization: strategies and challenges

The least data-intensive yet most heuristic prompting strategy is zero-shot learning (Ko-
jima et al., 2022; Wei et al., |2021). Generally speaking, LLM-assistants like ChatGPT
are fine-tuned for instruction-following, which is the reason users can interact with them
in a way that feels natural and human-like. By using zero-shot prompting, researchers
can exploit this property by only supplying the model with the research question and
task instruction along with the text to perform inference on. To set a benchmark for
comparison to human performance, we use this zero-shot strategy, supplying our entire
unabridged codebook as an instruction. The results are very inconsistent, both regarding

the form of the outputs and in their faithfulness to the codebook.

We also explore a variation of this strategy, using a condensed version of our codebook.
While current LLMs use interpolation techniques (Zhong et al., 2025) to expand hard
context windows beyond the length of any common-sense codebook, it remains unclear
how well performance is maintained as context size increases. Due to the intransitivity
of LLM architectures, few theoretical guarantees can be considered for applied work.

However, empirical investigations have documented phenomena such as the lost-in-the-
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middle effect (Liu et al., 2024), which suggests that increasing the length of inputs tends
to result in subtle forms of information loss, mostly in the middle of input sequences. The
distribution of information in prompts appears to be a relevant criterion as well. Tian
et al. (2024)) suggest that a higher relative distance between crucial pieces of information
in a prompt adversely affects information retrieval rates, which could compromise tasks
like ours. Hence, ceteris paribus, limiting prompt length is advisable. However, the level
of detail in our codebook must still cover the intricacies of the coding task. To find the
sweet spot regarding this prompt-length trade-off, we condense our codebook for several
iterations, emphasizing different aspects in each version. We evaluate by probing the

outputs that result from using different codebook variations.

Generally, we find that increasing the information density of the codebook tends to be
beneficial for performance. However, a priori, it is not obvious what kinds of information
should be compressed and what concepts must be dealt with extensively in the instruc-
tions. For example, several passages in the codebook deal with the definition of an event,
including detailed elaborations on the types of events we consider to be the most relevant
constituents of economic narratives. These include the implementation of a policy or the
future-facing intentions of firms or policy makers. We endowed human coders with a great
level of detail here partly because issues involving the delineation of events had come up
regularly during the codebook workshops. However, as it turns out, GPT-40 defaults to
a conceptualization of events that closely corresponds to our definition. Hence, simply
mentioning that narratives consist of two events turns out to be the optimal level of in-
formation we can provide about events. By contrast, the ordering of events in the output,
which we require to remain unchanged from the source text, turns out to be a problem

that needs explicit mentioning in multiple spots of the instructions.

In general, simply adding more requirements to prompts does not reliably increase LLM-
performance. Additional aspects often introduce competing constraints that the model
must resolve implicitly (Yang et al., [2025)). Researchers should therefore prioritize which
concepts to explain in detail. Morover, since an LLM’s conceptual understanding is shaped
by its training data and the alignment techniques used during training — both of which
are unknown to researchers — practitioners should always probe the model’s sensitivity

to the way information is provided, even for seemingly uncontroversial concepts.

In addition to descriptive instructions, various sections of the codebook (see
contain synthetic examples of full narratives and of narrative components. These exam-
ples are meant to highlight specific aspects of the extraction task for human coders to
focus on when familiarizing themselves with the coding process. Such partial demon-

strations are essential for designing high-quality codebooks, as they have shown to be
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helpful for human-coders (Saldafia, 2016|). Conversely, they do not contribute positively
to LLM performance on our task. The model appears to struggle with synthesizing
these aspect-driven examples into a consistent, multi-aspect narrative definition, which

adversely affects model performance.

5.2. Few-shot Chain-of-Thought prompting

Given the results of the initial explorations, we decide to fully adapt our original codebook
for LLM inference. Instead of using instructions that mirror the structure of the original
codebook outlined in [Section 4] we only provide the model with a succinct description
of the key concepts and processes that it contains. Crucially, along with these instruc-
tions, we supply hand-labeled input-output examples. This widely used method is called
few-shot learning in the AI literature (see Song et al. (2023)) for a review). Unlike the
supervised learning paradigm that most empirical economists will be familiar with, ef-
fective few-shot learning only requires a handful—rather than hundreds—of hand-labeled
training examples. In contrast to the strategy outlined in [Section 5.1} where distributed
examples throughout the codebook each highlight a specific aspect, few-shots are complete
input-to-output demonstrations that are provided in a dedicated block after the verbal

instructions.

The few-shot paradigm allows the model to infer information about the desired output
from full-fledged examples rather than from lengthy prosaic instructions. Consequently,
the selection of few-shots and their total number are crucial. Few shots should be rep-
resentative of the full data-set, ideally without adding redundancies. During this final
round of prompt engineering, we use rigorous formal validation: From our set of 100
hand-annotated, gold-standard documents, we randomly select 20 for cross-validation.
Any of these 20 examples can be used either as few-shots in prompts or for evaluating
the performance of a candidate-prompt. The rest of the gold-standard documents are
held out entirely for testing the performance of the final prompt. Given our validation
set, we explore using between 1 and 9 few-shots in a single prompt. After evaluating the
performance on the remaining validation example, holding constant the rest of the in-
structions, we settle for using 7 few-shots. Finally, we run evaluations with rotating sets
of seven examples to identify the few-shot combination that yields the best evaluation
results. Intuitively, the optimal set captures the most relevant narrative characteristics

for the model to learn the task effectively.
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We combine few-shot learning with the Chain-of-Thought (CoT) prompting paradigm,
which means that we specify intermediate steps for the model to take when constructing
an answer (Wei et al., 2022), with the few-shot examples mirroring this step-wise format.
When dealing with problems that require complex forms of reasoning, dividing up a
task into sub-problems turns out to be advantageous. This is because LLMs can only
“reason” about a problem insofar as they can produce tokens about it. The CoT-logic of
transforming narrative extraction into a set of sequential tasks allows the model to devote
more computational power to each step in the reasoning chain. Every step must be framed
as a discrete action and output separately by the model before moving on to the next
step. In addition to enhancing performance, CoT-prompting also increases transparency,

as errors in LLM inference can be traced to particular steps in the chain.

Conceptually, the CoT paradigm is reminiscent of classic pipelines approaches to economic
narrative extraction (see , where sub-tasks are handled by different language
models rather than a unified LLM (Ash et al., 2024; Lange et al., 2022a). However, the
CoT pipeline merely imitates a full separation into sub-task. The LLM always has access
to the prior steps since they are stored in its context. Since our codebook contains inter-
dependent tasks that require economic judgment and adherence to linguistic principles,

this feature is highly desirable.

5.3. An integrated narrative extraction pipeline

Our final prompt relies heavily on the few-shot CoT paradigm introduced in the previous
section. A detailed description can be found in in the appendix. The prompt
is divided into two main parts, Codebook and Ezamples, where the former subsumes the

written instructions and the latter only encompasses the few-shots.

The first subsection of the codebook, Basic Idea, is designed to prime the model by broadly
outlining the task and the source medium of the input texts. Subsection 2, Definition,

briefly states the crucial structural elements needed in every extracted narrative:

An economic narrative consists of exactly two events

and a causal connection that is asserted between those events.

Subsection 3 is called Event structures. It introduces three distinct types of linguistic con-

structions in which causally linked events are typically embedded when they are discussed
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within the article excerpts. We build on the formalism of graphical models introduced by
Pearl (2009)), which is widely used in the Al field and in parts of economics, to distinguish
direct causal effects from causal chains and forks. A causal chain occurs if an Fvent A
causes an Fvent B which in turn causes an Fvent C. A causal fork occurs if an Event
B is a common cause for two Events, A and C. Embracing this terminology enables us
to represent causal structures as directed acyclic graphs (DAGs), as is common practice
in the literature on economic narratives. Using this established formal language also al-
lows us to optimally leverage GPT40’s pre-training, because we do not have to explain
concepts in the instructions to the LLM as long as they are encapsulated in the model’s
world knowledge. As stated in we require chains and forks to be coded as
separate narratives by the model. While some of the few-shots contain examples of such
causal constellations, the model turned out to struggle with them, which prompted us to
incorporate them into the Codebook section. Hence, apart from raising awareness about
the aforementioned causal construct, subsection 3 also sets up expectations on how the

LLM should deal with these structures when they arise.

Subsections 4 and 5, Rules and Target forms, precisely establish the set of allowable forms
that extracted narratives are expected to conform to. We assert that the expression de-
noting the causal connection between events in a narrative must be classified into either
“causes” or “caused by”, depending on the direction of the causal relationship. As laid
out in[Section 2| causality is a core ingredient of economic narratives, because causal con-
nections enable individuals to make sense of why events have unfolded. Many economic
choices by households and firms are based on this sense-making inference. Quite com-
monly, however, causal connections that appear obvious to human readers are not written
down explicitly in the source text. One of the main advantage of using LLMs for our task
is their ability to recognize a diverse set of explicit and implicit causal connections from
a given context. While extracting implicit causality—when related events are not con-
nected using a specific causal cue—is challenging, it is equally important. For example,
when events occur at different points in time, authors often imply causal relationships
through temporal cues. Distinguishing whether the author intends to signal causality or
merely describes a sequence of independent events often depends on contextual knowl-
edge. LLMs excel at such tasks, which require deep language understanding and nuanced
interpretation. This capability sets them apart from dictionary-based methods that rely
on explicit cue words to detect causality or language models like BERT (Devlin et al.,

2019) that require fine-tuning.

In the final subsection, Eaxtraction process, we describe the CoT that the model should
produce for every input. displays this procedure for an example text.
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The Fed has finally committed to a more stringent path.
Focused It has raised short-term rates, hoping to ease inflationary pressures
Excerpt \ that have been fueled by increasing oil prices.

\

Sequence It has raised short-term rates, [ hoping t/o ease inflationary pressures.

of Interest

Causal It has raised short-term rates causes ‘ ease inflationary pressures ‘

Restatement \ _

!
Coreference The Fed 'has raised short-term rates ealse inflationary pressures

Resolution

V. .V .
Event The Fed raising short-term rates easing inflationary pressures

Rephrasing

Figure 1: A diagram depicting the Chain-of-Thought transformations that our prompting
strategy induces. The chain extracts an economic narrative from an example
document and molds it into a standardized form step by step. Green highlighting
indicates segments to be changed in the subsequent step, arrows map the source
segments to their corresponding results. Results are cursive.

As mentioned before, LLM performance hinges on steering the model’s attention mecha-
nism to relevant sections of the inputs. Step 1, therefore, consists of extracting a focused
excerpt from the input, which is an article fragment that features a term deemed indicative
for an inflation discourse. Since the input texts vary significantly in their narrative density,
it is helpful to first let the model disregard any sections from it that do not contain any
events or causal relationship. This initial recognition of a narrative sequence is already
non-trivial. In our example, the events are the Fed’s realized policy measure—raising
interest rates—and it’s intention of easing inflationary pressures in the economy. Their
causal connection is hypothetical because the outcome event has not occurred and is not
guaranteed to occur at all. These nuances must be recognized by the LLM in the first
CoT step, at least to the degree that it will include the segment in the focused excerpt

instead of disregarding it altogether.
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Step 2 delineates a single, previously unextracted narrative from the focused excerpt by
producing a Sequence of interest. The task requires the LLM to isolate exactly two events
that are causally connected, while disregarding any unrelated elements found in the text.
Sequences of interest are essentially full narratives in their rawest form. In our example,
the focused excerpt actually features two more events—the Fed committing to a more
stringent path and increasing oil prices. While either of those might be important for
further narratives, Step 2 requires the LLM to not attend to them for the time being.
The Causal restatement in Step 3 serves to separate the events from the causal connector
and to make the latter explicit. Collectively, these first 3 CoT steps perform the “heavy

lifting” of narrative recognition.

Steps 4 and 5 only apply for a subset of extracted narratives. Steps 4 replaces pronouns in
the sequence of interest with the entities they refer to. This task is known as coreference
resolution in the NLP literature and is generally handled with high accuracy by the LLM.
If required, this step is crucial because entities that act or are acted upon are essential
component of many narratives (Gehring and Grigoletto, [2023)). Step 5 consists of some
final grammatical adaptations: For the sake of event aggregation, we require events to
be grammatically interchangeable. Event rephrasing standardizes grammatical structure,
allowing for easier extraction, comparison, and inference over events. This step mostly

entails nominalization, in which a verb phrase is rephrased as a noun phrase.
After Step 5, we redirect the LLM to the focused excerpt to check for further narratives.

To validate our prompting strategy, we use between 1 and 9 few-shots from the validation
sample and evaluate performance on the remaining 11 examples. In our experiments,
performance peaks with 7 few-shots. Subsequently, we test and evaluate GPT-40 with our
chosen prompt on the remaining 80 documents with gold-standard labels. We set the
LLMs temperature hyperparameter, which governs the randomness or creativity of its
responses, to 0.2. This setting makes responses more deterministic than the default while
retaining enough variability to allow the model to explore the space of possible answers.
For the purpose of reproducibility, eliminating any randomness by using a temperature
setting of 0 would be preferable. However, a fully deterministic setting is known to degrade
performance of generative language models, causing what is known as the likelihood trap
(Huang et al., [2023; Zhang et al., |2021)).
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5.4. Narrative abstraction and event clustering

After extracting all narratives in the form of Fvent A causes Event B from the 80 test
documents, we apply a series of post-processing steps aimed at enabling large-scale ab-
straction and aggregation of recurring economic patterns. The goal of this procedure is
to move beyond individual instances and identify broader narrative structures. The fol-
lowing steps represent an initial attempt to structure and cluster narrative content in a
principled way. While the primary focus of this paper lies in the extraction of narrative
pairs, we briefly outline this pipeline to illustrate how the extracted data can be further

processed and organized for downstream applications.

Event decomposition. First, we split compound events into distinct atomic propo-
sitions. Events such as “Energy and food prices are on the rise” were forked into two
independent entries, such as “Energy prices are on the rise” and “food prices are on the
rise”. This decomposition is essential, as early tests revealed that our narrative extraction
model occasionally fails to fork such multi-entity constructions in the desired way (see
above). Accordingly, this step functions as a correction layer that may become redundant
in future implementations if the model’s extraction capabilities improve. We implement
this step using a few-shot prompt with GPT-40-mini, designed to detect conjunctions
and rewrite them into separate, grammatically coherent event statements. This approach
ensures that each entry represents a clearly interpretable unit of analysis. By contrast,
a simple regex-based “and”-splitting approach would often yield semantically incomplete

fragments, such as “Energy” in the upper example, that lack narrative coherence.

Valence and topic assignment. Next, each atomic event is passed through another

PN

LLM-based classification step to extract both its semantic topic (e.g., “inflation”, “interest
rates”) and its directional wvalence (e.g., “rising”, “falling”, “high”). The prompt follows
a structured format with few-shot examples and requires the model to output a JSON
object containing both events A and B and their respective valences, thereby ensuring

consistent outputs across all extractions.

Topic normalization and abstraction. Since we prompted our initial narrative ex-
traction model to stick as closely to the original wording of the text as possible during
inference, many of the extracted narratives vary lexically while describing the same or
similar phenomena (e.g., “interest rates” vs. “borrowing costs”). Therefore, we implement
a semi-automated abstraction step to cluster semantically similar topics. First, we embed
all extracted topic strings using the al1-MiniLM-L6-v2 sentence-transformer model. Sec-

ond, we map each topic embedding to a controlled set of embeddings representing different
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macroeconomic categories (e.g., “government spending”, “interest rates”, “inflation”). To
compare the topic embeddings and the predefined anchor terms, we use cosine similarity
metrics, as they are invariant to the high number of embedding dimensions. Previous re-
search has shown that clustering by anchor terms can serve as an alternative to fine-tuning
based classification approaches in an unsupervised setting and help to interpret embed-
dings (Lange et al., 2024; Mathew et al., 2020). We take care to preserve economically
meaningful distinctions, e.g., “inflation expectations” and “inflation” remain separate due
to their distinct roles in economic theory and policy, and even in public understanding.
We then manually refine the mappings by carefully inspecting cluster compositions. In
cases where embedding similarity alone appears insufficient, we use domain knowledge
and manually add recurrent topic synonyms to the respective topic cluster or remove mis-
classified terms. Via pattern-based string matching we then replace all topics that were
assigned to a certain cluster with the respective topic label. This hybrid approach ensures
that topic abstraction remain both semantically robust and economically meaningful. An

example of this mapping is provided in [Figure 2|

(Cluster: Energy Prices |
Cluster: Bond Market Cluster: Consumer Spending e energy prices
e bond market e consumer spending e clectricity prices
e bond markets e consumer demand e home energy prices
e Treasury bonds e household spending e wholesale energy prices
° ... ... e fuel prices
° ...

Figure 2: Example illustrating how events are grouped by a cluster topic.

Finally, we translate all valence expressions indicating an increase or general high level of
something with an upwards-pointing arrow (1) and all expressions indicating low levels
or a decrease with a downwards pointing arrow (/). In cases where implicit negations are
involved, these are reversed to ensure that, for example, rising economic vulnerability and
rising economic stability are represented by different arrows, even if the term “rising” is

used in both contexts.

We are well aware of the information loss this step inevitably entails and the economic
limitations that come with it. For instance, real interest rates differ fundamentally from
nominal interest rates, which in turn are not the same as borrowing costs. However,
we argue that such simplifications are justified given the inherent nature of narrative
formation (i.e., the tendency to reduce complexity) and the context of our corpus, which
consists of general-interest newspaper articles. Distinctions that are highly relevant in

academic economics (e.g., between monetary aggregates or types of interest rates) may
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Excerpt
Original “Some private economists — and a few inside the Fed — sa
Statement the Fed’s aggressiveness is increasing J

Extracted Narratives
7-shot CoT based GPT-4o0

Narrative Event A: the Federal Reserve’s aggressiveness

Fmetion tovout 1: [EiERETTIAS OH BB CUUbEGRIR ORI OB

Topic-Valence Pairs

Post Few-shot GPT-40-mini

processing | causes rising inflation risks

Normalized Narrative

Embedding sim.& dictionar
Post J Y

processing 11 T monetary policy — T inflation

Figure 3: Illustration of our narrative abstraction pipeline using a real example from the
corpus.

be less salient or even irrelevant to the typical audience of U.S. dailies. In some cases,
however, this loss of specificity results in tautological or arbitrary narrative formulations,
such as rising interest rates cause higher interest rates. While such artifacts are rare
in our dataset, they illustrate one of the limitations of semantic abstraction: when the
model reduces different expressions to a shared label, it may inadvertently collapse distinct
concepts into self-referential loops. We acknowledge this as a trade-off inherent to our
current aggregation strategy, though it affects only a small number of cases and might be
mitigated through more refined post-processing in future applications. Figure [3] visualizes

the final extraction pipeline using a real example from our corpus.

6. Results

Using the codebook presented earlier, we let GPT-40 process the remaining 80 documents
that were neither used for evaluation nor for model prompting. The results offer a nuanced
picture of the model’s ability to extract economic narratives from text. We will first
discuss the results that we have attained through prompting the LLM and then turn

to the critical post-processing step of aggregating the extracted narratives. Despite the
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complexity involved in creating the gold-standard, comparing GPT-40 to this benchmark
turned out to be straight-forward, since essentially all disagreements had been resolved
beforehand.

The dataset containing test and evaluation documents, including the gold standard as

well as the model’s and individual experts’ annotations, is publicly available and can be
found on |GitHub.

6.1. Narrative identification

On a structural level, the model performs remarkably well. In almost all cases, GPT-40 pre-
cisely follows the formatting instructions and consistently produces valid JSON outputs.
In of the appendix, we present three examples comparing the gold standard

narratives to those generated by the model, alongside the original excerpt for reference.

The LLM also closely adheres to the CoT-procedure laid out in In Steps 1
and 2, GPT-4o typically paraphrases relevant parts of the source text in a semantically
faithful and economically coherent manner. The model also correctly reproduces event
order and directions of causality in most narratives. The CoT logic likely aids this process,
as it requires the model to state the narrative sequence as continuous text twice before
imposing causal structure and determining event order in Step 3. Even when the model
misorders events, it typically preserves correct causal directionality, making such errors
relatively minor and more grammatical than substantive. Misorderings tend to favor the
causal connector causes over caused by. The reason for this preference is speculative.
GPT-40 may favor stating causes first and effects second because such constructions occur

more frequently in its training data.

In [Table 1], we compare the model’s performance to that of our expert annotators’ using
basic summary statistics. Notably, the LLM identifies a similar number of narratives
per document as the human coders, on average. This suggests that the overall level of
performance is not compromised by persistent over- or under-identification of narratives.
However, a closer look at the distribution reveals important limitations. While human
annotators show substantial variance in how many narratives they identify per document
(standard deviation of 2.03, on average) the model’s output is remarkably stable, averaging
2.32 narratives per document with a standard deviation of only 1.15. This points to a
potential inductive bias: the model appears to have an implicit prior about how many

narratives it “expects” to find, leading to systematic over-identification in narrative-sparse
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Measure Expert 1 Expert 2 Expert 3 Gold Model
Average 2.22 2.36 2.29 2.91 2.32
Standard deviation 1.95 2.12 2.04 2.35 1.15

Table 1: Narrative counts per document for human experts and GPT-4o.

texts and under-identification in narrative-dense ones. This pattern is also evident in
edge cases. In four documents where the gold standard specifies no narrative, GPT-4o0
nonetheless extracts at least one narrative in each case. This suggests that the model

may be prone to overfitting the 7-shot examples provided in the prompt.

To better understand this pattern, it is useful to examine some specific challenges the
model faces. The lack of variability in the number of narratives is partly due to the model
struggling with causal chains and forks. Even with explicit instructions and a dedicated
CoT step in place, the model tends to return most narratives in a non-forked fashion,
even in clear-cut cases where all human experts agree. Rather than disentangling forked
or chained narratives into multiple atomic phrases, the model frequently compresses them
into a single generic statement (see . This issue is related to stylistic differences
across documents. Some of the articles break down inflation-related phenomena in a tech-
nical style, even referencing the channels of monetary policy that are thought to be at
work. In such articles, causal chains and forks may intermix, even within a single sen-
tence, yielding multiple narratives from a short text span. When GPT-40 struggles with
disentangling these structures and coding all narratives separately, the model’s narrative
count gets notably deflated for the respective article. Conversely, narrative-sparse articles
tend to focus less on textbook economic explanations and more on human interest and
storytelling. Given the latter, the model tends to infer inaccurate or speculated narra-
tives much more liberally than human coders. This lack of consistency is related to the
phenomenon of hallucinations, a term describing the well-known tendency of LLMs to

generate plausible but inaccurate answers (Huang et al., 2023)).

In general, it appears that the model performs particularly well on short documents with
relatively straightforward narratives, while struggling with longer, more complex docu-
ments. GPT-4o sometimes fails to detect crucial narrative structures, especially when
narratives are implicitly stated or span multiple sentences. As the performance metrics in
illustrate, these characteristics come with substantial downstream effects: GPT-4o0
averages 1.25 major deviations per document overall, more than twice the rate of any ex-
pert coder. This translate to an “unexpected major-deviation rate” of 0.91 narratives per
document—a metric that captures how many more major deviation the model made per

case compared to the human experts. Taken together, these false positives and false neg-
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Gold Standard (forked narrative)

Inflation weakening too much ’ It becomes harder for households to service debts
B -~ L o
Inflation weakening too much ’ It becomes harder for businesses to service debts
Connector | Event B-2 |
Inflation weakening too much It becomes harder for governments to service debts

Counector | Event B-3 |

Model Output (GPT-40)

Inflation weakening too much Households, businesses and governments find it harder to service debts

Counector | Event B |

Figure 4: Comparison of a forked narrative (as indicated by the gold standard) and a
non-forked narrative (as returned by the LLM).

atives drive down the model’s overall accuracy to 44%, compared to the 67-74% accuracy

range achieved by individual annotators.

It is important to note that not all errors that we classify as major deviations are created
equal. Some of the deviations GPT4o produces represent grave misunderstandings and
violations of the codebook while others are quite subtle. Occasionally, the economic
expertise encoded in the model appears to collide with the aim of faithfully representing
the contents of the documents. For example, GPT-40 encodes “plans to slow an influx of
hard currency that is fueling rapid money-supply growth and pushing up inflation” as a
narrative chain, asserting that money-supply growth is said to push up inflation. While
economically plausible, the text clearly asserts the influx of hard currency as the cause
for inflation. While both variants are related, the model’s reading shifts the focal point

and chain of causality, resulting in a distorted interpretation of the document.

Measure Expert 1 Expert 2 Expert 3 Model
Major-deviation rate 0.40 0.35 0.49 1.25
Unexpected major deviations — — — 0.91
Accuracy (vs. gold) 0.72 0.74 0.67 0.44
Jaccard similarity 0.59 0.60 0.59 0.40

Table 2: Annotator agreement and deviation metrics for human experts and GPT-4o.
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In an additional evaluation, we benchmark the narrative extraction capabilities using a
Jaccard similarity metric. This merely quantitative approach quantifies lexical overlap
between predicted and reference token sets on a scale from 0 (no overlap) to 1 (perfect
match). Matching the impressions described earlier, the human experts outperform the
model, achieving mean scores across all documents of J = 0.59 or 0.6, whereas the model
reaches J = 0.40. This gap again points towards some limitations, despite the measure
being rather lenient in nature, as it rewards partial lexical matches and ignores semantic

coherence, causal directionality, or narrative plausibility.

6.2. Narrative aggregation

Given the partially promising yet still limited extraction capabilities of GPT-40, any down-
stream analysis of the extracted narratives must be interpreted with caution. At this stage,
results should be seen as indicative rather than conclusive. Nonetheless, as outlined ear-
lier, our goal is to develop a comprehensive narrative extraction framework which also
requires us to consider how the extracted data can be processed and aggregated for future
applications and econometric analysis. Below, we present the results of this aggregation

step, even though its implications remain exploratory at this point.

The abstraction and harmonization of extracted events enable us to compare and group
narrative elements across documents. This, in turn, allows for the identification of fre-
quently recurring causal patterns, such as the link between government spending and
inflation, or between interest rate hikes and reduced economic growth. illus-
trates a selection of such simplified narrative arcs that appeared multiple times across our

corpus.

One narrative that recurs notably in our sample is the link between government spending
and inflation (n=3). This causal association aligns with theoretical arguments suggesting
that expansionary fiscal policy—especially if debt-financed—can trigger inflationary pres-
sure, particularly in environments of constrained monetary policy or supply-side rigidity
(Sargent, Wallace, et al., [1981). Notably, such narratives are not only central to formal

macroeconomic models but also resonate in journalistic discourse (Andre et al., 2024;
Schmidt, 2025).

If such narratives appear frequently in the media, they are expected to influence how
individuals interpret macroeconomic developments, especially in periods of heightened

uncertainty. As discussed in Section [2| narratives are not just post-hoc explanations, but
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T government spending 1 Inflation T monetary policy 7 inflation
o o o o
n=3 n=4
T wages 7 Inflation 1 interest rates | economic growth
o o @) @)
n=2 n=3

Figure 5: Simplified narratives derived from our LLM based narrative extraction pipeline.
"1 in the context of monetary policy translates to “loose m.p.”. n=x indicates
how often this narrative can be found in our sample.

sense-making stories that shape how people form expectations and make decisions. This
might certainly also apply to the kinds of narratives presented here. For instance, if media
audiences are repeatedly exposed to a narrative like “higher wages cause rising inflation”
(n=2 in our sample), it is reasonable to assume that such frames may shape their thinking,
e.g., influencing how they approach future wage negotiations. Although recent research
points in this direction (Andre et al., |2024)), it remains unclear how often a reader needs
to encounter a given narrative for it to have a measurable effect. With most prominent
narrative types in our sample occurring in just 2-4 of 80 articles, the strength and reach

of such effects remain speculative and warrant further investigation.

Other frequently recurring narratives include the effect of loose monetary policy on in-
flation rates (n—=4)—which is also a prominent argument in both theory and public
discussion—, and interest rate hikes on economic growth (n=3). All four of these narra-
tive arcs point toward classical macroeconomic concerns that have been widely discussed

in both academic and policy debates. The most frequently occurring narrative-parts
(valence-topic combinations) in our sample are presented in [Table 3|

Further analysis of the directional roles played by different events in the extracted narra-
tives reveals additional information on the structure of economic storytelling in the media.
For instance, the topic stock market appears predominantly as an “effect event” (90% of all
instances) suggesting that (business) journalism often frames stock prices as a barometer
reacting to other economic developments. In contrast, narratives in which stock market
movements are framed as a causal force influencing other domains are relatively rare.
Conversely, government spending is predominantly discussed as a “cause event” (91% of

instances) highlighting its frequent use as an explanatory device in inflation reporting.
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Event (example) Valence Sym. Topic Count
higher inflation rising ) Inflation 58
economic stability in the us positive T Economy 29
higher interest rates rising ) Interest rates 27
the Fed’s aggressiveness loose T Monetary policy 25
the ECB tightening its m.p. tight { Monetary policy 23
economy plunges toward hard landing  falling i Economy 22
lower inflation rates falling { Inflation 21
higher gas prices rising ) Energy prices 19
stocks are getting attractive again rising ) Stock Market 15

Table 3: Most frequent valence-topic combinations in extracted narratives. The presented
Fvents (left column) are sampled from all events that translate to the respective
valence-topic combination.

This asymmetry mirrors typical theoretical priors in economics: while public spending
is often viewed as a policy lever that sets economic processes in motion, the stock mar-
ket tends to be treated as an outcome variable, shaped by shifts in policy, sentiment, or

macroeconomic conditions.

However, the aggregation process also reveals important limitations. Despite careful nor-
malization and abstraction, many extracted narratives remain highly context-specific and
cannot be assigned to larger clusters. This is partly due to the large combinatorial space
of possible valence-topic pairs: the number of possible combinations of clusters A and B
and valences A and B is very high, leading to overall rare instances where different texts
lead to the same simplified narrative statement. After decomposition and standardiza-
tion, our 80 evaluation documents yielded a total of 409 distinct narratives, all made up
of two valences and two events. Many of them only appear once in the whole dataset,
which explains why we count only two or three instances of our most prominent complete

narratives.

This lack of convergence, however, is not considered as a methodological weakness. In-
stead, it reflects a central feature of narratives as they appear in public discourse, and
also in the media. Most newspaper articles tend to convey causal claims that are tai-
lored to specific events, actors, and settings, making generalization inherently difficult.
Additionally, our strict definition of narratives as precise, two-event causal claims may
contribute to this fragmentation, as it emphasizes nuance and specificity over generaliza-
tion. It is also important to note that not all causal relationships extracted by the model

are economically meaningful. Some narratives form around very specific events, locations
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or protagonists, which cannot be translated to a broader economic category and may not

even be of notable relevance.

All in all, our results highlight both the potential and the limitations of LLM-based
narrative aggregation and clustering. While the described framework is capable of detect-
ing economically plausible causal structures and producing interpretable output, further
methodological refinement is needed to move from fragmented extractions toward more

robust generalizations.

7. Discussion

Our study provides evidence that general-purpose language models can be meaningfully
used to extract economic narratives from text. The results achieved by GPT-40 on our com-
plex annotation task are promising in that they show considerable improvement compared
to earlier attempts using previous generations of LLMs. Identifying economic narratives
from text requires abstract reasoning, domain-specific knowledge, and the ability to re-
solve ambiguity and co-reference. We show that a general-purpose, instruction-tuned LLM
is able to approach this task with some consistency without any task-specific fine-tuning.
This illustrates meaningful development in the field of narrative economics. The progress
we observe here reflects ongoing advances in language model capabilities, particularly in

tasks that require instruction-following and context-sensitive reasoning.

We also see considerable promise in combining LLM-based extraction with scalable meth-
ods of abstraction and clustering. Our initial experiments show that harmonizing ex-
tracted narratives into macroeconomic categories enables the identification of recurring
narrative patterns. Although most extracted narratives remain too specific to be aggre-
gated meaningfully, the potential for scalable aggregation is clear. Recent work by Rec-
cius (2025, forthcoming), for example, introduces a polar embedding-based approach that
could be used to measure the distance between narratives along theoretically meaningful
dimensions. Integrating such techniques with LLM-based extraction appears promising

for both theoretical and empirical work on economic narratives.

Our findings also reflect some critical shortcomings of LLMs. While tracing the exact
origins of each LLM-misstep is currently not possible, it is worth remembering that LLMs
are pre-trained to produce coherent text and then fine-tuned to follow instructions. There
is some evidence that, as a side effect of this training, models occasionally try to oversatisty

prompts, placing helpfulness over accuracy and thus avoiding rejections (Chen et al.,
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2025). This tendency results in the model trying to ’squeeze blood from a stone’, yielding
outputs that are unfaithful to instructions. These drawbacks are especially problematic

in research settings and must be addressed.

Importantly, our evaluation approach also highlights the challenges of defining and opera-
tionalizing the concept of an economic narrative in practice. Even among expert annota-
tors, we observed substantial variation in annotator opinion about which narratives were
identified, how events were segmented, and how causal relations were interpreted. This
variability stresses the subjective nature of the sense-making process that occurs when
people consume narratives through media. The extraction of economic narratives from
text is inherently interpretive, even when formal definitions and structured codebooks are

applied. Consequently, fully automating the process remains an ambitious goal.

Looking ahead, we envision a future in which economic narrative research will increas-
ingly be shaped by hybrid workflows—pairing the scalability of language models with the
interpretive capacity of human experts. Rather than replacing researchers, LLMs will
act as amplifiers of their judgment. Human coders will remain central in defining what
constitutes a narrative in the first place, developing precise annotation frameworks, and
crafting high-quality prompts that translate conceptual definitions into machine-readable
tasks. One key component of this collaboration will be the creation of exemplary few-shot

examples, which LLMs rely on for task adaptation.

Accordingly, the time saved by automating the annotation of thousands of documents will
not come without cost. It will need to be reinvested in the evaluation process itself. Unlike
more standardized tasks such as sentiment classification, narrative extraction requires a
deep understanding of semantics, context, and domain-specific framing to evaluate if a
models’ results are valid. That is, quick eyeballing or resorting to simple accuracy scores
will not suffice. Instead, each output must be assessed on its interpretive merit, demanding
a level of scrutiny that (for now) only human coders can provide. In that sense, our study
underscores the continued importance of human involvement in content analysis and social
science research (Haim et al., 2023)). LLMs may extend what is possible; but only when

embedded in workflows that preserve interpretive oversight and methodological rigor.

To conclude, our results suggest that while narrative extraction via LLMs is still in its
early stages, it offers potential for scalable, interpretable, and theoretically informed anal-
ysis of economic discourse. With further refinement, including improved prompts, fine-
tuned models, and downstream validation, the approach has the potential to contribute

meaningfully to the emerging field of narrative economics.
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7.1. Outlook

While LLMs will further develop and excel even more at language understanding in the fu-
ture, we believe that the performance of the current generation of models can be improved
on with more specialized training, such as (parameter-efficient) fine-tuning. As best prac-
tices for prompting evolve alongside model architectures, we see a need to continuously

refine both our extraction and aggregation techniques.

The aggregation framework presented in this paper reflects only an initial stage. Fu-
ture work should explore more advanced methods of narrative clustering and abstraction.
A promising direction is offered by Reccius (2025, forthcoming), who proposes a polar
embedding-based approach to improve the alignment of semantically similar narrative
elements. Incorporating such techniques may allow us to systematically group related
narratives across documents, even when surface-level variation is high. Once greater re-
liability in extraction and aggregation is achieved, a natural next step is to scale the
method to larger corpora. This would enable a more systematic assessment of narrative

prevalence and diffusion over time and across domains.

However, while the performance of GPT-40 on our task showed that Large Language
Models have great potential for narrative extraction, using them requires good hardware
or financial backing. In addition to that, the environmental impact of running such
models should not be understated. We therefore also aim to develop methods that cleverly
combine scalable NLP methods with LLMs, enabling a thorough analysis of large corpora

with a minimal amount of resources.

Ultimately, this paper focused on establishing the feasibility of LLM-based narrative ex-
traction. Future research should move toward substantive applications. In particular,
linking extracted narratives to external economic indicators—such as inflation expecta-
tions, consumer sentiment, or financial market volatility—could offer novel insights into
the role of narrative framing in macroeconomic dynamics. Such connections would not
only extend the methodological contribution of this paper, but also advance our theoret-

ical understanding of how economic stories shape the economy itself.
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8. Conclusion

Narratives play an crucial role in everyday economic decision-making. All actors in an
economy, regardless of their level of sophistication or macroeconomic importance, are
influenced by the economic narratives circulating in their environment. Extracting such
narratives from mass media enables us to trace their origins, understand how they spread
through society, and examine their development over time. For economists, this is a

crucial yet complex task.

To enable a quantitative analysis of economic narratives, we present an annotation code-
book as a stepping stone into extracting economic narratives from a corpus of texts. We
utilize this codebook to let three expert annotators code narratives from a total of 100 doc-
uments and form a gold-standard data set out of these coded narratives. We then prompt

GPT-4o0 to perform the same task and evaluate it on our gold-standard annotations.

We categorize deviations from the gold-standard annotations into minor and major de-
viations, where minor deviations cover formal or small subjective deviations and major
deviations cover cases in which a narrative has been coded incorrectly. We also compare

the resulting deviations to the ones that resulted from our expert annotators.

Our results indicate that the level of language comprehension and economic expertise en-
coded in contemporary Large Language Models (LLMs) enables them to extract economic
narratives from newspaper articles effectively. We further find that few-shot Chain-of-
Thought prompting—a state-of-the-art Al strategy—is well-suited for LLM-based text
retrieval tasks in economics, as it combines high performance with strong transparency

in complex annotation tasks.

Our findings also underscore some limitations. Most notably, GPT-40 exhibits biases in
narrative density, at least when prompted as presented, under-identifying narratives in
some contexts while over-identifying them in others. The model struggles with structurally
complex narratives, particularly those involving nuanced causal structures like forks or
chains. It also shows limited adaptability when encountering challenging edge cases or

hidden and implicit causal links between events that may span multiple sentences.

These shortcomings suggest that, while LLMs possess strong general capabilities, eco-
nomic narrative extraction is a specialized task where expert judgment cannot (and should
not) be fully replaced by general-purpose LLMs. Achieving human-level reliability will

require more capable foundational models and methodological refinements.
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Appendix

A. Codebook

1. Basic Idea

The goal of this coding task is to extract all narratives from the provided
texts as accurately and comprehensively as possible. The texts are excerpts

from newspaper articles published in the NYT or the Wall Street Journal.E]
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We define a narrative as a causal connection between two consecutive events.

Simple examples of a narrative:
e Russia’s war on Ukraine - causes - People leaving Ukraine
e rising prices - causes - lifting of global bond yields

e rapid money-supply growth - is caused by - influx of hard currency

These narratives are sometimes explicitly mentioned in the text and easy to
identify. Often, however, they require some interpretation and abstraction.

That is why it is crucial for our research that multiple coders read and

annotate the same texts. This ensures that results are not biased by individual
interpretations and that the extracted narratives are recognizable by other coders

as well.

2. Target Format

We aim to train a language model to reduce all narratives in a text to one of two
possible formats:
e Format A: event 1 - causes - event 2

e Format B: event 1 - is caused by - event 2

Each narrative must follow one of these formats. The distinction between A and
B preserves the order of events as they appear in the original text. The event

mentioned first must be event 1 in your coded narrative.

Examples:
e Source text: The Titanic struck an iceberg on 14 April 1912. As a result,
the Titanic sank.
the Titanic struck an iceberg - causes - the Titanic sank
o Source text: People have a hard time finding jobs because the Fed keeps
interest rates high.
people have a hard time finding jobs - is caused by - the Fed keeps interest

rates high

These examples show: The narrative does not have to be a coherent sentence. The
task is to reduce running text into a "bullet point" format that strips away all

information not part of the causal chain.

3. Events
3.1 Types of Events
Events can be categorized into events and activities as well as states and
circumstances.
e ‘‘the collapse of the Berlin Wall in 1989 (event)
e ‘“Mexico grew rapidly’’ (activity)

e “Trump signed the bill into law’’ (activity)
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e ‘““inflation’’ (state)

e ‘“lack of competitive innovation’’ (circumstance)

States and circumstances can also include properties of people or other entities:
e ‘‘Stubborn Indian inflation’’

e “The prime minister’s arrogance’’

Events and activities can also include future events or plans.
e ““The ECB will probably raise rates by next year’’ (plan)

e ‘There might be more earthquakes in Germany in the future’’ (future event)

Policy measures also count as events:
e ‘“The Schuldenbremse”’

e ‘““The Affordable Care Act’

3.2 Unchanged Coding of Events

Events should generally be coded in the exact form used in the source text. The
closer the extracted narrative is to the source text, the faster the model will

learn.

Specifically:
e Do not use synonyms for terms used in the text
e Keep the same verb tense (present stays present, past stays past, etc.)
e Do not abstract semantically or economically (e.g., do not interpret ‘‘rising
prices’” as ‘“inflation’’)
e Exception: Explanatory clauses (e.g., appositions) can usually be left out
(see 3.5)

3.3 Coreference Resolution

An exception to 3.2 applies when entities (e.g., people, countries) are only

indirectly mentioned.

Example:
‘“She talked a lot about North Korea. ’The country s really poor, therefore many
citizens suffer from hunger’, she said.”’
-> Instead of coding ‘‘The country’’, include the resolved entity:
e {The country|North Korea} is really poor - causes - citizens suffer from

hunger

Similarly:
‘“President Biden discussed the matter today. He downplayed the probadbility of a
government shutdown which has calmed the markets.”

e {He|President Biden} downplayed the probability of a government shutdown -

causes - the markets were calmed
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3.4 Opinions

Sometimes a causal link is part of a third-party opinion or assessment. In
most cases, the narrative refers to the content of the opinion, not the act of

expressing it.

Example:
“Analysts believe that bond yields might rise even further which would put even

more strain on pension funds.”

e bond yields might rise even further - causes - more strain on pension funds

But in some cases, the act of expression itself is causal:

“ECB prestident Lagarde made it clear that no further rate raises were on the

horizon. Markets responded calmly.”

e ECB president Lagarde made it clear that no further rate raises were on the

horizon - causes - Markets responded calmly

3.5 Parentheses and Side Clauses

Explanatory side information set off by commas, dashes, or parentheses should be

left out unless essential for understanding the narrative.

Example:
“The highest inflation in decades and the war in Ukraine - the first major
military conflict in Europe in over 30 years - raised concerns...”

e highest inflation in decades - causes - concerns about a possible recession

e war in Ukraine - causes - concerns about a possible recession

3.6 Chained Events

Some statements include multiple events connected by ‘‘and’’ or ‘‘as well as’. These

should be split into separate narratives.

Example:
“She wants you to forget that federal spending contributed to soaring prices, as
well as to the labor shortages across the economy.”

e federal spending - causes - soaring prices

e federal spending - causes - labor shortages across the economy

4. Only Positive Causal Links

Please code only positive causal relationships. Ignore negative causality.

Example:
Putin invading Ukraine - does not cause - President Zelensky fleeing Ukraine (do

not code)
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5. Multiple Narratives per Text

A document may contain multiple narratives. Please write each narrative on a new

line. Do not use enumerations.

Correct:
- the prices for cucumbers rose by 100% this month - causes - people stop buying
cucumbers

- huge money supply - causes - prices for real estate go up

Wrong:

1. the prices for cucumbers rose ... | 2. huge money supply

6. Thematic Scope
6.1 Explicit Economic Reference

Please only code narratives that have an explicit economic relevance. You can
ignore all other narratives. If you are unsure, write down the narrative and add

a note (uncertain).

Examples:
e Putin invading Ukraine - causes - rising energy prices (code)

e Putin invading Ukraine - causes - enormous military support by the United

States (do not code)

6.2 Focus on Inflation Narratives

We are primarily interested in inflation narratives. Therefore, please mark all

narratives without explicit reference to inflation or price changes with an ‘(x)’’.

As a reminder: narratives that have no economic relevance at all should not be

coded in the first place.

Examples:
e Putin invading Ukraine - causes - disruption of agricultural supply chains
(x) (code)
e Putin invading Ukraine - causes - gas price increases in Germany (code)
e Putin invading Ukraine - causes - enormous military support by the United

States (do not code)

The example from 3.6 should therefore be:
e federal spending - causes - soaring prices

e federal spending - causes - labor shortages across the economy (x)

7. Preserve Content

This point is similar to point 3.2. Sometimes, there is a strong temptation to

omit parts of a sentence in order to make the narrative more pointed. In some
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cases, that’s acceptable; however, the rule should be to include all parts of the
sentence that are necessary to preserve the core message of the narrative. Please

preserve all essential content in the narrative.

Example 1:

e wage inflation going up - causes - the risk of yields on longer-dated bonds
rising at a faster pace compared to those on shorter-dated notes (correct)
e wage inflation going up - causes - longer-dated bonds rising faster than

shorter-dated notes (incorrect)

Example 2:
e The highest inflation in decades - causes - concerns about a possible
recession (correct)

e inflation - causes - recession (incorrect)

8. Edge Cases

If you are unsure whether something really constitutes a narrative or not, code
it anyway to be on the safe side. You can later compare all such cases with the

other coders or with us.

Example 1:
"Semi"-causal cues (such as "as", "suggesting", ...) can be interpreted as either

temporal or causal.

John Sticher, editor and publisher of Beverage Digest, said that soft-drink sales
have shown some improvement this year, estimating that they rose about 3.5/ in

January as price increases stabilized.

In such cases code the narrative just to be safe, and compare your results with

other coders afterward.

Example 2:
If you interpret the "as" in the example above as a causal cue, a second ambiguity

arises: you could shorten the passage in two ways:

John Sticher, editor and publisher of Beverage Digest, said that soft-drink sales
have shown some improvement this year, estimating that they rose about 3.5/ in
January as price increases stabilized.
e price increases stabilized - causes - soft-drink sales showing some
improvement (x)
e price increases stabilized - causes - soft-drink sales rose about 3.5% in

January (x)

Again, if you’re unsure which version to choose, write down both to be on the safe

side.
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If unsure, include both options.

“Since the texts are excerpts, some passages may seem out of context. In most cases, however, the
meaning should still be clear.
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B. Annotated Examples

2004-05-27 | WSJ | China Targets Auto Loans, Speculators

At the same time, overinvestment in the industry has led to rising car
inventories. GM says its own inventory levels are healthy and for some models

it has waiting lists. Separately, China’s foreign-exchange regulator announced
plans to slow an influx of hard currency that is fueling rapid money-supply growth
and pushing up inflation. Speculators are betting that Beijing will revalue its
currency, the yuan, and are parking money in Chinese banks to take advantage of
interest rates higher than those in the U.S.The new rules also aim to reduce a
run-up in foreign debt, as some borrowers switch to foreign-currency loans that
are cheaper than yuan-denominated loans. As part of the tighter measures to come
into force on July 1, foreign-invested companies must state a specific use for any
funds greater than $200,000 entering China, said a statement posted on the State

Administration of Foreign Exchange’s Web site.

Narratives

e overinvestment in the industry - causes - rising car inventories (x)

e an influx of hard currency - causes - rapid money-supply growth

e an influx of hard currency - causes - pushing up inflation

e run-up in foreign debt - is caused by - some borrowers switch to
foreign-currency loans that are cheaper than yuan-denominated loans

e The new rules - causes - reducing a run-up in foreign debt. (x)

Model Output

e overinvestment in the car industry - causes - rising car inventories

e an influx of hard currency - causes - rapid money-supply growth

e rapid money-supply growth - causes - pushing up inflation

e Speculators are betting that Beijing will revalue its currency, the yuan
- causes - speculators parking money in Chinese banks to take advantage of
interest rates higher than those in the U.S.

e foreign-currency loans are cheaper than yuan-denominated loans - causes -

some borrowers switch to foreign-currency loans

2023-03-03 | WSJ | Business News: Bud Brewer’s Volume Fell as Prices Jumped

And people are eating and drinking more at home, a setting that tends to favor
beer over other drinks, he said: Beer remains resilient,Mr. Doukeris said. I'11
never say that beer is immune to the inflation and everything that is happening
out there, but [it] remains a very resilient category.: The brewer has for years
seen its mainstream brands Bud and Bud Light decline, partly amid a broader shift

by American drinkers from beer toward wine and spirits. In response, it has
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worked to increase its exposure to premium offerings such as Michelob Ultra and
Stella Artois.

Narratives

e people are eating and drinking more at home, a setting that tends to favor
beer over other drinks - causes - Beer remains resilient (x)

e Bud and Bud Light decline - is caused by - a broader shift by American
drinkers from beer toward wine and spirits (x)

e Bud and Bud Light decline - causes - {it|the brewer} has worked to increase

its exposure to premium offerings such as Michelob Ultra and Stella Artois

(x)

Model Output

e people are eating and drinking more at home - causes - beer being favored
over other drinks

e a broader shift by American drinkers from beer toward wine and spirits -
causes - Bud and Bud Light decline

e Bud and Bud Light decline - causes - the brewer worked to increase its

exposure to premium offerings such as Michelob Ultra and Stella Artois

2023-03-03 | NYT | Market Gains After 3 Days of Losses

Shares of Salesforce soared 11.5 percent for one of the market’s biggest gains
after it topped forecasts for profit and revenue last quarter. It also gave a
stronger-than-expected forecast for upcoming results. Expectations have been
coming down recently for profits at big U.S. companies given still-high inflation
and interest rates. But several joined Salesforce in rising Thursday after
posting encouraging results. Macy’s rose 11.1 percent after reporting stronger

profit and revenue for the holidays than analysts expected.

Narratives

e Shares of Salesforce soared 11.5 percent for one of the market’s biggest
gains - is caused by - {it|Salesforce} topped forecasts for profit and
revenue last quarter. (x)

e Shares of Salesforce soared 11.5 percent for one of the market’s biggest
gains - is caused by - {it|Salesforce} gave a stronger-than-expected
forecast for upcoming results (x)

o {it|Salesforce} gave a stronger-than-expected forecast for upcoming results
(x) - is caused by - {itl|Salesforcel} topped forecasts for profit and revenue
last quarter. (x)

e Expectations have been coming down recently for profits at big U.S.
companies - is caused by - still-high inflation

e Expectations have been coming down recently for profits at big U.S.

companies - is caused by - still-high interest rates
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e {Several|U.S. companies} joined Salesforce in rising Thursday - is caused by
- {U.S. companies} posting encouraging results (x)
e Macy’s rose 11.1 percent - is caused by - reporting stronger profit and

revenue for the holidays than analysts expected (x)

Model Output

e Shares of Salesforce soared 11.5 percent for one of the market’s biggest
gains - is caused by - Salesforce topped forecasts for profit and revenue
last quarter

e Salesforce gave a stronger-than-expected forecast for upcoming results -
causes - Shares of Salesforce soared 11.5 percent for one of the market’s
biggest gains

e Macy’s rose 11.1 percent - is caused by - Macy’s reported stronger profit

and revenue for the holidays than analysts expected

C. Prompt

# Codebook:

## Basic Idea:

I will provide you with an excerpt from newspaper articles that have appeared in
the New York Times or The Wall Street Journal.

Your task is to extract all economic narratives that occur in the excerpt. This
task is a well-defined multi-step extraction process. The term "narrative"

is frequently used with different meanings and in a variety of contexts. The
multi-step extraction process is designed to make sure that your work respects

a very specific definition of economic narratives. For each step that outlined
below, it is imperative that you only make the changes that are indicated. I will

provide you with this definition next.

## Definition:
An economic narrative consists of exactly two events and a causal connection that

is asserted between those events.

## Event structures:

In the terminology of causal inference, the definition corresponds to finding the
"direct causal effect" of Event A on Event B. The causal pathways you encounter
in the excerpts may be more complex. Therefore, in addition to direct causal
effects, find and deconstruct the following causal structures as follows:

1) Fork: If Event A is said to be a common cause of Events B and C, code both
pathways as separate narratives.

2) Chain: If Event B is said to be a mediator between Event A and Event C, also

code both pathways as separate narratives.
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## Rules:
You also have to follow a couple of hard-and-fast rules:
1) Retain the order of the two events from the source text at all times. The
event that appears first in the text must be coded as "Event A", the event that
appears second must be coded as "Event B".
2) When you state the narrative in its "Target Form", always represent the causal
connection by using one of the following phrasings: i) "causes": Use this causal
connector when Event A is the cause and Event B is an effect of Event A. ii) "is
caused by": Use this causal connector when Event B is the cause and Event A is an

effect of Event B.

## Target Forms:

{

"Event A": "[...]",

"causal connector": '"causes",
"Event B": "[...]1"

}

{

"Event A": "[...]",

"causal connector": '"caused by",
"Event B": "[...]1"

}

## Extraction Process:

1) "Focused Excerpt": The excerpts vary in length and in their narrative

density. Parts of each excerpt may obviously not contain any narrative. To

focus on relevant parts of the excerpt, start by repeating it, but leaving out the
sentences that you are sure no narrative appears in.

2) "Sequence of Interest": Go through the "Focused Excerpt" and state the first
narrative sequence you find, that is a sequence that contains two events and what
you consider to be a causal connection between them.

3) "Causal Restatement": Based on the current "Sequence of Interest", restate the
narrative in the appropriate target form. Make sure to repeat the events verbatim
without rephrasing.

4) "Coreference Resolution": If necessary, rephrase one or both events to clearly
identify the entities that occur in the narrative. For the most part, this will
involve replacing personal pronouns with the entity itself.

5) "Event Rephrasing": If necessary, rephrase one or both events again so that
the narrative uses correct language.

After every narrative, continue by circling back to 1) and restate the "Focused
Excerpt". Do so even if you did not previously detect more narratives in it. Use
it to refocus your attention and double-check if more economic narratives occur in

the excerpt.

# Example:
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## Excerpt:

"[...]"

{

"Focused Excerpt": "[...]",
"Sequence of interest": “[...]",

"Causal Restatement":

{

"Event A": "[...]",

"causal connector": '"causes",
"Event B": "[...]"

}!

"Coreference Resolution":

{

"Event A": "[...]",

"causal connector": '"causes",
"Event B": "[...]"

Yo

"Event Rephrasing":

{

"Event A": "[...]"

"causal connector": '"causes",
"Event B": "[...]"

}

g

{

"Focused Excerpt": [...],
[...]

}

# Your Work

## Excerpt:

u[_”]u
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