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Abstract: The recent amendment to the European eIDAS Regulation has established the European 
Digital Identity Framework, which introduces electronic attestations of attributes. Technically, these 
attestations involve auxiliary information to ensure their verifiability, leading to the generation, 
processing, and storage of more than just personal data. In particular, this auxiliary information 
contains globally unique information that can be misused as personal identifiers and poses risks to 
the privacy of individuals engaging in transactions using a European Digital Identity Wallet. As 
such, they create tension with the principle of data minimisation under the General Data Protection 
Regulation (GDPR). On the positive side, privacy-enhancing technologies, especially zero-
knowledge proofs (ZKPs), are rapidly advancing and capable of addressing this tension. In this 
paper, we analyse the impact of the availability of these techniques on legal compatibility in the 
European electronic identification context and explore the tension field between the technical 
requirements of the digital identity wallet and the GDPR’s data minimisation principle. We 
illustrate this dynamic through the specific examples of cryptographic data processed to ensure the 
authenticity and integrity of attributes' electronic attestations and shed light on how ZKPs can 
support legal compliance. This paper contributes to the privacy-oriented electronic identity 
management literature by providing policy and technical recommendations for achieving data 
minimisation compliance. We emphasise the necessity for regulatory bodies to enforce the use of 
advanced solutions like ZKPs to achieve unlinkability and unobservability. Accelerating the 
standardisation of these technologies is crucial for safeguarding user privacy and achieving 
seamless regulatory compliance in digital identity systems. 

Introduction 

Electronic identification is an essential process that empowers natural and legal 
persons to access a wide array of online services (Stevens et al., 2010). This dy-
namic further contributes to the increasing datafication of our society and econo-
my (Van Dijck, 2014). Naturally, identification transactions involve the collection 
and processing of substantial amounts of personal data, raising important ques-
tions regarding privacy and data protection (Monteiro, 2023). In this paper, we ad-
dress how privacy-by-design principles can be implemented by focusing on data 
minimisation in contexts that necessitate the verifiability of (legal) identity-related 
information (Tsakalakis, 2020). 

Technical and management literature provide a spectrum of approaches and termi-
nologies related to digital identity management (Pfitzmann et al., 2010), focusing 
on the growing trend in data-driven societies to digitally represent every facet of 
human life, while emphasising individual autonomy, self-empowerment, and data 
sovereignty. This reflects a broad expression towards the right to self-determina-
tion, meant as a form of control over personal information (McCorquodale, 1994). 
The design of corresponding privacy-oriented solutions is still being explored and 
debated in the context of modern information systems (IS) research (Giannopoulou 
& Wang, 2021; Mejias & Couldry, 2019). Furthermore, within the legal literature, 
Purtova recently highlighted that “relatively little attention is paid in law and legal 
scholarship to what identification is” (Purtova, 2022). Along with this line of re-
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search, unfolding the limits of data protection law and personal re-identification, 
this article is intended for legal experts, policy-makers, and technologists alike. It 
thus adopts a dual perspective throughout the paper, grounded in legal reasoning 
but supported by technical analysis. 

In the European Union (EU), the electronic Identification, Authentication and Trust 
Services Regulation (eIDAS) establishes norms for what and how citizens’ identity 
information should be collected, shared, and verified with and by service providers 
(EU 910/2014). This allows qualified services to be provided to citizens, even 
cross-border, including identification and authentication for accessing governmen-
tal services and the issuance of qualified electronic signatures. By mandating spe-
cific identity processes to reach a high level of assurance (LoA), the regulation aims 
to establish the trustworthiness of these services (EU 1502/2015). Additionally, eI-
DAS 2.0 (EU 2024/1183) further introduced the concept of an EU Digital Identity 
Wallet (EUDIW) that citizens can use to store and present qualified and non-quali-
fied electronic attestations of attributes. 

However, the information processed in the context of eIDAS-compliant transac-
tions does not consist exclusively of data subjects’ identity attributes but also in-
volves additional types of legally qualifiable personal information such as identi-
fiers (Pfitzmann et al., 2010). This auxiliary data in identification transactions tech-
nically ensures identity assertions’ integrity, authenticity, and validity (Grassi et al., 
2017). Thus, electronic identification transactions may release personal data be-
yond what the holder intends to share, which is beyond the business case (Fuster, 
2014). As such, in this paper, we argue that compliance with the data minimisation 
principle requires privacy-enhancing technologies (PETs), such as zero-knowledge 
proofs (ZKPs), to avoid the disclosure of auxiliary personal data without hampering 
verifiability. 

While European jurisprudence and national and international advisory boards pro-
vide guidance on contextual application, their course struggles to keep pace with 
technological development. There is a lack of specific scientific evaluations on the 
impact of technological solutions on legal compliance in the context of identifica-
tion transactions (EU Agency for Cybersecurity, 2022). While Recital 14 of the re-
vised eIDAS regulation mentions ZKPs, their use is not mandatory. Accordingly, 
ZKPs are also not required in the latest version of the architecture and reference 
framework (ARF) (European Commission, 2025), a technical specification adopting 
the European Commission’s (EC) Recommendation (EU) C(2021) 3968 on a common 
Union Toolbox for a coordinated approach towards a European Digital Identity 
Framework. This Toolbox is developed by the eIDAS Expert Group and the EC, in 
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collaboration with industry stakeholders (eIDAS Expert Group, 2021; EC, 2024). 
The ARF can be considered the technical counterpart of the eIDAS 2.0 regulation, 
outlining technical specifications, process guidelines, and system design recom-
mendations for a robust, cross-border, and citizen-centric identity management 
model (eIDAS 2.0 (14, 15)). 

Given this regulatory perimeter, we draw inspiration from legal literature (Purtova, 
2022), building on a cross-disciplinary approach that integrates existing legal and 
technical scholarship on electronic identification, as well as the regulation of tech-
nological innovation. We provide both a legal analysis of data protection and elec-
tronic identification legislation, as well as a technical analysis of the latest tech-
nologies supporting data protection. We aim to explore the application of data 
minimisation in the context of electronic identification in the EU and the interplay 
between the technological evolution of identification transactions, the GDPR, and 
context-specific legislation, namely the eIDAS regulation. The research presented 
is rooted in doctrinal legal research (McConville & Chui, 2017), also known as tra-
ditional legal research or black-letter legal research. We provide a systematic ex-
position of the principles, rules, and concepts governing a particular area of law 
(Smits, 2015) and analyse their relationships to resolve ambiguities in existing law 
(Van Hoecke, 2011). Further, we encompass technical analyses and reflections, 
proposing a law and technology analysis (Kanevskaia & Pałka, 2023) on data pro-
tection and privacy (Monteiro, 2023). 

This paper is structured as follows. Section 2 introduces the regulatory framework, 
specifically focusing on eIDAS and GDPR, and examines how data minimisation ap-
plies to electronic identification. Section 3 delves into the technical implementa-
tion of digital identity transactions and PETs, with an in-depth exploration of elec-
tronic attestations of attributes and ZKPs. In Section 4, we discuss the role of aux-
iliary data as identifiers in these transactions and how ZKPs can help address chal-
lenges related to data minimisation. Section 5 provides a broader discussion on 
how PETs can influence the application of the data minimisation principle. Finally, 
Section 6 summarises the contributions of the paper and discusses limitations, fol-
lowed by the conclusion in Section 7. 

Legal background 

The EU’s General Data Protection Regulation (GDPR) defines “personal data“ as “any 
information related to an identified or identifiable natural person,“ underscoring the 
implications of individual identity in the digital realm. This definition was trans-
posed from the Data Protection Directive (95/45/EC) to the GDPR and echoes the 
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traditions of the legally binding international data protection instruments: the 
1980 OECD Guidelines on the Protection of Privacy and Transborder Flows of Per-
sonal Data and the 1981 Council of Europe Convention 108 for the Protection of 
Individuals with regard to Automatic Processing of Personal Data (Fuster, 2014). 
These documents intertwine data protection with privacy, mirroring the approach 
pioneered by the United States (US) for privacy that is anchored to the protection 
of any information related to an individual, defined as Personally Identifiable Infor-
mation (PII) (NIST SP 800-122). 

Despite the varied and nuanced lexical differences in EU and US legislative termi-
nology (personal data in EU versus PII in the US), it is unequivocal that any elec-
tronic or digital representation of PII qualifies as personal data as it permits per-
sonal re-identification (Figure 1). Nevertheless, the conceptualisation of these 
electronic and digital representations may vary depending on the technical and 
computational perspectives for investigating personal re-identification and privacy. 
In this regard, according to Torra (2017), three main scientific communities are 
working on privacy and personal re-identification, addressing the protection and 
minimisation of personal data. One with a statistical background and working on 
statistical disclosure control (e.g., Hundepool et al. 2012), one with a background 
on databases and data mining, working on privacy-preserving data mining (e.g., 
Aggarwal et al. 2008, Samarati 2001), and one with a communication and security 
background, working on secure and verifiable computations (e.g., Heurix et al. 
2015). We focus on the perspective of PETs, unfolding and addressing the limits of 
data protection law with a computational or cryptographic approach that is rea-
sonably valuable in the context of electronic identification, for several considera-
tions that will be discussed further. 

However, before delving into the technical perspective, plainly speaking, electronic 
identification pertains to the process of using personal data, in electronic form, 
that uniquely represents a natural person. Within this context, the terminology 
used by the European legislator seems to differ from the general umbrella term of 
“personal data” used in the GDPR. Such terminology seems to be rather enriched. 
To this purpose, with the aim of connecting legal and technical nuances, it appears 
imperative to unfold and determine the applicable legislation and the correlated 
terminology for the multitude of data generated by electronic identification. Some 
of it falls literally within the scope of application of the context-specific legislation 
(eIDAS), while some other, although generated in the process of electronic identifi-
cation, falls outside of it as it is not specifically regulated. Nevertheless, given that 
it could permit personal re-identification (as auxiliary information not serving the 
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purpose of electronic identification), it must necessarily fall within the scope of ap-
plication of the GDPR and, legally qualifying as personal data, it must be subjected 
to GDPR principles, among which data minimisation. Such considerations appear 
to be reasonably necessary even in case the context-specific legislation is without 
prejudice to the GDPR. 

FIGURE 1: Identification data in different contexts and by overlapping definitions relevant to the 
technical implementation 

2.1 eIDAS regulation 

The first regulatory framework on electronic identification in the EU was the regu-
lation (EU) No 910/2014 of the European Parliament and of the Council of 23 July 
2014 on electronic identification and trust services for electronic transactions in 
the internal market, which repealed Directive 1999/93/EC. As literally stated in 
Recital 2, the regulation aimed to “enhance trust in electronic transactions in the in-
ternal market by providing a common foundation for secure electronic interaction be-
tween citizens, businesses and public authorities, thereby increasing the effectiveness 
of public and private online services, electronic business and electronic commerce in 
the Union.” After carrying out its evaluation (ex Art. 49) in 2021, the EC presented 
the Evaluation Report (European Commission, 2021a) and a Working Document 
(European Commission, 2021b) providing an overview of the implementation and 
application of the regulation. The EC acknowledged benefits and limitations, high-
lighting five shortcomings as key issues. Among them is the lack of available digi-
tal identity solutions to sufficiently address the evolving data control and security 
concerns. 

To address these key issues, the EC proposed a revision of the eIDAS regulation 
(European Parliament and Council, 2021) (eIDAS 2.0) to re-set rules and principles 
of electronic identification in the EU. The EC agreed-on text of eIDAS 2.0 (Euro-
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pean Parliament and Council, 2024) listed, among its objectives, the need to give 
citizens a higher degree of control over the release of their identity data and 
strengthen security in the digital market. This was essentially a response to non-
EU private sector companies increasingly acting as gatekeepers to access services 
through “single sign-on” features and using their position to collect vast amounts 
of identity and service usage data (Weigl et al., 2022). 

The new regulation (eIDAS 2.0) shifts the focus to a citizen-centred approach, plac-
ing the concept of decentralised digital identity at the core of its strategy. The eI-
DAS 2.0 entered into force in May 2024, introducing the EUDIW, a digital identity 
wallet that allows EU citizens, residents and businesses to store and manage their 

personal identification data and other information defined as attributes1in a bid to 
provide control over their digital identities and offer a level playing field for ser-
vice providers in the single digital market (Rieger et al., 2022). In addition, it 
streamlines verifiable data exchange, which today is often insecure (e.g., video-
based identification), not machine-readable (e.g., scanned signature), or inflexible 
(e.g., limited to national electronic identification) (Rieger et al., 2024). Digital iden-
tity wallets are no new concept and exist in various forms, such as mobile apps, 
browser extensions, or dedicated hardware (Podgorelec et al., 2022). However, eI-
DAS 2.0 marks the first time for deployment at a continental scale, reshaping the 
boundaries and interactions in identity and access management as a data-centric 
domain (Glöckler et al., 2023). 

2.2 Engineering data minimisation in electronic identification 
transactions 

Electronic identification under eIDAS is the process of using person identification 
data, inter alia, to authenticate individuals in online services (EU/910/2014, Art. 
3(1) and (5)). Electronic identification, like any transaction involving personal infor-
mation of EU citizens, is subject to data minimisation requirements. Article 5.1(c) 
of the GDPR introduces specific requirements for data collection and processing, 
demanding that data should be “adequate, relevant and limited to what is necessary 
to achieve the purpose that justified the initial collection.” Recital 39 of the GDPR fur-
ther clarifies this principle, stating that, on the one hand, personal data should on-
ly be processed if the purpose cannot be “reasonably achieved by other means” and, 
on the other hand, data should not be kept longer than necessary to achieve the 
purpose. This principle also appears in Article 25 as a requirement in engineering 

1. According to the legal definitions provided in eIDAS regulation, ‘attribute’ means a characteristic, 
quality, right or permission of a natural or legal person or of an object; ‘electronic attestation of at-
tributes’ means an attestation in electronic form that allows the authentication of attributes. 

7 Podda et al.



data protection “by-design and by-default” (European Data Protection Board, 2020). 

Based on the literal interpretation of the law, data minimisation has two primary 
purposes. Firstly, to reduce personal data collection, storage, and processing, to 
mitigate risks to privacy (Deng et al., 2010). Secondly, to reduce other risks related 
to profiling, automated decision-making, incompatible uses of data, and lack of 
control and transparency (Tosoni, 2020). In addition, the data minimisation princi-
ple imposes further considerations on determining the purpose of processing 
(Finck & Biega 2021) and the period during which personal data may be stored, 
the so-called “retention period” (European Data Protection Board, 2022). Despite 
the many specifications and legal nuances in the GDPR, this requirement is often 
considered vague, difficult to interpret, and not aligned with technical approaches. 
In fact, the European regulator favours technological neutrality by not prescribing 
specific solutions and regulating information systems through legal principles 
whose operationalisation and integration have already been considered difficult 
(Finck & Biega, 2021). 

In the context of digital identity management, technical approaches generally seek 
to reconcile the legal nuances between identification and anonymity. Pfitzmann, 
Dresden, and Hansen (2010) were pioneers in this line of research. They acknowl-
edged the different approaches used to describe anonymity, highlighting the need 
for precise technical terminology. Their work clarifies that privacy can be engi-
neered to minimise information disclosure through different anonymity measures: 
unlinkability (the inability to correlate separate items with the same subject), unde-
tectability (the inability to verify whether an action relates to a subject), unobserv-
ability (the inability to detect a subject’s actions), and pseudonymity (the use of al-
ternative identifiers to mask an identity). 

The legislative action attempted to reflect on these nuances, stimulating the inte-
gration of technological development in the rollout and evolution of the eIDAS 
regulation. It should be noted that data minimisation can also be relevant when 
full unlinkability cannot be achieved, e.g., because the relying party requires the 
disclosure of some identity attributes for their business processes. In this case, re-
ducing the amount of linkable information shared to the minimum, under the re-
strictions posed by the verifier, is still a legally desirable outcome (Babel & 
Sedlmeir, 2023). 

In fact, in its original setting, the eIDAS (2014) regulation had been criticised for 
its insufficient implementation of the data minimisation principle and specifically 
for lacking selective disclosure for identifiers (Tsakalakis et al., 2019). Selective 
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disclosure is the process of revealing only specific pieces of information necessary 
for a particular purpose. The eIDAS regulation originally required that identifica-
tion transactions disclose the full set of mandatory personal identification attribut-
es, even when a relying party could fulfil its service with only a subset of that in-
formation (eIDAS eID Technical Subgroup, 2019). The EC acknowledged this criti-
cism in the 2019 eIDAS Impact Assessment (European Commission, 2021). It intro-
duced digital wallets as a means to enable citizens to have a higher degree of con-
trol over their identity data and its usage. In this regard, Recital 29 of the agreed 
eIDAS 2.0 text clarifies that “selective disclosure is a concept empowering the owner 
of data to disclose only certain parts of a larger data set, for the receiving entity to ob-
tain only such information that is necessary for the provision of a service requested by 
a user.” It further specifies that selective disclosure as a basic design feature of the 
EUDIW. This requirement is introduced by Article 6a (3) (a) in combination with 
recognising the legal effect of the electronic attestation under Article 45a (2). 

Technical implementation 

3.1 Electronic attestations and verifiable presentations 

Electronic attestations, in the form of digital certificates, have been heavily used 
since the 1990s, when the secure socket layer (SSL) protocol was developed, to 
prove a server’s identity and establish authenticated and confidential channels on 
the Web (Housley et al., 2002). They have since become a critical component of 
online security, establishing trust and confidence in online communication and 
transactions. Subsequently, they have been further adapted to attest the identities 
of other entities, including natural persons (W3C, 2022). 

The EUDIW is a modern approach to user-centric identity management that en-
ables natural and legal persons to manage their personal identification data (PID) 
alongside other generic electronic attestations of attributes (EAA). PID, in the con-
text of eIDAS 2.0, is a special type of EAA, which constitutes a quasi-identifier with 
a well-defined set of attributes that shall be unique in the context of the issuing 
country (See Figure 1). Individuals (“holders” as data subjects) can share (parts of) 
their EAAs with relying parties (“verifiers”). More specifically, verifiers can request 
proof of specific attributes and restrict which issuers they consider trustworthy to 
provide this proof. In response to this “proof request” – and contingent on the 
user’s consent – the holder’s digital wallet then selects suitable EAAs and creates 
a “verifiable presentation” that is subsequently sent to the verifier. 

Verifiability is the prerequisite of trust in digital interactions and is essential to 
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mitigate fraud (Menezes et al., 1996b). In this sense, a verifiable presentation is a 
technical means to package identity data derived from electronic attestations and 
enrich it with auxiliary information that can be used to verify its integrity, authen-
ticity, and validity (Grassi, 2017; W3C, 2022). A verifiable presentation is issued by 
a digital identity wallet with the user’s consent in response to a verifier’s “proof re-
quest” (Glöckler et al., 2023). 

Figure 2 illustrates the technical representation of an EAA, as per the “verifiable 
credential” data model (W3C, 2022), which is one of two mandated data formats as 
per EU/2024/2977. This data model extends beyond mere identity attributes; it 
embodies a comprehensive construct that integrates attributes and auxiliary infor-
mation, consisting of attestation metadata and cryptographic proofs. For any rely-
ing party to whom an electronic attestation is presented, identity attributes and 
attestation metadata are mere claims, which require proofs to ensure integrity, au-
thenticity, and validity. Cryptographic proofs are, therefore, additional (non-human 
readable) attributes, such as cryptographic (binding) keys and signatures. Most 
prominently, cryptographic signatures ensure the integrity and authenticity of all 
other attestation attributes. Given those premises assured, the attestation metada-
ta can be used to verify validity (e.g., expiry data, issuing authority, and issuing 
country as mandatory for PID as per EU/2024/2977), as well as identity attestation 
semantics (e.g., data types, namespace, and schema as per the verifiable creden-
tials data model (W3C, 2022)). Figure 2 simplifies these technical concepts by com-
paring them to their analogue ID counterparts and (some of) their security features 
(Council of the European Union, 2022) to illustrate how this type of credentials en-
sures trust and verifiability in offline presentations. 
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FIGURE 2: Electronic attestations illustrated as the natural analogue of a physical identity card 

As illustrated in Figure 2, electronic attestations and, in turn, verifiable presenta-
tions thereof rest on three core security guarantees—integrity, authenticity, and va-
lidity—that together establish trust in digital identity transactions. Integrity en-
sures that an attestation remains unaltered from issuance through presentation: 
the issuer computes a collision-resistant checksum (“hash”) of the full attestation 
and encrypts it with its private key; during verification, the verifier retrieves the is-
suer’s public key from a trust registry, decrypts the signature, and compares the re-
sult with the result of hash against the received data to detect any tampering 
(Menezes et al., 1996a). Authenticity has two facets: issuer authenticity guarantees 
that the attestation originates from a trusted authority, achieved using crypto-
graphic signatures, which implicitly also guarantees integrity, and holder authen-
ticity (or “holder binding”) confirms that the presenter is the legitimate owner of 
the attestation. In the case of an analogue attestation, this can be achieved by 
comparing the picture on the credential with the face of the presenter. In contrast, 
digital holder binding in remote interactions is achieved by including the owner’s 
public key in the electronic attestation in the issuance process. In the verifiable 
presentation, the user can then prove they are the legitimate holder through a 
challenge–response protocol in which the wallet’s secure element signs a verifi-
er‑issued nonce with the holder’s private key; the verifier then checks this signa-
ture against the public binding key embedded in the attestation (ARF, 2025). Final-
ly, validity assures that the credential is current and has not been revoked by em-
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bedding “not valid before” and “not valid after” timestamps, as well as revocation 
IDs, in the metadata and consulting revocation registries or status lists at verifica-
tion time. Together, these mechanisms enable digital wallets to produce verifiable 
presentations that mirror the integrity, authenticity, and validity properties of 
physical identity credentials. 

The verification process (depicted in Figure 3) relies on a challenge–response pro-
tocol: the (trusted) verifier sends a (random) value, which the wallet cryptographi-
cally signs using the private binding key stored in the secure element as proof of 
possession (holder-binding), and the verifier confirms possession by checking the 
embedded public binding key (Babel & Sedlmeir, 2023). This process, however, ex-
poses the full attestation, including auxiliary information such as the holder’s pub-
lic key, the issuer’s digital signature, and the attestation revocation identifier. Mod-
ern systems commonly employ “selective disclosure” to limit exposure of identity 
attributes: each attribute (e.g., date of birth) is first combined with a secret (ran-
dom) value (the “salt”) and then hashed, yielding a unique “salted hash”. During 
verification, only the specific salted hash and its salt are disclosed; the verifier re-
computes the hash, confirms that it matches the corresponding part of the signed 
record, and then validates the digital signature. 

This approach has been standardised in different data formats such as JSON-SD by 
the Internet Engineering Task Force (IETF) and as MDOC by the International Or-
ganisation for Standardisation (ISO) (ETSI, 2023), and is, therefore, also included in 
the current version of the ARF (European Commission, 20254b). While this ap-
proach effectively conceals any non-requested attributes—advancing data-minimi-
sation goals—every salted hash and salt still acts as a persistent fingerprint of the 
electronic attestation. Furthermore, selective disclosure cannot be applied to hide 
the holder-binding public key and the issuer’s digital signature. By correlating 
these fingerprints across multiple transactions, an observer can link separate pre-
sentations, demonstrating that metadata alone can undermine anonymity even 
when direct attribute leakage is prevented. Indeed, even presentations with selec-
tive disclosure are vulnerable to various types of linkability (ISO/IEC 27551:2021; 
Pfitzmann et al., 2010). Consequently, the ARF potentially violates eIDAS 2.0 Arti-
cle 5a(16). Linkability is especially problematic because untrusted entities, such as 
attribute providers and relying parties acting together, can correlate and link auxil-
iary information to the same user, thereby breaching privacy and enabling tracking, 
profiling, or de-anonymisation. 
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FIGURE 3: Presenting and verifying an electronic attestation. 

3.2 Privacy enhancing technologies 

In the context of electronic identification, achieving data minimisation in the form 
of selective disclosure is not trivial because sharing only a subset of an electronic 
attestation may compromise its verifiability. More specifically, selective disclosure 
focuses on an interaction between a user and a service that depends on the user 
providing certain identity attributes or credentials in a verifiable way. While a min-
imal set of identity attributes must be transferred to deliver the service (Sedlmeir 
et al., 2021), ex GDPR requirement, data minimisation entails limiting personal da-
ta exchange to what is strictly necessary for the provision of the service. For in-
stance, unlinkability may be desirable when considering repeated interactions of a 
user with the same service or different interactions with different services in which 
no identity attributes need to be disclosed. On the other hand, as a corollary to the 
mandatory disclosure of attributes, it becomes possible to use the linkability of 
this data to derive a sophisticated user profile. This is particularly true when auxil-
iary information is collected beyond the identity attributes explicitly required for 
the identification transaction. In this context, PETs, such as ZKPs, “allow a relying 
party to validate whether a given statement based on the person’s identification data 
and attestation of attributes is true, without revealing any data on which that state-
ment is based, thereby preserving the privacy of the user” (EU/2024/1184, Recital 14). 
In the well-established (Wairimu et al., 2024) LINDDUN framework (Deng et al., 
2010), privacy is defined as the protection of individuals’ rights to control how 
their personal data is collected, processed, and shared, going beyond mere confi-
dentiality (unauthorised‐access protection) to encompass the broader notion of 
user control over information disclosure. To realise this, LINDDUN augments the 
classic security goals (confidentiality, integrity, availability) with three privacy‐spe-
cific protection goals: unlinkability (preventing personal data linkage across con-
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texts), intervenability (enabling individuals to influence or halt data processing), 
and transparency (ensuring individuals are informed about how their data is han-
dled)—thereby countering threats such as linkability, identifiability, detectability, 
data disclosure, unawareness, non‑repudiation, and non‑compliance. PETs guaran-
tee a reasonable accuracy-privacy trade-off (Ah-Fat & Huth, 2019; Garrido et al., 
2022). 

PETs encompass a range of solutions from software-based to hardware-based com-
ponents. Software-based PETs rely on applications and algorithms. In contrast, 
hardware-based PETs leverage tamper-resistant secure elements (SEs) featuring 
dedicated processors, memory, and cryptographic co-processors to process and 
store sensitive data while protecting it from extraction and manipulation, even by 
parties with physical access to the hardware. These chips are available in various 
formats, such as (embedded) SIM cards (eSIM) or (remote) trusted execution envi-
ronments (TEEs), with varying degrees of adoption and security. (Bastian et al., 
2023). These technologies ensure secure data processing, storage, and manage-
ment, often surpassing the security capabilities of software-based approaches 
alone, working as support or enablers for software-based PETs for storing and gen-
erating cryptographic material. 

Among the software-based techniques, ZKPs seem to be particularly suitable for 
identification and authentication transactions (Sedlmeir et al., 2021). ZKPs are 
characterised by allowing “for the validation of a claim, fact, capacity, or identity, 
without requiring the ‘prover’ to reveal to the ‘verifier’ any underlying information be-
yond the validity of the assertion in itself" (Bamberger et al., 2022). As such, the ze-
ro-knowledge property can be considered a precise formulation of data minimisa-
tion in verifiable bilateral interactions (Babel & Sedlmeir, 2023). This feature be-
comes extremely valuable in identity management, as data subjects may be em-
powered to prove the strictly necessary subset of identity attributes and authorisa-
tions or statements derived from them. In other words, ZKPs can grant unobserv-
ability and unlinkability beyond the identity attributes that were explicitly request-
ed – unless the verifier specifically asks for connections with previous identifica-
tion processes. Other technologies that rely on hardware can provide comparable 
privacy guarantees, provided the hardware manufacturer is trusted (Garrido et al., 
2022). The hardware-based German eID, for instance, is implemented based on 
this paradigm, thus achieving effective data minimisation in the form of selective 
disclosure and unlinkability (Bender et al., 2010). Yet, this approach is not easily 
portable to mobile phones and is challenging to scale to a variety of electronic at-
testations with heterogeneous security requirements (Babel & Sedlmeir, 2023). 
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Therefore, it is reasonable to consider that, after a potential transition period, the 
eIDAS 2.0 has explicitly opted for an approach based on electronic attestations 
stored in digital wallet apps running on mobile phones. 

While our analysis focuses on ZKPs, the core premise of this paper holds for any 
(combination of) software- or hardware-based PETs that can eliminate the ex-
change of unnecessary personal data in identity interactions, such as any type of 
secure, multi-party computation, cloud-based TEEs, or homomorphic encryption, to 
name a few alternative approaches (Baum et al., 2023; Spensky et al., 2016). 
Openness with regard to the used PETs also resonates with the principle of tech-
nological neutrality in the EU regulatory framework. We rely on ZKPs due to their 
comparably high degree of practical maturity with relatively straightforward inte-
gration into today’s wallet architectures (Schwarz et al., 2022; Frigo & Shelat, 
2024), which strengthens the case for their mandatory adoption under eIDAS as 
further highlighted in the explicit mention in the (non-binding) Rectial 14, which 
states that: “Member States should integrate different [PETs], such as [ZKP], into the 
[EUDIW]. Those cryptographic methods should allow a relying party to validate 
whether a given statement based on the person’s identification data and attestation of 
attributes is true, without revealing any data on which that statement is based, thereby 
preserving the privacy of the user.” 

Data minimisation: the promise of zero knowledge 
proofs 

4.1 Issuer digital signature 

As shown in the previous section, the issuer’s digital signature represents an es-
sential part of an electronic attestation for verifying integrity and issuer authentic-
ity. Because each signature is generated by the issuer’s private key over the exact 
attestation data, it serves as a unique cryptographic identifier, backed by the colli-
sion resistance of the hash function. This uniqueness causes concerns regarding 
linkability and observability. (Colluding) Verifiers can use this unique identifier to 
combine and track (cross-system) usages of the same attestation. Therefore, even 
when a holder consents to share or present electronic attestations with a verifier 
through their digital wallets, they may not realise that an attestation-specific 
unique identifier is also shared as embedded metadata (Glöckler et al., 2023). This 
issue even persists when subsets of digital identity attributes are selectively dis-
closed in different verifiable presentations using salted hashes. Consequently, if 
there are other ways to verify the integrity and authenticity of electronic attesta-
tions, the sharing of digital signatures may conflict with the data minimisation 
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principle, as the verifier can use digital signatures beyond integrity checks to link a 
user’s actions that involve this attestation. 

Notably, advanced verification methods that circumvent the sharing of linkable 
digital signatures have existed for years. Electronic attestations that provide the 
required features to ensure verifiability are commonly termed anonymous creden-
tials or attribute-based credentials (Camenisch & Lysyanskaya, 2001; ETSI, 2023; 
Kaaniche et al., 2020). In fact, the current version 1.9 of the ARF acknowledges the 
suitability of mechanisms underlying anonymous credentials for data minimisation 
compliance. The arguably most common implementations of anonymous creden-
tials rely on Camenisch-Lysyanskaya (CL) (Camenisch & Lysyanskaya, 2004) and 
Boneh-Boyen-Shacham (BBS) (Boneh & Boyen, 2004) signatures. While CL signa-
tures are (to the best of the authors’ knowledge) not standardised, BBS signatures 
have been specified by IETF (Looker et al., 2023). In both approaches, the holder 
no longer needs to send the electronic attestation directly to the verifier. Instead, 
the holder sends the requested identity attributes to the verifier and generates a 
cryptographic ZKP to convince the verifier of integrity and issuer authenticity. This 
proof convinces the verifier that the holder indeed possesses an electronic attesta-
tion that includes these identity attributes that have been signed by the issuer 
(Glöckler et al., 2023). Moreover, this proof will always look different, even if the 
requested attributes coincide. A notable application of these concepts in practice 
is the British Columbia Government’s use of anonymous credentials based on the 
Hyperledger AnonCreds specification, demonstrating a commitment to user-centric 
and privacy-focused digital identity solutions (BCGov, 2024). 

4.2 Holder binding 

Similarly to the case of the issuer’s digital signature, the public holder binding key 
is used for verifying holder authenticity via a signed challenge, which also consti-
tutes a unique cryptographic identifier (Paquin et al., 2024; Frigo & Shelat, 2024). 
Holder binding creates a non-negligible linkability risk since the holder’s public 
key needs to be shared with every attribute presentation. As elaborated in Section 
4.1, this enables a verifier to potentially link separate transactions originating from 
the same holder when it uses an electronic attestation repeatedly, or even differ-
ent verifiers to track the use of an attestation if they share data from their identifi-
cation transactions. As in the case of the issuer’s digital signature, the user/data 
subject is arguably unaware of this unique identifier, and it is unclear if the pro-
cessing is strictly necessary for checking the authenticity of the verifiable presen-
tation. 
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Indeed, CL and BBS-based anonymous credentials can also hide the holder-bind-
ing public key from the verifier (Kakvi et al., 2023). Instead of sharing the attesta-
tion that includes the signed holder public key and the challenge signed with the 
secret key, the holder creates a cryptographic ZKP that they know the secret key 
corresponding to the holder binding public key specified in the attestation, using 
the random challenge specified by the verifier, without revealing the holder bind-
ing public key. As such, CL and BBS-based anonymous credentials also allow us to 
avoid this unintentional identifier. However, because CL and BBS signatures are 
not widely used, the corresponding algorithms for creating a cryptographic proof 
of holder binding are not implemented in dedicated cryptographic hardware and, 
in particular, not those available in mobile phones on the market in the form of 
embedded SEs (Bastian et al., 2023). Because the SE must protect the private key 
needed to generate the ZKP of possession of the corresponding private key in high 
LoA settings, the aforementioned anonymous credential schemes are thus current-
ly not compatible with hardware binding in consumer devices commonly used to 
host digital wallets. 

However, there are novel constructions of anonymous credentials that avoid this 
shortcoming, which are based on general-purpose ZKPs (Frigo & Shelat, 2024). 
They allow the holder to sign the random challenge from the proof request using 
their secure element and then to use this signed challenge as an input to creating 
the ZKP that convinces the verifier of the integrity of the digital signature and the 
knowledge of the private holder binding key by means of knowledge of the signed 
challenge. This approach was first proposed by Delignat-Lavaud et al. (2016) for 
turning X.509 certificates into anonymous credentials and is further discussed, 
e.g., by Rosenberg et al.(2023). Plastically speaking, these general-purpose ZKPs 
change the paradigm of verifiable presentations in the following way: Instead of 
sending the electronic attestations and auxiliary data to the verifier to run the ver-
ification computations, the user performs the verification locally, thereby obviating 
the need to share the auxiliary data with the relying party. To convince the relying 
party, even though they lack access to the user’s device, the user generates a proof 
about the correct execution of the verification, i.e., that they indeed can create a 
verifiable presentation satisfying all the requirements (Babel & Sedlmeir, 2023). 
This (zero-knowledge) proof is sent to the relying party, and by definition of the 
zero-knowledge property, reveals no auxiliary information beyond the identity at-
tributes requested by the relying party. However, general-purpose ZKPs arguably 
have a higher degree of technical complexity and a lower degree of technical ma-
turity, which introduces potential risks when implemented in EUDIWs (Fernández, 
2024). 
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Discussion 

The preceding sections have highlighted a fundamental tension at the heart of 
modern electronic identification: the need for auxiliary information to verify claims 
over identity attributes versus the GDPR’s necessity to minimise data collection. 
We first pointed out that selective disclosure paired with salted hashes already 
provides a technically mature means to reduce the set of attributes disclosed to 
the relying party without harming verifiability. Selective disclosure is a require-
ment in the ARF and mandated by eIDAS 2.0, which states that “citizens [...] should 
be empowered to securely request, select, combine, store, delete, share and present da-
ta related to their identity [...], under the sole control of the user, while enabling selec-
tive disclosure of personal data” (Art. 5a(4)(b)). 

However, as we argue, even with selective disclosure, unintended identifiers re-
main. Specifically, we showcased that digital signatures used in almost any digital 
interaction to perform integrity and issuer authenticity checks, as well as holders’ 
public keys used to perform proofs of holder binding, may be (mis)used as unique 
identifiers. As such, they enable the linking of transactions back to the same indi-
vidual (i.e., re‑identification), even if only attributes with weak linkability are selec-
tively disclosed. We also argue that there are technical means to avoid this release 
of auxiliary data in verifiable presentations. Furthermore, expiration and revoca-
tion metadata (to ensure the validity of EAAs) may also lead to re-identification. 
These resulting linkability risks can, however, all be avoided using general-purpose 
ZKPs (Babel & Sedlmeir, 2023; Frigo & Shelat, 2024). 

The described risks of linkability through auxiliary information should shed light 
on the necessity to comply with the data minimisation principle, especially in the 
context of identity management. This assessment will eventually improve the 
alignment between data minimisation and the original purpose of processing ex 
Art. 5 of the GDPR, namely electronic identification. Constraints within the design 
of current technical systems (e.g., ARF) make the implementation of data minimi-
sation remarkably challenging (to impossible) without using advanced PETs, like 
ZKPs. 

Acknowledging that the technological neutrality principle permits a margin of dis-
cretion in designing systems that process personal data, this acknowledged lati-
tude necessitates ongoing assessment and elucidation of technological advance-
ments, paired with the evolution of the regulatory frameworks. Such scrutiny aims 
to facilitate interdisciplinary discourse, thereby enhancing the understanding of 
the complexities associated with safeguarding personal data within a perpetually 

18 Internet Policy Review 14(3) | 2025



advancing technological milieu. 

De facto, according to the letter of the law, the eIDAS regulation’s original setting 
allowed selective disclosure only for the primary mandatory attributes (i.e., name, 
surname, date of birth). However, the regulation did not consider or address the 
protection of information qualifiable as personal data, in the guise of auxiliary in-
formation allowing for linkability, and thus re-identification. Recalling the given 
examples, in both instances, the processing of the identifier had a clear and valid 
purpose: to prove the integrity, authenticity, and validity of EAAs. With the use of 
PETs – in particular, ZKPs – disclosing linkable auxiliary cryptographic information 
to compute such proofs becomes unnecessary. According to these premises, we de-
rived two essential considerations to address: at first, concerning data minimisa-
tion in the context of electronic identification, and second, the legal interplay of 
the two main relevant bodies of legislation: the eIDAS and GDPR. 

Regarding the first consideration, data minimisation compliance in the context of 
electronic identification depends on the current state of technology and its capa-
bilities. This necessitates context-based assessments of data-driven systems where 
data quality and verifiability are evaluated. In this respect, PETs, such as ZKPs, can 
be implemented in verifiable presentations to provide the same integrity, authen-
ticity, and validity assurances without disclosing linkable auxiliary information. 

Regarding the second consideration, it is of paramount importance to distinguish 
between, on the one hand, identification and identifiability made possible by the 
massive amount of personal data (released, collected, shared, processed, and 
reused in the digital environment) and on the other hand, identification and identi-
fiability in the context of electronic identification (aimed at authentication for ac-
cess to and use of online services in bilateral interactions, where only data from 
one individual is required for decision-making). 

While the first consideration is generally regulated by the GDPR, the second enjoys 
a context-specific regulation given by the eIDAS on electronic identification. This 
means that PID falls under the scope of the eIDAS. Conversely, auxiliary (personal) 
information, such as unintentional identifiers released in the context of identifica-
tion and authentication, should be minimised as they fall under the scope of appli-
cation of the GDPR, as long as they are necessary for the corresponding verifiabili-
ty checks in electronic identification, and not expressively recalled by eIDAS regu-
lation. 

The eIDAS regulation does not reference the processing of identifiers used as tech-
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nical means to ensure an electronic attestation’s integrity, authenticity, and validity 
of an electronic attestation. Nevertheless, eIDAS is without prejudice to the GDPR 
(ex Art. 2.4 eIDAS 2.0). Moreover, as already highlighted by legal scholars (Ortalda 
et al., 2021) regarding the relationship between the two regulatory frameworks, 
neither eIDAS nor the GDPR clarifies which piece of legislation takes precedence 
over the other. In the event of such a contrast, given that the eIDAS regulation reg-
ulates a specific data processing – the processing of personal data for the purpose 
of authentication – would imply that the eIDAS regulation would be considered a 
lex specialis and thus prevailing over the GDPR as lex generalis. However, in the 
event of a regulatory gap in the lex specialis, the lex generalis would apply. The lat-
ter would be the case of unintentional identifiers, which do not find a normative 
recognition in the eIDAS regulation. Consequently, it should be subject to the prin-
ciples and rules encompassed in the GDPR, therefore being compliant with privacy 
by-design and by-default settings. 

Moreover, on a general note, the implementation of data minimisation sometimes 
generates a wrong perception of the strict correlation between data minimisation 
requirements and those imposed by purpose limitations. Due to system con-
straints, such correlation often imposes a trade-off between the requirements of 
data minimisation and the requirements of purpose limitation. As discussed above, 
electronic identification data transactions require auxiliary information; this is 
rarely necessary and proportional to the required information for the consented 
purpose of collection and processing. 

Contributions and limitations 

In summary, in this paper, we discuss three main considerations. First, in the con-
text of electronic identification transactions, the protection of the inherent release 
of auxiliary personal data is not addressed by the eIDAS regulation (1.0). Despite 
the lack of specific protection in sector-specific legislation (eIDAS) and given the 
importance of protecting such information for reducing the auxiliary knowledge 
needed for re-identification (by linkability and observability), we consider that the 
protection of such identifiers should be granted in light of the general require-
ments imposed by the GDPR. We first unfold the different computational perspec-
tives on privacy and re-identification, along with data protection, and pinpoint how 
PETs address the apparent conflict between achieving data minimisation and veri-
fiability. Second, we argue why the reliance of digital identity wallets on electronic 
attestations, as foreseen in the ARF by the EU governments and relying parties, in-
troduces a tension field with the GDPR’s data minimisation principle that goes far 
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beyond a lack of support for anonymity in authentication. In particular, we discuss 
that capabilities for selective disclosure and the avoidance of unintended (crypto-
graphic) identifiers as part of auxiliary information exchanged in verifiable presen-
tations must be respected in assessing compliance with the GDPR principle of data 
minimisation, and that a consent-based approach to resolving this tension is insuf-
ficient. Third, the revised eIDAS text leading to eIDAS 2.0 may be considered a 
door opening towards more compliant minimisation solutions (e.g., selective dis-
closure). In this regard, we sustain that, among the different technical solutions 
that can be tailored to minimise the unintentional release of data, ZKPs seem to 
positively impact the minimisation of (auxiliary) information needed for verifiabili-
ty. We discuss that the cryptographic techniques facilitating selective disclosure 
and eliminating the need for unintended (cryptographic) identifiers have different 
degrees of maturity. Consequently, to decide whether the GDPR mandates the use 
of these PETs and thus assess the GDPR compliance of the current ARF, a sophisti-
cated maturity assessment of ZKPs is indispensable to weight data minimisation 
opportunities with technical complexity. We urge standardisation bodies such as 
ETSI to intensify their corresponding activities (e.g., ETSI 2023). 

However, in this paper, we focus on the scenarios described in Sections 4.1 and 4.2 
to support our conclusions and do not elaborate on the full scope of auxiliary in-
formation types in verifiable presentations that impose risks to privacy. In particu-
lar, we did not discuss linkability aspects of validity metadata (e.g., evidence for 
non-revocation, which is usually based on a unique credential identifier, and expi-
ration, where the linkability risk increases with time resolution). Furthermore, we 
did not cover all scenarios where the data minimisation principle is violated if, e.g., 
only a range is relevant (e.g., status level on a loyalty card at least silver, date of 
birth at least 18 years in the past, salary at least 3000€ a month). More generally, 
if the verifier is required to run a program on one or multiple identity attributes to 
check a certain statement (“predicate”), it would be possible for the holder to cre-
ate a cryptographic proof that this statement is valid (“predicate proof”), with a 
range proof being the most straightforward example but also complex statements 
possible (Rosenberg et al. 2023). Moreover, if the verifiable presentation is sup-
posed to convince only the intended verifier, cryptographic evidence that would 
convince any verifier may also violate the data minimisation requirement. Both ar-
bitrary predicate proofs and “designated verifier proofs” that are not convincing to 
any entity but the intended relying party can be implemented with today’s ZKP 
tooling (Frigo & Shelat, 2024). 

In this paper, we focus on the legal necessity for minimising disclosure of auxiliary 
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information in electronic attestations’ proofs (see Figure 2). At the same time, we 
acknowledge that the technical implementation of the EUDIW entails wider priva-
cy and security risks, which fall outside the scope of this paper. In Abellán et al. 
(2025), we provide a formal privacy evaluation of the EUDIW's architecture and ref-
erence framework (ARF). Using the LINDDUN methodology, we evaluate surveil-
lance, secondary-use, and other privacy threats across a suite of five carefully se-
lected threat cases. Note, however, that Van Dijck (2014) highlights that risks such 
as surveillance must be justified on a case-by-case basis against Europe’s purpose 
limitation, proportionality standards, and only exceptionally for lawful intercep-
tion. The Regulatory framework foresees the broadest technical implementation, 
hence ensuring that each Member State tailors the best solution that is in line 
with the history and values of each European country. This will also minimise the 
risk of eroding public trust in otherwise compliant identity infrastructures, as re-
cent empirical work on the spread of technology conspiracy beliefs demonstrates 
(Trang et al., 2024). 

Conclusion 

The changing landscape of electronic identification requires a careful balance be-
tween verifiability and data minimisation. The interaction of GDPR and eIDAS reg-
ulation emphasises the challenge of implementing strong privacy protection in 
identity transactions. Transitioning from traditional cryptographic methods to ad-
vanced PETs like ZKPs is essential for enhancing privacy on a large scale. These in-
novative solutions provide greater control over data disclosure without compro-
mising on security, ensuring compliance with data minimisation principles and 
better alignment with purpose limitations. This shift represents a significant ad-
vancement in privacy and identity management. 

In this paper, we highlight three considerations concerning the usage of personal 
data in electronic identification, authentication, and trust services. First, their pro-
tection is critical to reduce the risk of re-identification by linkability and observ-
ability. Second, they are not specifically protected in eIDAS as context-specific leg-
islation, and it remains unclear which regulatory framework – eIDAS or the GDPR 
as the gold standard for data protection – should apply in this context. We consid-
er that the protection of such personal data should be granted in the light of the 
general requirements imposed by the GDPR, regardless of whether sector-specific 
legislation takes it into account. Third, we point out, using the example of ZKPs, 
that today’s PETs may prevent the disclosure of additional personal data without 
hampering verifiability, and argue for their application being mandated by law-
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makers. 

Our analysis emphasises that the current reliance on conventional (cryptographic) 
methods and protocols conflicts with the GDPR’s data minimisation requirements. 
The adoption of advanced technologies like ZKPs can mitigate these challenges by 
improving current approaches to selective disclosure and removing unnecessary 
data linkability. However, achieving widespread implementation of these technolo-
gies requires overcoming technical and regulatory hurdles. It is imperative that 
standardisation bodies, legal frameworks, and technological solutions evolve in 
tandem to ensure that data protection principles are upheld without compromis-
ing the functionality and trustworthiness of electronic identification systems. The 
interpretation of data protection principles and requirements should be tailored to 
the scenario and continuously re-evaluated, integrating the rapid pace of technical 
developments and feasibility. Technical and legal designers, as well as GDPR com-
pliance auditors, must continually re-assess the interpretation of data protection 
requirements and integrate technological developments, as also mandated in Art. 
25 of the GDPR. 
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