
Rogers, Ellie

Article

The need for greater transparency in the moderation of
borderline terrorist and violent extremist content

Internet Policy Review

Provided in Cooperation with:
Alexander von Humboldt Institute for Internet and Society (HIIG), Berlin

Suggested Citation: Rogers, Ellie (2025) : The need for greater transparency in the moderation
of borderline terrorist and violent extremist content, Internet Policy Review, ISSN 2197-6775,
Alexander von Humboldt Institute for Internet and Society, Berlin, Vol. 14, Iss. 3, pp. 1-27,
https://doi.org/10.14763/2025.3.2012

This Version is available at:
https://hdl.handle.net/10419/324160

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

  https://creativecommons.org/licenses/by/3.0/de/deed.en

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.14763/2025.3.2012%0A
https://hdl.handle.net/10419/324160
https://creativecommons.org/licenses/by/3.0/de/deed.en
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


Volume 14 | 

The need for greater transparency in the 
moderation of borderline terrorist and 
violent extremist content 
Ellie Rogers Swansea University 

DOI: https://doi.org/10.14763/2025.3.2012 

Published: 3 July 2025 
Received: 16 June 2024 Accepted: 20 February 2025 

Funding: The author did not receive any funding for this research. 
Competing Interests: The author has declared that no competing interests exist that 
have influenced the text. 
Licence: This is an open-access article distributed under the terms of the Creative 
Commons Attribution 3.0 License (Germany) which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly 
cited. https://creativecommons.org/licenses/by/3.0/de/deed.en 
Copyright remains with the author(s). 

Citation: Rogers, E. (2025). The need for greater transparency in the moderation of 
borderline terrorist and violent extremist content. Internet Policy Review, 14(3). 
https://doi.org/10.14763/2025.3.2012 

Keywords: Transparency, Content moderation, Borderline content, Extremism, Social 
media 

Abstract: Content moderation is becoming an increasingly prominent feature of legislation to 
increase the safety of online spaces. One aspect of this debate is moderating borderline content in 
the context of terrorism and violent extremism (borderline TVEC). For content moderation 
approaches to be proportionate in respecting users’ rights whilst improving the safety of online 
spaces, transparency is crucial. This importance is recognised within recent legislation such as the 
Digital Services Act and the Online Safety Act. However, legislation does not provide direct 
requirements for transparency surrounding the moderation of borderline TVEC. As a result, there 
are concerns that transparency reporting will continue to focus on removals of content that is 
illegal or violative in nature. This article argues that there needs to be more transparency 
surrounding the moderation of borderline TVEC. Through a review of the literature, this article 
discusses the importance of increased transparency surrounding the moderation of borderline 
TVEC, and demonstrates the ways in which current legislation, tech company policies and content 
moderation processes are not conforming to transparent practices in the context of borderline 
TVEC moderation. 
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Introduction 

Governments, academics and civil society have increasingly highlighted the need 
for tech companies to minimise online harms on their platforms (Ganesh, 2023). 
Most major tech companies are actively removing illegal content such as terrorist 
and violent extremist content (TVEC), as the e-Commerce directive makes them re-
sponsible for the content on their platform (Belova-Dalton, 2023; Rexhepi, 2023). 
Legislation including the Terrorist Content Online (TCO) Regulation, the Digital 
Services Act (DSA) and the Online Safety Act (OSA) also require in-scope platforms 
to remove illegal TVEC (Online Safety Act, 2023; EU Regulation 2021/784, EU Reg-
ulation 2022/2065).. 

As well as removing illegal content, there have been increasing calls for platforms 
to address “borderline content” (UK Department for Digital, Culture, Media and 
Sport, 2021). Borderline content, also known as legal but harmful, lawful but aw-
ful, borderline violative and borderline illegal content, has become an established 
term used by tech companies, policymakers and academics, but there are defini-
tional challenges. By nature, “borderline” is an intermediate position, where some-
thing is not fully classified as one thing or the other (Heldt, 2020; Liu, 2024). As 
such, the term “borderline content” is largely regarded as vague and definitionally 
complex, with no agreement on what it describes (Macdonald & Vaughan, 2023). 
This article focuses on borderline content in the context of TVE (borderline TVEC). 

Borderline TVEC is typically protected from removal by freedom of expression 
rights, but there have been calls for platforms to reduce the prevalence of this con-
tent, due to its potential to cause harm (EU Counter-Terrorism Coordinator, 2020; 
Heldt, 2020; Mohan, 2022). Borderline TVEC can spread misinformation and harm 
and may increase the likelihood of individuals seeking out TVEC (EU Counter-Ter-
rorism Coordinator, 2020). In certain contexts, borderline TVEC can be algorithmi-
cally amplified on platforms, increasing its visibility to users (Whittaker, 2022; Yesi-
lada & Lewandowsky, 2022). Consequently, platforms claim to restrict users’ access 
to borderline TVEC through reduction measures of downranking, demonetisation, 
warning labels and age restrictions (The YouTube Team, 2019; Díaz & Hecht-Felel-
la, 2021). 

An important part of content moderation is platforms providing meaningful trans-
parency surrounding their moderation efforts. Transparency describes making re-
sources of public or private powers visible and accessible, and the importance of 
this is recognised in recent legislation including the DSA and the OSA (Fisher, 
2010). Current transparency reporting by tech companies is largely done on a vol-
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untary basis and can take many forms, including documentation that offers expla-
nations on moderation decisions and platform operations, data on user engage-
ment and moderation metrics and research and audit findings on platforms, con-
tent and moderation approaches (Stray et al., 2022). Tech companies who produce 
transparency reports typically release them annually, focusing on content removals 
resulting from policy violations, so do not provide a full picture of all moderation 
efforts and often lack appropriate detail (Harling et al., 2023; Leerssen, 2023). This 
lack of transparency is seen particularly for reduction interventions that are in-
creasingly being utilised to address borderline content (Access Now et al., n.d.). 

This article argues that there needs to be greater transparency surrounding bor-
derline TVEC moderation. To begin, section 1 explores the concepts of borderline 
content and borderline TVEC. Section 2 examines the importance of transparency. 
Section 3 outlines the transparency requirements within the DSA and OSA and 
highlights the gaps surrounding borderline TVEC moderation. Section 4 discusses 
where greater transparency is needed in the moderation of borderline TVEC. Final-
ly, section 5 considers alternatives to transparency legislation. 

Borderline content is increasingly becoming a policy and academic focus. Existing 
research and policy tend to discuss borderline content as a whole concept, rather 
than looking at a specific type, such as borderline TVEC (Macdonald & Vaughan, 
2023). Content moderation and transparency are increasingly becoming connected 
and required within policy. As such, tech companies need to consider these re-
quirements outside of the typical focus on violative and illegal content and focus 
on them in the context of borderline TVEC, which poses a significant challenge in 
online spaces. This article aims to address these gaps by exploring the importance 
of greater transparency in the moderation of borderline TVEC and the existing 
gaps where platforms can achieve more meaningful transparency surrounding the 
moderation of this content. 

Section 1: Borderline content and borderline TVEC 

In 2017, Google announced a stricter approach to content that does not clearly vi-
olate policies, but contains harmful themes (Walker, 2017). As part of this, YouTube 
announced their borderline content policy in January 2019, highlighting that they 
categorise harms on a spectrum (Gillespie, 2022). YouTube defines borderline con-
tent as “Content that comes close to — but doesn’t quite cross the line of — violat-
ing our Community Guidelines” (The YouTube Team, 2019). Aside from stating that 
borderline content is non-violative, YouTube’s definition provides limited informa-
tion on identifying features of borderline content (Macdonald & Vaughan, 2023). 
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Facebook announced a borderline content policy in 2018 for non-violative content 
that is misleading, or harmful (Gillespie, 2022). Meta define borderline content as 
“content that are not prohibited by our Community Standards but that come close 
to the lines drawn by those policies” (Meta, 2025a). Meta have also released a list 
of examples that this “borderline” label may apply to, including: borderline adult 
nudity and sexual activity; borderline violence and graphic content; borderline 
bullying and harassment, hate speech and violence content; sensationalised and 
misleading vaccine information; and content posted to groups that is likely selling 
or offering services that are prohibited by Meta’s Regulated Goods Community 
Standards (Meta, 2025a). 

Academics and policymakers often describe borderline content as content that is 
usually protected by free speech parameters in a democratic environment, but that 
is inappropriate in public forums (Saltman & Hunt, 2023; Heldt, 2020). The UK 
Government (2020) highlighted that borderline content includes problematic mis-
information, sexually suggestive content, graphic or gory imagery, hate content, 
online abuse, content promoting self-harm and eating disorders, misleading infor-
mation about vaccines and content that risks delegitimising an upcoming election. 
These examples highlight that the term “borderline content” may be used to de-
scribe a variety of content that borders on multiple different policies, rather than 
one specific type of content (Macdonald & Vaughan, 2023). 

This article is seeking a more focused discussion of borderline content in the con-
text of TVE (borderline TVEC). Research suggests that users are posting coded 
harmful content that has less obvious links to TVE ideologies, to avoid violating 
platforms’ policies (Ware, 2023; Ebner, 2023). As such, there are claims that ex-
tremist rhetoric is becoming more mainstream, in part, due to the presence of bor-
derline TVEC on platforms (Ebner, 2023). For example, humour and satire can hide 
the radical position within content and allow it to be shared in more mainstream 
domains (Schwarzenegger & Wagner, 2018). These tools have been used as part of 
the normalisation of anti-immigration and racist rhetoric online, highlighting the 
importance of discussing borderline TVEC (Schwarzenegger & Wagner, 2018). 

A GIFCT Working Group report defines borderline TVEC as “content that comes 
close to violating policies around terrorism and violent extremism and that shares 
some characteristics of hateful or harmful content” (Thorley et al., 2022). This con-
tent may be actioned under TVEC policies, or other policies that aim to mitigate 
related harms including hate speech, or misinformation (Saltman & Hunt, 2023). 
TVEC policies include content that praises, promotes, or aids TVE organisations or 
individuals, or that glorifies, depicts, facilitates, instructs on, or directs violent acts 
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(Ahmed & George, 2016; Holbrook, 2015; Google, 2025b; Meta, 2025b). Hate 
speech policies refer to content that threatens, dehumanises, attacks, degrades, or 
promotes violence or hatred against individuals or groups based on their protected 
characteristics such as age, ethnicity, race, disability, immigration status, nationali-
ty, religion, sex, gender, or sexual orientation (Google, 2025a; Meta, 2025c; TikTok, 
2024). Misinformation policies cover content that is misleading or deceptive 
(YouTube, n.d.). 

Platforms have different tolerance levels for content, which change over time as 
their policies develop (de Keulenaar et al., 2023). Content that one platform may 
classify as violative, another may classify as borderline, and content that may have 
previously been classified as borderline by a platform, may now be classified as vi-
olative and vice versa. These changes in tolerance are largely associated with 
changes in political contexts and real-world events (de Keulenaar et al., 2023). 
Tech companies often use state’s terrorist designation lists to shape their TVE 
moderation policies, which are political in nature and often focus on foreign over 
domestic groups (Borelli, 2021; Ganesh, 2023). Consequently, there can be incon-
sistent moderation of content associated with TVE (Díaz & Hecht-Felella, 2021; 
Macdonald & Vaughan, 2023; Ganesh, 2023). The Christchurch attack highlighted 
these inconsistencies, as extreme-right content is often not classified as TVEC 
(Borelli, 2021). Whereas, marginalised communities reclaiming slurs used against 
them may be labelled as violative (Díaz & Hecht-Felella, 2021; Gorwa et al., 2020). 
Therefore, the content that is considered as TVEC, or borderline TVEC is highly 
context dependent, politicised and will vary between and within platforms. 

Drawing on the existing literature, this article adopts the following working de-
scription for borderline TVEC: content that can contain harmful language or 
themes that are associated with extremist ideologies, but does not meet platforms’ 
or legal thresholds for removal. Borderline TVEC may not violate platform policies 
due to an absence of incitements for violence, a clear association to a designated 
group, or explicitly hateful language towards an individual or group. However, it 
can still contain harmful rhetoric associated with extremist ideologies such as: an-
ti-immigrant rhetoric, anti-LGBTQ+ narratives, harmful racist stereotypes, anti-Se-
mitic rhetoric, or misogynistic language that is expressed in an implicit or discrete 
manner. 

Section 2: The importance of transparency 

Content moderation is largely considered to be an opaque process (Gorwa et al., 
2020; de Keulenaar et al., 2023). In the late 2000s and early 2010s, companies 
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started to improve transparency practices, due to increasing pressure from various 
stakeholders (Albu & Flyverbom, 2016). In 2008, as part of efforts to combat cen-
sorship and protect human rights online, the Global Network Initiative (GNI) was 
created with Microsoft, Yahoo, Google and a number of civil society organisations 
(Gorwa & Ash, 2020). As part of a commitment to the GNI principles, Google intro-
duced an annual transparency report in 2010, making it the first company to re-
lease data on content takedowns and government information requests (Gorwa & 
Ash, 2020). Other platforms then followed, with Twitter releasing their first trans-
parency report in 2012 and Facebook releasing aggregate content moderation sta-
tistics in 2013 (Kessel, 2015; Gorwa & Ash, 2020). 

Since then, companies have begun to provide more detail about their content 
moderation policies (Gorwa & Ash, 2020). In 2018, Google published their first 
community guidelines enforcement report, which provided statistics on the 
amount of removed violating material and the role of automated systems in de-
tecting content (Gorwa & Ash, 2020). By 2020, Facebook was providing data on the 
number of identified community standards violations, the percentage of flagged 
content that was actioned, the amount of violating content found and flagged by 
automated systems and the speed at which the company’s moderation infrastruc-
ture acted (Gorwa et al., 2020). 

Despite some improvements to transparency reporting in recent years, the infor-
mation provided by companies still lacks important detail. Transparency reports 
largely provide aggregate statistics on the quantity of removals, rather than infor-
mation regarding the prevalence of various types of content, reduction efforts, or 
sufficient information to assess the effectiveness of, or biases within flagging sys-
tems (Díaz & Hecht-Felella, 2021; Suzor et al., 2019). Aggregate statistics can pro-
vide an overview of platform moderation, but are not always useful in reducing the 
overall opacity of the system, as key information remains hidden (Suzor et al., 
2019; Gorwa & Ash, 2020; Ganesh, 2023). Often, platforms will identify that con-
tent has been removed for violating a general policy like hate speech without pro-
viding information on what part of the policy was violated (Díaz & Hecht-Felella, 
2021). Even less transparency is provided surrounding reduction measures, making 
it impossible to fully assess the scope or effectiveness of these enforcement ac-
tions (Díaz & Hecht-Felella, 2021). 

Whilst it is important that tech companies do not provide too much information to 
allow malign actors to exploit platforms and post harmful content in more discrete 
ways to avoid detection, greater transparency, particularly surrounding borderline 
TVEC, is needed. Greater transparency is important to: allow users to make in-
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formed decisions about their online activity; address mistrust between users and 
platforms; ensure accountability of tech companies; and allow for research of plat-
forms. 

2.1 Supporting informed decisions 

Respecting user agency and autonomy online is vital, which includes allowing 
users to make informed decisions about their online activity and content (Macdon-
ald & Vaughan, 2023). For users to make fully informed decisions about their on-
line activity, transparency surrounding platform operations and algorithms is nec-
essary (Cobbe & Singh, 2019; Jhaver et al., 2023; Llansó et al., 2020; Gorwa & Ash, 
2020). This information allows users to decide whether they want to use platforms, 
and to gain a deeper insight into the inner operations of algorithms and how they 
shape users’ online spaces (Jhaver et al., 2023; Leerssen, 2023; Gorwa & Ash., 
2020). For example, Facebook offers a tool that explains to users why they are see-
ing a certain post by giving an insight into how the recommendation system works 
(Stray et al., 2022). 

Once users are aware of why they are seeing certain content, it is crucial that plat-
forms are transparent about how users can control their online spaces, where 
these controls can be accessed and changed and what this will mean for shaping 
users’ feeds. Transparency in this area can be beneficial for increasing users’ un-
derstanding of platforms, their operational systems and providing users with the 
tools and information necessary to have more control over the type of content they 
see (Jhaver et al., 2023). To aid users’ ability to control their online space, it is vital 
that platforms clarify definitions on harm categories to demonstrate what content 
users are opting out of viewing (Jhaver et al., 2023). For instance, providing clarity 
on borderline content definitions and examples, so that users understand what 
platforms consider to be harmful and why. 

Educating users and allowing them to make more informed decisions about their 
online activity can help to reduce instances of accidental policy violations. Myers 
West (2018) surveyed users that had experiences of their content being moderated 
and found that the users asked for more transparency regarding what policy a re-
moved piece of content violates, to help them to avoid inadvertently violating 
platforms’ policies in the future. A lack of transparency surrounding content mod-
eration processes makes it difficult for users to understand the rules, learn from 
these experiences and make informed decisions when using social media plat-
forms (Suzor et al., 2019). 
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2.2 Addressing user mistrust 

A lack of transparency surrounding content moderation approaches can lead to 
mistrust, backlash and uncertainties surrounding platforms’ policies and opera-
tions (Leerssen, 2023; Llansó et al., 2020). Users frequently express confusion 
about how violations of rules are detected and enforced, and the role of algo-
rithms, other users, law enforcement agencies and internal decision makers in con-
tent moderation processes, as they have insufficient information to understand 
moderation decisions (Suzor et al., 2019). Survey responses of users who had been 
adversely affected by content moderation suggested that they displayed confusion 
about the exact content that triggered a sanction from the platform and only half 
of the users expressed confidence in their understanding of the platforms’ modera-
tion action (Suzor et al., 2019). 

User confusion can result in mistrust towards platforms and concerns about con-
spiracies and system biases, as users develop their own explanations about why 
their content was actioned, in the absence of explanations from platforms (Suzor 
et al., 2019). One example of the uncertainties a lack of transparency creates is 
shadowbanning, where users believe that they can still post content but their con-
tent is no longer visible to other users (Savolainen, 2022; Radsch, 2021; Leerssen, 
2023). Whilst there may be some overlap between definitions and the terms may 
be used interchangeably, shadowbanning can differ slightly from downranking 
(Leerssen, 2023). According to original definitions, downranked content is typically 
still available to others, it is just made less visible, whereas shadowbanned con-
tent is no longer visible to other users at all (Radsch, 2021). Twitter (X) and Insta-
gram’s automated moderation systems have been accused of shadowbanning con-
tent that expresses political views, despite this content being permitted under 
their terms of service (Stoycheff, 2023). Shadowbanning has been denied by plat-
forms as a moderation method, but due to a lack of transparency on what modera-
tion processes are taking place, users have expressed suspicions of being shadow-
banned (Savolainen, 2022). 

One consequence of user mistrust in platforms is chilling effects, particularly when 
users feel that errors have occurred, or that they are being disproportionately tar-
geted (Stoycheff, 2023). A chilling effect describes when a constitutionally protect-
ed activity such as speech, is discouraged or deterred due to a fear of sanctions 
(Schauer, 1978). In the context of online moderation, the hidden nature of modera-
tion efforts can result in users attempting to avoid these sanctions by not posting 
content online and being less likely to post their political attitudes, share creative 
expression, disclose their religious identity, and deviate from the social norm 
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(Stoycheff, 2023). Chilling effects are thought to disproportionately impact margin-
alised communities, as they are at greater risk for adverse content moderation de-
cisions, due to biases within algorithmic moderation (Díaz & Hecht-Felella, 2021). 
For example, there have been incidents of the over-removal of non-harmful Arabic 
language content during attempts to reduce content associated with TVEC (Díaz & 
Hecht-Felella, 2021). Consequently, users may avoid posting Arabic-language con-
tent due to fears of disproportionate removal and a lack of transparency on how 
this is monitored and rectified by platforms. 

To reduce user mistrust in platforms, increased transparency on how content is 
identified, classified and actioned is required, for users to understand why a deci-
sion has been reached (EU Counter-Terrorism Coordinator, 2020; Suzor et al., 
2019). Clarity on moderation approaches and content classification is particularly 
necessary for reduction measures which are harder for users to detect. It is impor-
tant for platforms to notify users when reduction measures are used and to dis-
close information on reductions within transparency reports. Part of this should in-
clude clearer information on how platforms are defining harmful content such as 
borderline TVEC, what parameters are used to classify this content and how more 
harmful and less harmful content are classified in comparison, so users are clear 
what content is being actioned and how it is identified (Rexhepi, 2023). 

Increased transparency on accessing and navigating appeals processes is also nec-
essary to improve users’ trust in platforms and reduce confusion. During the study 
by Myers West (2018), one user shared that they had received a notification stating 
that their content had been removed and that they had seven days to appeal the 
decision, but there was no information on how the appeals process works or how 
to access it (Myers West, 2018). Instances such as these are likely to contribute to 
user mistrust and frustration with platforms. Providing information on how appeals 
processes can be accessed and what this process entails can mitigate user frustra-
tions and ensure due process by allowing users to appeal moderation decisions. 

2.3 Ensuring accountability 

Accountability is essential for ensuring that platforms are taking responsibility for 
their content moderation decisions and any biases within these decisions, or the 
moderation systems that are being used (Barberá, 2020). Transparency has become 
one of the main accountability mechanisms that platforms are using to regain 
users’ trust (Gorwa & Ash, 2020). Greater transparency does not always mean that 
accountability is achieved, as it is often more dependent on the quality of informa-
tion that is provided (Suzor et al., 2019). However, increased transparency can al-
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low platforms to build accountability into their systems (Ananny & Crawford, 
2018). Platforms taking accountability is important to further mitigate user mis-
trust towards platforms, by providing them with confidence that platforms will rec-
tify biased or disproportionate moderation decisions and that moderation is con-
sistent across the platform (Lévesque, 2021; Ganesh, 2023; Suzor et al., 2019; Mac-
donald & Vaughan, 2023). 

2.4 Allowing for research 

Increased transparency allows independent stakeholders such as researchers and 
journalists to have access to data to study and audit social media platforms (Euro-
pean Commission, 2024; Meßmer & Degeling, 2023). In addition to internal audits 
conducted by platforms, external research is necessary, but this requires access to 
the platform and certain data. Platforms’ limited transparency reports currently re-
strict empirical research on the moderation of harmful content (Ganesh, 2023). 
Transparency surrounding access to data ensures that there is a fair vetting 
process to determine who has access to this data, how to gain access to this data 
and what data can be accessed. 

Independent researchers having this access to platforms and data is crucial to al-
low for studies on the long-term impacts of moderation efforts and the prevalence 
and amplification of harmful content (Gillespie, 2022b; Meßmer & Degeling, 2023; 
Ganesh, 2023). These findings can aid platforms in monitoring and understanding 
evolving risks online and to assess how content moderation can be improved to be 
more effective, proportionate and minimise harm (Douek, 2021). Audits can assess 
whether the information that platforms release about their systems and content 
moderation processes are upheld in-practice and align with external research find-
ings, to hold platforms accountable and strengthen the trust between platforms 
and users (Stray et al., 2022). 

Section 3: Transparency legislation and the gaps 
surrounding borderline TVEC moderation 

Given the importance of transparency, it has become an increasing requirement 
within legislation that mandates the moderation of harmful content. In 2016, the 
EU agreed a countering illegal hate speech Code of conduct with Facebook, Mi-
crosoft, Twitter and YouTube, which required companies to review removal notifi-
cations of illegal hate speech within 24 hours, work with trusted flaggers and 
strengthen platform cooperation on countering hate speech (Ganesh, 2023; Euro-
pean Commission, 2016). Since then, additional platforms have signed and the re-
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vised Code was integrated into the DSA framework in January 2025 (European 
Commission, 2025). 

In 2021, the European Parliament approved the TCO regulation (EU Regulation 
2021/784) that came into effect in June 2022. This regulation requires platforms to 
remove the most harmful and illegal terrorist content within one hour of receipt of 
a removal order and includes transparency requirements. Given its focus on illegal 
terrorist content that meets the threshold for removal, this legislation is out of 
scope for this article, which focuses on borderline TVEC, content which is not ille-
gal, nor meets the threshold for removal. 

Building on the TCO, the DSA (EU Regulation 2022/2065) was approved by the Eu-
ropean Parliament in October 2022 and came into effect in February 2024. The 
DSA covers content that poses systemic risks to the Union and includes trans-
parency requirements for platforms. As such, the DSA is in-scope for this article, as 
borderline TVEC likely meets platform criteria of posing systemic risks. 

The OSA received Royal Assent in October 2023 and is expected to be fully en-
forced by 2026. The OSA focuses on illegal content, protecting young people from 
legal but harmful content and outlines transparency requirements for platforms. 
Therefore, the OSA is also in-scope for this discussion on borderline TVEC trans-
parency, as platforms are required to identify and reduce the visibility of this con-
tent for young users. 

This section will outline the key transparency requirements within the DSA and 
OSA and highlight where requirements for borderline TVEC transparency remain 
unclear. 

3.1 The DSA 

The DSA applies to platforms that offer services to citizens of EU member coun-
tries (Meßmer & Degeling, 2023; Rexhepi, 2023). Providers of very large online 
platforms (VLOPs) are required to assess systemic risks to the Union that arise from 
the design or function of their service and its systems (EU Regulation 2022/2065). 
Systemic risks include: the dissemination of illegal content; and any actual or fore-
seeable negative effects for the exercise of fundamental rights, on civic discourse 
and electoral processes and in relation to gender-based violence, the protection of 
public health and minors and serious negative consequences to the person’s physi-
cal and mental well-being (EU Regulation 2022/2065). In 2025, the revised EU 
Code of conduct on countering illegal hate speech was integrated into the DSA 
framework (European Commission, 2025). 
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The DSA also outlines transparency requirements, to address distrust between 
platforms and users and address harms associated with algorithms (European 
Commission, 2024; Leerssen, 2023; Rexhepi, 2023; Pirang, 2020). Article 14 re-
quires platforms to disclose the restrictions that they impose on content within 
their terms and conditions, including information on moderation policies, proce-
dures and tools such as algorithmic and human decision making and their internal 
complaint handling procedures (EU Regulation 2022/2065). Article 15 requires 
platforms to release annual reports outlining any content moderation that took 
place, categorised by: the type of illegal content or violation of the service’s terms 
and conditions; the detection method; and the type of restriction applied (Rexhepi, 
2023; EU Regulation 2022/2065). Article 17 states that platforms must provide a 
statement of reasons to the user for each content moderation decision (i.e., restric-
tions to the visibility of content through removal, demotion, disabling access, sus-
pension or demonetisation, the violation the approach is responding to and the in-
formation used to make the moderation decision), to allow users to challenge de-
cisions through internal appeals and external dispute resolution (European Com-
mission, 2024; Gorwa et al., 2020; Leerssen, 2023; Pirang, 2020; EU Regulation 
2022/2065). Platforms are required to provide transparency on the operation of al-
gorithms and how this impacts the content that is surfaced to users as part of Arti-
cle 27 (Belova-Dalton, 2023; European Commission, 2024; Meßmer & Degeling, 
2023). 

The DSA also outlines provisions in Article 40 to allow researchers more access to 
data on social media platforms and requires platforms to allow for independent 
audits on content moderation and algorithmic systems (European Commission, 
2024; Stray et al., 2022; Ganesh, 2023). These provisions allow vetted researchers 
access to VLOP data for the purpose of research that contributes to the detection, 
identification and understanding of harmful content and to the assessment of the 
effectiveness and impacts of content moderation efforts (Regulation 2022/ 2065). 

3.2 The OSA 

The OSA applies to user-to-user and search services that have a significant number 
of UK users or that can be used in the UK. The OSA focuses on the moderation of 
illegal content such as TVEC and protecting young people from legal but harmful 
content including: pornographic content; content that promotes, instructs on or 
encourages suicide, self-injury, eating disorders, or acts of violence against others; 
content that is abusive or incites hatred against individuals protected characteris-
tics (i.e., race, religion, sexual orientation, disability, sex, or gender reassignment); 
and bullying content (Online Safety Act, 2023). 
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The OSA also outlines mandatory transparency reporting standards in Schedule 8, 
that the regulating body Ofcom will issue in the form of annual transparency no-
tices (Harling et al., 2023; Online Safety Act 2023). These notices will outline the 
information that platforms must include in their transparency reports (Online Safe-
ty Act, 2023). Transparency within the OSA is focused on empowering users to con-
trol their online spaces by making more informed decisions about how they spend 
their time online and adjusting requirements for transparency reporting (Ofcom, 
2023, 2024). There are three dimensions of transparency that these notices are 
proposed to focus on (Ofcom, 2023). 

The first dimension requires more transparency on the actions that services take to 
protect users such as platform safety features and decision-making processes (Of-
com, 2023). This dimension may include a requirement for platforms to provide in-
formation on the incidence, dissemination and number of users who encountered 
illegal content and content that is harmful to children and how they enforce com-
munity guidelines and content moderation tools (Harling et al., 2023; Online Safe-
ty Act, 2023). Platforms may be required to make information on removed or re-
stricted content and suspended and banned users clear and accessible and justify 
why a specific action was used (Online Safety Act 2023). Transparency reports may 
have to include information on features that allow users to report illegal content 
and content harmful to children and that help users manage risks on platforms. 
Platforms may also be required to provide accessible and transparent complaints 
and appeals procedures for users to question moderation decisions (Online Safety 
Act, 2023). 

The second dimension surrounds Ofcom’s transparency as a regulator, including 
greater clarity on how changes are implemented across in-scope services and the 
impact of regulation (Ofcom, 2023). This requirement includes assisting platforms 
in complying with transparency requirements and publishing guidance for plat-
forms (Online Safety Act 2023). Ofcom will be required to produce annual trans-
parency reports based on the information provided by platforms’ transparency re-
ports (Online Safety Act 2023). 

The third dimension involves greater transparency to allow for open engagement 
with other sectors including law enforcement, civil society and academia (Ofcom, 
2023). This final requirement aims to ensure regulation is informed by experts and 
to hear from users, to assist service providers’ understanding of the effectiveness 
of their moderation efforts and determine where improvements can be made (Of-
com, 2023, 2024). 
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3.3 The gaps surrounding borderline TVEC moderation 

Whilst these regulations require transparency in areas that could include the mod-
eration of borderline TVEC, such as further transparency on restriction measures, 
there remains a lack of guidance on how platforms can ensure they are applying 
transparency requirements to the moderation of non-violative content such as bor-
derline TVEC. 

In the DSA, the phrasing of the requirements places more emphasis on transparen-
cy surrounding the moderation of illegal and violative content. The DSA requires 
that “the information reported shall be categorised by the type of illegal content 
or violation of the terms and conditions of the service provider, by the detection 
method and by the type of restriction applied” (Regulation 2022/2065). Requiring 
platforms to categorise transparency reporting by the “type of illegal content or vi-
olation” and how this content was detected and actioned, may result in platforms 
not disclosing any additional categories of content moderation including restric-
tions imposed on non-violative content such as borderline TVEC and how this con-
tent is detected and actioned. 

The transparency requirements in the OSA are not yet fully enforced. Schedule 8 of 
the OSA outlines “matters about which information may be required” (Online Safe-
ty Act, 2023), suggesting that it is not yet determined what information from this 
list platforms will be required to disclose within transparency reports. This uncer-
tainty leaves the potential that transparency surrounding borderline TVEC, which 
is only actioned for children under the OSA, may not be a requirement for plat-
forms. If the requirements to provide transparency surrounding content that is 
harmful to children are included within Ofcom’s transparency notices, there may 
still be information gaps about borderline TVEC moderation. For example, there 
may be cases where platforms are restricting borderline TVEC for adults as well as 
children, but they may not include this information within transparency reports, as 
the proposed OSA transparency requirements only cover disclosing information 
about the moderation of borderline content in the context of children. 

The DSA and OSA both include some scope for borderline TVEC and transparency 
reporting about this content, but without explicit requirements for platforms to 
provide information on borderline TVEC moderation, it is likely that tech compa-
nies will continue to focus their transparency reporting on content that violates 
their terms of service (Macdonald & Vaughan, 2023). As such, borderline TVEC re-
mains largely unaddressed within transparency requirements and tech companies 
often fail to moderate borderline TVEC with sufficient transparency as a result. 
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Section 4: A lack of transparency in the moderation of 
borderline TVEC 

Addressing borderline TVEC begins with platforms identifying and classifying con-
tent. Classification tools often involve a combination of automated and manual 
methods such as machine learning and human moderators (Goodrow, 2021; Gorwa 
et al., 2020; Lévesque, 2021). Human moderators are necessary as context is im-
portant for identifying and categorising this content, but these individuals must 
have appropriate training on the subject area, given the vague and subjective defi-
nitions provided for borderline content (Goodrow, 2021; Thorley et al., 2022; van 
der Vegt et al., 2019). 

Once content has been identified and classified as borderline TVEC, platforms have 
disclosed that they utilise reduction measures to address it, which aim to limit the 
visibility of this content and reduce its searchability (The YouTube Team, 2019; 
Gillespie, 2022a; Ganesh, 2023). Reduction measures include: removing it from al-
gorithms, or downranking it, to reduce the distribution of this content; demonetis-
ing the content, to prevent the user making money from the content; and provid-
ing restrictions or warnings such as fact-checking labels, age restrictions, geo-
blocking and temporary holds (Gillespie, 2022a; Heldt, 2020; Llansó et al., 2020; 
Pirang, 2020; Díaz & Hecht-Felella, 2021; Ganesh, 2023). Platforms such as 
YouTube, Facebook, Twitter (X), LinkedIn, TikTok and Instagram have announced 
that they utilise reduction efforts for borderline content (Gillespie, 2022a; The 
YouTube Team, 2019). 

Platforms may also allow users to control the content they view on platforms 
themselves by utilising platforms’ in-built features (Jhaver et al., 2023). Simple 
user-led moderation can include users blocking certain accounts to avoid seeing 
content posted by them and users following certain accounts to view their content 
within their newsfeed or timeline (Gillett et al., 2022; Jhaver et al., 2023). Engag-
ing with content can also allow users to shape their online spaces. Positively en-
gaging with content through views, likes and comments is likely to result in users 
seeing more of this content whereas, ignoring, reporting and negatively engaging 
with content through dislikes is likely to result in users seeing less of this content 
(Jhaver et al., 2023). 

There are also more complex moderation tools that individuals can use to select 
their preferences of content (Jhaver et al., 2023). Users can choose to change the 
content that is algorithmically amplified to them by muting keywords and setting 
up sensitivity controls (Cobbe & Singh, 2019; Jhaver et al., 2023; Llansó et al., 
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2020; Panday, 2021; Sander, 2020). There are also some platform specific prefer-
ence and personalisation controls. On YouTube, users can pause, edit, or delete 
search and watch history, to change personalisation recommendations (Goodrow, 
2021) and Instagram’s sensitive content control measure allows users to choose 
how much sensitive content is filtered out of their recommendations on the ex-
plore page (Meta, 2021). 

A vital part of content moderation is transparency from platforms on their policies 
and terms of service, their content moderation processes and actions and oversight 
and appeal mechanisms to address moderation errors and biases. This section will 
highlight where platforms do not currently moderate borderline TVEC with suffi-
cient transparency, as they focus on removals within transparency reports, leave 
gaps surrounding the moderation processes that they use to address borderline 
TVEC and provide limited information surrounding appeals and oversight mea-
sures. 

4.1 Transparency reports focus on removals 

The majority of platforms who release transparency reports, focus on removals 
(Díaz & Hecht-Felella, 2021). Google’s Transparency Report 2024 on YouTube’s 
Community Guidelines enforcement includes information on video, channel and 
comment removals, the policy that the content or account violated, the method by 
which the removed content was detected, the view count of the removed videos, 
appeal and reinstatement figures, the country that removed videos were posted 
from and human flagger figures. Meta’s Community Standards Enforcement Report 
2024 includes information on the prevalence of violative content, content actioned 
by removal, labelling or disabling accounts, appealed and restored content, and 
proactive flagging. TikTok’s Community Guidelines Enforcement Report 2024 dis-
closes information on content, comment and account removals, account and 
livestream suspensions, restored content, the use of automation, view counts of re-
moved content, and policy reasons for removal. Twitter (X)’s 2025 Transparency Re-
port includes information on account suspensions, posts removed or labelled, the 
policies that were violated by content and numbers of posts that were moderated 
by humans and automated systems. 

Despite this focus on removals and violative content within transparency reports, 
platforms have acknowledged that they reduce borderline content. In 2019, 
YouTube launched changes to reduce recommendations of borderline content and 
harmful misinformation (The YouTube Team, 2019). Meta states that they demote 
borderline content to reduce its distribution in users feeds (Meta, 2023). TikTok 
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claims to remove borderline content from recommendations (TikTok, n.d.). Twitter 
(X) disclose that they limit the visibility of posts through downranking, removing 
the post from algorithms and restricting engagement opportunities with posts (X, 
n.d.). In terms of transparency surrounding these reduction efforts, platforms issue 
vague statements about the effectiveness of their reduction measures, without 
providing the information to allow for independent verification (Díaz & Hecht-
Felella, 2021). For example, YouTube has claimed that there was a 70 percent de-
crease in the watch time of borderline content coming from non-subscribed rec-
ommendations in the US, as a result of reduction efforts (The YouTube Team, 
2019). 

The focus on removals within existing transparency reporting leaves gaps sur-
rounding the reduction measures that platforms have disclosed that they are us-
ing. No information is provided on how much content is demonetised, down-
ranked, or otherwise restricted and the reasons why this content is reduced are not 
provided (Díaz & Hecht-Felella, 2021). Some reduction measures are more visible 
to users than others, as users are likely aware that their content has been demone-
tised, but may never be aware that their content has been downranked (Díaz & 
Hecht-Felella, 2021). As such, the absence of information on these reduction mea-
sures within transparency reports has left a lot of uncertainty surrounding the 
moderation of borderline TVEC, as the scope and effectiveness of these enforce-
ment actions cannot be assessed (Díaz & Hecht-Felella, 2021). 

4.2 Uncertainty surrounding borderline TVEC moderation 

Given the focus on the moderation processes involved in the detection and re-
moval of violative content within transparency reports, there remains large gaps 
when it comes to the processes that are involved in reduction efforts that plat-
forms use to moderate borderline TVEC. 

Platforms should deal with borderline TVEC on an individual basis, as a one-size-
fits all approach risks not respecting freedom of expression rights due to the sub-
jective nature of this content (Rexhepi, 2023). It is unclear to what extent an indi-
vidualised approach is utilised to moderate borderline TVEC due to a lack of trans-
parency from platforms. YouTube disclosed that they use machine learning to de-
tect and limit the spread of borderline content (The YouTube Team, 2019). The na-
ture and operational features of this system are unknown, making it unclear 
whether YouTube deals with borderline content on a case-by-case basis, or a one-
size-fits all strategy. Meta disclosed that the majority of their reduction procedures 
are applied equally to each piece of content, but in certain situations, they cannot 
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adopt a one-size-fits-all approach (Meta, 2023). Aside from Meta highlighting that 
in certain regions and during critical events, their enforcement processes need to 
be adjusted, it is uncertain in what exact situations and for what exact pieces of 
content they adopt a case-by-case approach compared to a one-size-fits-all ap-
proach. 

Since borderline TVEC must be identified by platforms before it can be actioned, 
the processes that platforms utilise to identify and classify content are important 
for users to be aware of (Buntain et al., 2021; Gillespie, 2022a). Despite there be-
ing a range of definitions for borderline content provided across sectors there re-
mains uncertainty about the term. Borderline content is described as coming close 
to violating platform policies, but it is uncertain how this closeness is measured, 
as tech platforms do not provide measurable standards to judge content against 
(Macdonald & Vaughan, 2023). Meta provides a list of examples of content that 
they categorise as borderline (see Section 1), with some explanations as to what 
this may look like (Meta, 2025a). For example, borderline bullying and harassment, 
hate speech and violence and incitement content may include content that dehu-
manises individuals or groups who are not defined by their protected characteris-
tics (Meta, 2025a). This explanation implies that the content is considered to be 
non-violative because it does not target individuals’ protected characteristics, as if 
it did, it would be classified as hate speech (see Section 1). However, this is not ex-
plicitly stated by Meta, creating uncertainty surrounding the identification and 
classification of this content and it is uncertain what other platforms consider to 
be borderline content. 

It is often unclear how borderline TVEC is moderated by platforms, but there is in-
creasing use of automated methods for content moderation in general, as it is a 
more time efficient way of dealing with large quantities of content, whilst reduc-
ing the workload for human moderators (Rexhepi, 2023; Macdonald & Vaughan, 
2023). YouTube claims that a machine learning model is used to detect and reduce 
the visibility of borderline content (The YouTube Team, 2019). However, it is un-
clear how much human evaluation (if any) is used in addition to the automated 
system, how this system operates to detect and moderate borderline TVEC and 
what systems other platforms are using (Gorwa et al., 2020; Myers West, 2018). 

Where automated methods have been used, there are criticisms that the systems 
contain biases and result in higher moderation errors compared to human modera-
tion, as they cannot always accurately consider context (Rexhepi, 2023). Existing 
transparency reports do not include adequate information to assess who is most 
affected by content moderation errors and whether some communities are dispro-
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portionately targeted, but research suggests that users from marginalised commu-
nities may be at greater risk for content moderation errors and system biases (Díaz 
& Hecht-Felella, 2021). One study found that automated models for detecting hate 
speech were 1.5 times more likely to flag tweets written by self-identified African 
American users as offensive (Sap et al., 2019). Current transparency reporting fails 
to provide the necessary information to evaluate how automated systems function 
and whether these tools are making mistakes or contain biases when assessing 
borderline TVEC (Díaz & Hecht-Felella, 2021). 

4.3 A lack of transparency surrounding appeals and oversight 
mechanisms 

Transparency surrounding moderation decisions and appeals is crucial to ensure 
accountability, due process and clarity for users to understand how their content is 
being moderated and what oversight measures are in place (Ganesh, 2023). More 
recently, certain platforms have provided greater accessibility to appeals processes, 
for users who feel their content has been wrongly actioned or require further ex-
planation (Díaz & Hecht-Felella, 2021). On Meta platforms, users can appeal mod-
eration decisions and submit their case to Meta’s Oversight Board, where it will be 
reviewed by an external body (Meta, n.d.-c). On YouTube, users can submit appeals, 
which go to human reviewers (Google Transparency Report, 2024). TikTok claims to 
notify users when their content has been removed, where users will be given the 
opportunity to appeal the decision (TikTok, n.d.). 

However, appeals processes remain inconsistent, focused on removed content and 
hidden from public view. There are inconsistent notifications when a users’ content 
has been actioned and a lack of transparency on what appeals are available for 
users and how they navigate this process (Díaz & Hecht-Felella, 2021). Notifying 
users about their actioned content is important for reduction measures that are 
used to moderate borderline TVEC, as it is less obvious when these have occurred 
(Díaz & Hecht-Felella, 2021). Despite this, if platforms do notify users when their 
content has been actioned, it is typically for content removals, leaving users un-
able to appeal restrictions to their content if they are unaware they have hap-
pened (Díaz & Hecht-Felella, 2021). 

The lack of appeals processes for reduced content can have a disproportionate ef-
fect on marginalised communities who may be subject to increased moderation er-
rors, as they will not have meaningful access to appeal such decisions (Díaz & 
Hecht-Felella, 2021). As a consequence, chilling effects may be exacerbated, as 
users are not able to question content moderation decisions they perceive to be 
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unfair, or have the option to be provided with additional explanations. As such, 
they may limit, or fully stop their online posts, to avoid this frustration. 

Chilling effects can be harmful by reducing users’ freedom to express their beliefs 
online. According to UK and EU legislation (i.e., Article 10 of the UKs Human 
Rights Act 1998, Article 11 of the EU Charter of Fundamental Rights and Article 10 
of the European Convention on Human Rights), individuals have the right to hold 
their own opinions and express these freely, without interference by public author-
ity (provided these opinions are not expressed in a violent or hateful way). When 
content is wrongly actioned by platforms and users are not able to appeal these 
decisions, their freedom of expression may be limited for the piece of content that 
is wrongly restricted, but also for future posts, as they may limit or stop posting 
content, to reduce frustrations from moderation errors and a lack of access to ap-
peals. 

Section 5: Alternatives to legislation 

Given the lack of clear legislative guidance on how platforms can achieve mean-
ingful transparency in the context of borderline TVEC moderation, there is non-
legislative guidance which may be beneficial for tech companies to adhere to. One 
example is the Santa Clara Principles, which are a collaborative civil society effort 
that aim to set transparency standards and promote freedom of expression and 
user agency (Access Now et al., n.d.; Suzor et al., 2019). The second iteration of the 
Santa Clara Principles detail how platforms can achieve meaningful transparency 
and accountability (Access Now et al., n.d.). 

The Foundational Principles outline how companies can integrate human rights 
and due process into all moderation processes. The Principles highlight how tech 
companies can ensure their policies can be understood by users, how to ensure 
content moderation policies, tools and actions are considerate of different cultures 
and contexts, the importance of informing users of state involvement in content 
moderation decisions and how to ensure users are confident that their content is 
handled with respect to human rights (Access Now et al., n.d.). 

The Operational Principles set out important elements for companies to include 
within transparency reports. The Principles highlight the importance of utilising 
statistics to reflect all content moderation decisions made in quarterly reports, to 
provide users and researchers with a better understanding of the systems in place 
(Access Now et al., n.d.). For example, the policies that content was actioned under, 
numbers related to content removals and restrictions, the number of appeals and 
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how many of these were successful or unsuccessful, the amount of state requests 
for content and how and when automated processes are used (Access Now et al., 
n.d.). The Principles also outline how companies should provide notice to a user 
whose content has been actioned (Access Now et al., n.d.). For example, the specif-
ic policies that were violated, how the content was detected and actioned, how 
users can access support channels, and information on how users can appeal the 
decision (Access Now et al., n.d.). The final Operational Principle outlines how 
companies should set out appeals processes for users and why these are important 
to have in place (Access Now et al., n.d.). For example, companies should ensure 
there are independent human reviewers dealing with appeals, the process is easily 
understandable for users and users are informed of the appeal outcome (Access 
Now et al., n.d.). 

Conclusion 

This article demonstrates that there is a need for greater transparency surrounding 
the moderation of borderline TVEC. The DSA and OSA require platforms to address 
borderline TVEC and they outline transparency requirements. However, there is a 
lack of explicit requirements for platforms to provide transparency for non-viola-
tive content such as borderline TVEC within legislation. As a result, transparency 
reports focus on removals of illegal and violative content, leaving transparency 
surrounding borderline TVEC moderation limited to statements from platforms 
claiming that they reduce this content (Macdonald & Vaughan, 2023). 

There remains uncertainty surrounding the content moderation processes that are 
used to address borderline TVEC, the effectiveness of these systems and whether 
they contain biases that result in moderation errors. This uncertainty can result in 
chilling effects, restrictions to users freedom of expression and the disproportion-
ate moderation of certain content, all of which are exacerbated by the opaque na-
ture of appeals and oversight mechanisms. 

Addressing borderline TVEC is becoming a large part of content moderation de-
bates, due to its potential to spread harm. It is vital that this moderation goes 
hand-in-hand with increased transparency from platforms to improve definitional 
clarity surrounding borderline content and how this content is moderated by plat-
forms, respect user rights and agency, hold platforms accountable for moderation 
decisions, increase users understanding and trust in platforms’ moderation efforts 
and allow for research into the effectiveness and limitations of these moderation 
efforts. 
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