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ORIGINAL ARTICLE
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Predicting voluntary contributions by “revealed-
preference Nash-equilibrium”
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Switzerland One-shot public-good situations are prominent in the public debate, and a
prime example for behavior diverging from the standard Nash-equilibrium.
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1 | INTRODUCTION

One-shot public-good situations are extremely prominent in both economic textbooks and popular non-scientific
conceptualizations of some of the most pressing problems humanity is facing (e.g., when it comes to efforts to
contain climate change). At the same time, one-shot public-good experiments are a prime example for a situation in
which people’s behavior seems to differ from the standard Nash-equilibrium. An often-overlooked implication of social
preferences, however, is that participants do not necessarily face a public-good game when researchers present them

Abbreviations: AL (2012), Arifovic and Ledyard (2012); FS (1999), Fehr and Schmidt (1999); mpcr, marginal per-capita return; N, number of
observations; reNE, revealed-preference Nash-equilibrium; RQ, research question; USD, US-dollars.
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with a situation whose monetary payoffs have a public-good structure (or when life presents them with a situation that
has a public-good structure in terms of money or time costs; see, e.g., Rapoport, 1985 for a similar argument).!

Even so, it remains unclear whether the difference between behavior and the standard Nash-equilibrium is due to a
misspecification of the players’ preferences (who, for example, may take others' payoffs into consideration), a mistaken
account of the strategic aspects of the interaction, or both (see, for example, the analysis in Rapoport & Suleiman, 1992).
As a consequence, a good account of behavior in such situations is still missing. However, society's responses to the
public-good situations crucially will depend on our understanding of when an agent will choose to contribute. At an
abstract level, this paper contributes to such an understanding.

The paper addresses the question of whether a Nash-concept can predict behavior successfully in one-shot public-
good experiments out of sample, once the Nash-concept is based on appropriate measurements of people's preferences.
The answer is positive. This is surprising on a number of accounts. First, many researchers tend to understand Nash-
equilibrium only as a long-run prediction, not a prediction for one-shot situations. Second, the equilibrium'’s pre-
conditions are missing: in particular, participants do not know their interaction partners’ preferences. And third,
prior research seemed to suggest that the missing knowledge of others' preferences indeed prevents a successful pre-
diction of behavior (Brunner et al., 2021; Healy, 2011).

In the context of the question raised above, in two-player games it is not the strategic aspect that makes behavior
diverge from the standard Nash-equilibrium (this changes to some degree when we move to three-player games). As I
will show, the missing knowledge of others' preferences does play a role, but the main “culprit” is the specification of
players' preferences. However, capturing participants’ preferences is by no means trivial, as a comparison to the models
by Fehr and Schmidt (1999) and, in particular, by Arifovic and Ledyard (2012) shows.

The finding that positive-contributions equilibria are meaningful for behavior opens new questions. The substantial
degree of cooperation in human everyday interactions becomes less surprising. However, the low rates of contributions
that we typically observe at the end of repeated public-good experiments become more surprising. If there are equilibria
with substantial contribution levels, and if these equilibria are predictive in one-shot games, why do participants in
repeated settings not seem to be able to select a cooperative equilibrium more often?

My analysis of equilibrium selection at the end of this study provides a tentative answer. Once there are multiple
equilibria, participants do not agree on the equilibrium-selection criterion to use in my one-shot experiment. It is highly
likely that this finding carries over to initial play under repeated settings. In repeated settings, multiple equilibria are
even more prevalent. This would explain heterogeneous, non-equilibrium behavior in initial rounds of repeated games.
And from there, the dynamics described in Fischbacher and Gichter (2010) will take over, leading to the observed low
long-run contribution levels. On the other hand, the findings suggest that if actors—be it in the lab or outside—could
coordinate on an equilibrium-selection criterion beforehand, many public-good problems potentially could be solved.

Closely related literature: During the long history of public-good research, there have been a large number of
studies aiming at understanding public-good contributions through participants’ measured preferences and their beliefs
(e.g., Offerman et al., 1996, for an early example). In the context of this study, important contributions in this tradition
are Fischbacher and Géchter (2010) and Fischbacher et al. (2012), as they also rely on conditional-contribution pref-
erences. More recently, Géchter et al. (2017) called the approach the “ABC of cooperation”: “attitudes” (a;; conditional-
contribution preferences) together with “beliefs” (b;) determine “effective contributions” (in a simultaneous public-
good situation, ¢;), so that cooperation is explained as a;(b;) — ¢;. All three studies clearly establish the behavioral
validity of conditional-contribution preference measurements for actual public-good play.

In addition, Fischbacher and Gichter (2010) show two aspects that are important to understand the contribution of
the present paper. First, beliefs are predictive for public-good contributions on top of the “predicted contributions”
a;i(b;). In this sense, beliefs enter contributions twice. And second, players' beliefs are not equilibrium beliefs (and
participants update the beliefs suboptimally). To restate, beliefs are particularly important for predicting public-good
contributions, and those important beliefs are non-equilibrium beliefs. What the renE does is to take exactly those
beliefs out of the equation and to substitute them by the standard equilibrium assumptions. In the above framework,
cooperation becomes simply a — c;.

In a similar vein, Ambrus and Pathak (2011) promote the idea that participants of finitely-repeated public-good
experiments actually are playing an equilibrium. However, they restrict their focus explicitly to “repeated games in
which players are experienced,” “[t]o approximate the complete information assumption of our model.” The statement
clearly implies that the complete-information assumption of their Nash-equilibrium approach (or mine) may be
violated in one-shot situations such as those in the data sets I study. A study by Healy (2011) shows that this indeed is
the case.
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Healy (2011) and Brunner et al. (2021) both measure distributional preferences to make an elicited-preference-based
Nash-prediction in normal-form 2 x 2 games. Healy (2011) examines the conditions that Aumann and Branden-
burger (1995) identify as sufficient conditions for a Nash-equilibrium. He concludes that Nash-equilibrium fails to
predict behavior predominantly because participants correctly predict how their opponent would rank the four possible
outcomes of a particular game in only 64% of the games.

Brunner et al. (2021) inform their participants about their opponents’ elicited preferences in one treatment (similar
to my PusLic-PREFERENCES experiment). They compare the Nash-equilibrium's predictive power to a treatment without
this information and find a significant increase in the amount of equilibrium play: the display of the opponent's
preferences increases the percentage of equilibrium play from some 42%-47% to some 51%-52% in their 2 x 2 games.
Comparing these figures to a random benchmark of 50%, it seems safe to say that the equilibrium does not seem to be a
very good predictor of behavior.

In the end, the paper's contribution to the literature is multi-faceted: it provides a proof of concept for the “revealed-
preference Nash equilibrium” introduced in Wolff (2017), showing that it outperforms other popular models in out-of-
sample predictions particularly in two-player games. By that, it shows that an equilibrium prediction can be successful
even in one-shot social-dilemma situations and even when players do not know their opponents’ preferences. Given that
a substantial number of those equilibria have positive contributions, it opens up the question of why contributions
typically decline toward zero in repeated settings. And it shows that there is substantial heterogeneity in the
equilibrium-selection criteria people use, which hints at an answer to the above question.

2 | REVEALED-PREFERENCE NASH EQUILIBRIUM

It is well-known that social preferences play a role for behavior, both in public-good situations and beyond. For
example, many ultimatum-game responders decline low offers. Or, for an example that is more specific to this paper,
when last-movers have to decide on their contribution in a sequential public-good situation, many of them reciprocate
high contribution levels of others.

For all of these situations, it is clear what a Nash-equilibrium looks like for payoff-maximizing agents. Social-
preference models have been introduced to provide a Nash-equilibrium solution also for agents who hold particular
social-preference utility functions (e.g., Levine, 1998; Fehr & Schmidt, 1999). But what would the “standard game-
theoretic solution” be when taking into account participants' actual preferences? One of the possible answers is
what I call the “revealed-preference Nash-equilibrium” (rRpNE).

Definition 1. Let .4; denote the (finite) set of agent i's actions in an n-player game and let
A= A1 x Ay x -+ x A1 x Aijpq x - x A,-1 x A, denote the set of all action profiles of all agents but i.
Furthermore, letr; : A_; — A; denote agent i's observed reaction to all possible action profiles of the other agents. Then,
an RPNE of the game is an action profile (a;, ay, ...,an-1,a,) that satisfies a; = r;((as, ..., ai-1,ai 41, ...,an)),Vi.2

The renE is the set of Nash-equilibria that results when measured conditional-contribution preferences are inter-
preted as best-reply correspondences. More precisely, an reNE of the simultaneous game is a contribution profile in
which each player chooses a contribution in line with her conditional-contribution preferences, given the other players'
contributions (which are themselves conditional on the contributions in the group). Note that by interpreting the
elicited conditional-contribution vectors as best-reply correspondences directly (as first suggested by Rapoport &
Suleiman, 1992), I bypass the question of how to model the preferences in an expected-utility framework. One potential
way of doing so would be to use a model like the one of Falk and Fischbacher (2006).

The intuition behind the renE is simple. Measured conditional contributions are how a participant reacts to each
possible contribution (vector) of her fellow group member(s), when the other player(s) already has/have made their
choice(s) in a sequential public-good situation. If these conditional contributions are taken to be direct expressions of
how the participant wants to respond to the respective contribution levels, then conditional contributions are also the
best-replies to these contribution levels. In turn, an rRpNE is a situation in which the players’ contributions are mutual
best-replies (or “mutual conditional contributions”). Thus, the rRpNE rests on the assumption that what a player prefers
to give in response to a contribution vector x in a sequential situation is the same as what the player would prefer to give
in a simultaneous situation in which she was certain that others will be choosing x.’
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To make things very clear, let me provide an example. Imagine there is a (tiny) population of 4 people who
participate in a two-player variant of the conditional-contributions-elicitation experiment of Fischbacher
et al. (2001) with three contribution levels {0,1,2} and a given marginal per-capita return (mpcr). Two of them are
perfect conditional-cooperators and thus react to each unconditional contribution c;“) by the other player by
c§C>(c;u)) = c;"), one person is a complete free-rider who always chooses cgd(c;")) = 0, and the fourth person an
imperfect conditional cooperator who chooses c/”(0) = 0, ¢/ (1) = 1, and ¢\(2) = 1. Equating ¢’ (c;")) = ri(q),
that is, with the response function to the opponent's action ¢; in a simultaneous game, and invoking Pareto-
dominance, we would expect two perfect conditional contributors to choose ¢ = (2,2), a perfect conditional
contributor and a free-rider to choose ¢ = (0,0), a perfect conditional contributor and an imperfect conditional
contributor (of the observed variant) to choose ¢ = (1,1), and an imperfect conditional contributor and a free-rider
to choose ¢ = (0,0).

Given that the proportions of free-riders, perfect and imperfect conditional contributors in our example population
are 25%, 50%, and 25%, respectively, we obtain the population-level prediction for the simultaneous game given in
Table 1: {0,1,2} would be chosen in 43.75%, 31.25%, and 25% of the cases, respectively. Figure 1 shows the predictions
for the actual parameters for which the reNE has been calculated (note that the predictions are likely to change—and do
change—for different parameters; in particular, for an mpcr close to 0, we would not expect to see hardly any condi-
tional cooperators, while for an mpcr close to 1, there would be many).

The predictions shown in Figure 1 were calculated already in Wolff (2017).* The first contribution of the present
paper is to provide the first test of RpNE predictions on actual data from existing public-good experiments as well as new
experiments, and to compare that to relevant other models providing quantitative predictions. In particular, I show that
the reNES calculated in Wolff (2017) are predictive for behavior in eight different data sets, six of them stemming from
earlier studies (Blanco et al., 2011; Guala et al., 2013; Kamei, 2016, for two-player games, and Cubitt et al., 2010;
Drouvelis et al., 2015; Dufwenberg et al., 2011, for three-player games). I focus on predictions because only predictive
success accross different situations shows whether a model robustly identifies a relevant mechanism (as opposed to
being able to fit data due to a flexibility that rests on free parameters).

Nash-predictions for one-shot public goods? In contrast to my paper, most research on social-preference
equilibria in public-good situations has started from the understanding that we cannot expect a Nash-concept to
predict one-shot behavior well. Thus, prior research typically has focused on (last-round) behavior in repeated games.
Arguably the most important reason for why a Nash-concept may not be suited to behavior in one-shot situations is that
people would not know others' preference types. Therefore, it would be impossible for them to know the equilibria of
the game. Indeed, Healy (2011) finds that “[t]he failure of Nash equilibrium stems in a large part from the failure of
subjects to agree on the game they are playing.” While it undoubtedly is true that experimental participants do not
know their co-players' true preferences, this paper challenges the notion that a Nash-concept cannot predict one-shot
public-good behavior well.

Research Strategy: If the rReNE was meant to describe what actually goes on between participants in a public-good
experiment, a number of conditions would have to be fulfilled:

o stability of preferences: whenever r;(c_;) is elicited, the response should be the same. Thus, both indifference be-
tween responses and probabilistic responses would make the rpnNE prediction less reliable.

e mutual knowledge of preferences: each player i € {1, ..., n} knows all other players' response functions r; (c - j) SV #IL
If players do not know other players' response functions, it is impossible for them to calculate the reNE (an RpNE still
could be expected to be implemented in case of dominant strategies).

I will refer to these conditions as pre-conditions for reNe. Empirically, in most cases both pre-conditions will be
violated, and with respect to those cases, I will be comparing data to an as-if-model (mirroring, e.g., the analysis in
Section V in Fehr & Schmidt, 1999). In addition, I will be analyzing whether the data correspond to the RPNE
prediction more closely when participants’ level of preference stability is high, and when mutual knowledge of
preferences is induced. If I find positive evidence in either analysis, I will interpret it as indirect support of the RPNE
“mechanics,” as such findings would suggest that the more the pre-conditions for reNE apply, the better its predictive
power.
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TABLE 1 Example for the calculation of an renE prediction: The table shows what a row-player of each type would play in the reNE
against the respective column-player type.

Free-rider Perfect conditional cooperator Imperfect conditional cooperator
Free-rider 0 (6.25%) 0 (12.5%) 0 (6.25%)
Perfect conditional cooperator 0 (12.5%) 2 (25%) 1 (12.5%)
Imperfect conditional cooperator 0 (6.25%) 1 (12.5%) 1 (6.25%)

Note: The aggregate prediction would then be that if we subject (new) people to a simultaneous-move public-good experiment using the same parameters, we
would observe choices of {0,1,2} in 43.75%, 31.25%, and 25% of the cases, respectively.

©
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Contribution-level predictions according to RPNE

FIGURE 1 rene predictions from Wolff (2017).

3 | RESEARCH QUESTIONS

The most informative test of whether a given explanation is meaningful or whether a model simply accommodates the
data by virtue of its number of free parameters are quantitative predictions about a specific new situation.” Unfortu-
nately, few popular social-preference models come with a calibration that would allow to make such a prediction.® The
first contribution of this paper is to examine the predictive power of renE, with the corresponding research question:

RQ 1. Can a Nash-concept predict behavior (even) in one-shot public-good experiments, when it is based on a measurement
of preferences in a different sample (and for a substantial part of the data, in a different student population)?

A priori, finding a positive answer would be surprising on two accounts. First, the work by Healy (2011) and
Brunner et al. (2021) suggested that a Nash-concept based on preference-measurements does not account for public-
good behavior. Notably, though, the reNE approach implicitly incorporates reciprocity concerns, a feature that is ab-
sent in both Healy (2011) and Brunner et al. (2021) but that arguably is important for behavior in public-good situations.
On top, Fischbacher and Géchter's (2010) results suggest that while participants generally best-respond to their beliefs,
their beliefs are not equilibrium beliefs. Note, however, that Fischbacher and Gichter's focus is on repeated in-
teractions, which increases the prevalence of multiple-equilibrium situations.

The second reason for why a positive answer would be surprising a priori is that, following the discussion above,
participants in seven out of the eight predicted samples do not have any information on their co-players’ preferences, so
that the common-knowledge-of-preferences assumption is violated. This immediately leads to my second research
question:

RQ 2. Does incomplete information about preferences play a role?
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To answer RQ 2, I conduct an additional “PusLic PREFERENCES” experiment that creates an environment that ap-
proximates mutual knowledge of preferences.” The additional experiment provides information on whether the reNE
predicts behavior for the right reasons.

The remainder of the analysis focuses on three goals. First, relating to a discussion in the current prisoner's-dilemma
literature, I look at strategic uncertainty. Second, an individual-level analysis of the PusLic-PreFERENCES data relates the
equilibrium pre-conditions to how well participants’ behavior can be predicted. And finally, the individual-level analysis
allows to look at a third research question:

RQ 3. Which equilibrium will be selected in case of multiple equilibria?

4 | MODEL PREDICTIONS

At the focus of this study is the “revealed-preference Nash-equilibrium” (reNE) introduced in Wolff (2017). In that paper,
the concept is presented, and the sets of equilibria that would arise in a well-mixed population are calculated and
categorized. Specifically, Wolff (2017) calculated the renE set for each of his participants when matched with each other
participant. Applying the Pareto-dominance criterion then gives a unique contribution profile for each match, and the
combination of all possible matches gives the prediction of the relative frequencies with which each contribution level
will be played. The calculation is done for a three-player situation with a mpcr ¢ of u = 0.5, and for two-player situ-
ations with 4 = 2/3 and u = 0.75 (the elicitation of the underlying conditional-contribution preferences follows a
procedure that is very similar to the prers-experiment I describe in Section 5.1).

In addition to calculating the rpnE sets, Wolff (2017) compares how often different equilibrium-set types would occur
under the different parameter combinations to the predictions for the calibrated model of Fehr and Schmidt (1999). In
their model, agents have a utility function

1 1
w(x) =x; — o mZmax{x] -x;,0} —B; -mZmax{xi - x;,0},
J#i J#i

where x is the vector of monetary payoffs, o; measures i's dislike of disadvantageous inequality, and f; measures i's
dislike of advantageous inequality. Their calibration of the model (together with their assumption that o; > ;) yields
four (o, 3;) types: 30% (0, 0)-types, 30% (0.5, 0.25)-types, 30% (1, 0.6)-types, and 10% (4, 0.6)-types (see Table III in Fehr
& Schmidt, 1999). Using the relative frequencies of the four types then allows to calculate the prediction of the relative
frequencies with which each contribution level will be played (taking into account the number of players and ). As an
example, for the 3-player setting with a mpcr of 4 = 0.5, the model has 94% of agents contributing nothing and 6%
contributing everything.

The general upshot is that the rene predicts positive contributions substantially more often than Fehr and
Schmidt (1999, for example, in 38% as opposed to 6% of the cases for the three-player setting). What we do not learn
from that paper is how either model performs in predicting actual behavior. Thus, while Wolff (2017) introduced the
concept, this paper contributes by examining whether, when, and why the renE predicts actual behavior.

Next to the model of Fehr and Schmidt (1999) and the “selfish Nash-prediction,” T am aware of two calibrated
models in the literature that would be applicable to one-shot public-good situations like the ones I study. In an early
social-preference model, Levine (1998) posits that others’ utility enters a players’ own utility function with a higher
weight, the more the player thinks that these others are of an altruistic type. Levine's basic assumption—that players
know only the distribution of types in the population—is likely to be much closer to the experimental conditions in
most of the data sets I study than the common-knowledge-of-preferences assumption in the other models. However, its
predictions coincide with the “selfish Nash-prediction” in all experiments I study (note that players cannot update their
beliefs about the opponents’ type in a simultaneous game, and the calibrated model is such that the population’s average
type is slightly spiteful). Given what we know from the literature, this prediction does not correspond well with actual
data.

In contrast to the “selfish Nash-equilibrium,” Fehr and Schmidt (1999), and Levine (1998), Arifovic and Led-
yard (2012) present a model that is tailored specifically to public-good situations. In essence, Arifovic and Ledyard
combine outcome-based social preferences with heterogeneous types with a kind of “reactive-learning” model (as
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opposed to strategic behavior). However, the learning part does not apply to one-shot settings, which is why I only
consider the social-preference part of their model that is meant to account for unexperienced play.
In their model, agents have a utility function

X X
ui(x) =X; + 51' . Zj};l J Y max{ Ej;ll ! —Xi70},

where x again is the vector of monetary payoffs, §; > 0 measures i's preference for efficiency, and y; > 0 measures i's
dislike of disadvantageous inequality with respect to the average payoff in the group. They then estimate the distri-
bution of (&;,y;) types to be 48% (0,0)-types, and the remaining population to follow a distribution
F(8i,7;) = U([0,2]) x U([0,8]). Most importantly, the model of Arifovic and Ledyard (2012) is able to account for
contributions that are neither 0 nor participants’ full endowment. As an example, for the 3-player setting with a mpcr of
u = 0.5, the model has 55% of agents contributing nothing, 32% contributing 20% of their endowment, and 13%
contributing everything.

Finally, research question RQ 2 parallels current discussions in the literature on indefinitely-repeated prisoners'-
dilemma experiments. In particular, Boczon et al. (2024) analyze (and document) in depth the role of strategic uncertainty,
while Kartal and Miiller (2021) focus on the importance of the incomplete information about the opponent's preferences.
The findings of the current paper nicely complement these findings by showing that both, strategic uncertainty and the
degree of knowledge of others' preferences play an important role also in one-shot public-good situations. Note that the
difference between a prisoners’ dilemma and a linear public good is non-trivial, as behavior in prisoners’ dilemmas by
construction cannot be as rich as that in public-good games. In particular, in a prisoners’ dilemma, there cannot be any
imperfect conditional cooperators or triangle contributors, two types that have been identified robustly in the public-good
literature—and one of which has been identified by Fischbacher and Géchter (2010) as an important ingredient of the
explanation of contribution decay in repeated public-good experiments.

5 | THE DATA

In this paper, I use the data from eight data sets. Six of the data sets are from earlier studies that contained one-shot
simultaneous linear public-good situations with two (Blanco et al., 2011; Guala et al., 2013; Kamei, 2016) or three
players (Cubitt et al., 2010; Drouvelis et al., 2015; Dufwenberg et al., 2011).” The three-player studies all used marginal
per capita returns of u = 0.5, while the two-player studies had different us (0.7,0.75, and 0.6, respectively). To these
data sets, I add two additional experiments that I call STaNDARD and PuBLIC PREFERENCES.

The Stanparp Experiment: The Stanparp Experiment is a standard one-shot simultaneous linear public-good
experiment, with a u = 2/3 and contribution levels of {0,3,6,...,15} “guilders” (2 “guilders” = 1 Euro). After
choosing their contribution to the public good, participants had to report their belief on what percentages of other
players had chosen each possible contribution level. Their payment would be 20 guilders in case the sum of percentage-
point deviations of their belief from the actual percentages would not be larger than five percentage points.'°

The PusLic-Prererences Experiment: The PusLic-Prererences Experiment is a more complicated experiment
consisting of seven parts, one of which is drawn randomly for payment. For none of the experimental parts do par-
ticipants get any direct feedback before the end of the session.

The focus of the PusLic-PrerereNCEs Experiment is on the predictability of contribution behavior in the “siMPG task”
and on how this predictability depends on the reNE pre-conditions detailed at the end of Section 2. The stiMPG task is a
standard two-player one-shot linear public-good experiment, except for the fact that participants see their interaction
partner’s responses from an earlier “prersl” part. The prersl part is a standard elicitation of conditional-contribution
preferences. I assess the individual-level predictability of participants’ contribution behavior in Section 6.2 by con-
trasting the stMmPG-part choices to the renE predictions that result from the prersl measurements.

As outlined at the end of Section 2, I study two pre-conditions for an rene: (i) that participants' elicited conditional-
contribution preferences are stable in the sense that they do not change every time I elicit them; and (ii) that the in-
duction of mutual knowledge of conditional-contribution preferences is successful. To assess pre-condition (i), I elicit
participants’ preferences for conditional cooperation three times within a session: twice at the beginning, and a third
time as the final part of the session (preFsl, PreFs2, and Prers3)."! And to assess pre-condition (ii), a “STABILITYBELIEFs



WoLEF Economic Inpuiry_ | s

task” elicits participants’ probabilistic beliefs about others' behavior in the prers2-part showing them these others'
behavior from the prersl-part.

In the following, I provide an overview of the seven parts of the experiment in their order of appearance in a session,
with a short description of each of them. I follow up with a more detailed description of the focal parts, referring the
interested reader to Appendix B in Supporting Information S1 for the exact details of the remaining parts.

svo. A social-value orientation task similar to the one presented in Murphy et al. (2011). Used to calculate
individual-level Fehr-Schmidt- and Arifovic-Ledyard-predictions in Section 6.2 (for each randomly-
formed pair of participants, one of the 13 dictator decisions as well as the role-assignment are
determined randomly at the end of the experiment).
prers1. A standard elicitation of conditional-contribution preferences (“prers task,” Fischbacher et al., 2001),
detailed in Section 5.1. My empirical measurement of the response functions r;(c_;).

PREFS2 + BELIEFS. Repetition of the prers task with a new opponent. Then, I elicited beliefs on the expected first-mover
contribution, to train participants in the elicitation method used in siMPGBELIEFs: probabilistic beliefs
elicited by a binarised scoring rule (McKelvey & Page, 1990; Hossain & Okui, 2013, probability of
receiving a prize of 2 Euros determined by a quadratic scoring rule; I do not analyze the beliefs from
this part).'?

siMPG. The focal simultaneous public-good interaction also detailed in Section 5.1. This is the action a; to be
predicted.
siMPGBeLIEFS. Elicitation of beliefs on the likelihood of the interaction partner choosing each possible action in the
siMPG part (binarised scoring rule with payoffs of 20 Euros if successful and 4 Euros if not successful).
Used only for explorative purposes to understand behavior better but not in any of the predictions.
Corresponds to the beliefs b; in Géchter et al.'s (2017) notation.

staBILITYBELIEFS. Elicitation of beliefs in others' elicited-preference stability, with respect to the siMPG-opponent and
three randomly-chosen others: Participants saw another participant's response vector from the prers1
part. Then, they had to state a probabilistic belief on the response-vector of the same other participant
from the prers2 part. To be exact, participants had to state for each possible first-mover contribution
how likely it was that the other person chose each of their possible contribution levels in prers2 (i.e.,
they had to specify 6 x 6 probabilities for each of the four others). For each of the four others whose
behavioral stability participants had to assess, one first-mover contribution was randomly drawn.
Participants were incentivized by a binarised scoring rule for their belief accuracy in the four
randomly-drawn cases, with a prize of 6 Euros per lottery.

prREFS3. Final repetition of the prers task with a new interaction partner.'?

Note on signaling incentives in the PusLic-PrerereNcEs Experiment: Note that if participants know that their
behavior in one task may be revealed to others in a later task, they may have potential signaling incentives in the first
task."* My experimental design addresses the signaling problem through a number of design choices (discussed in full
detail in Wolff, 2015, on a very similar earlier design; see also Brunner et al., 2021, for a similar approach). Most
importantly, participants make decisions in seven distinct experimental parts with new interaction partners in each of
them, being paid for only one randomly chosen experiment (which should make signaling prohibitively costly). They do
not get any information about others' behavior before the siMPG-experiment, and each experiment is explained only as
soon as it begins. While it is impossible-in-principle to show there have been no signaling attempts by participants, I
could not find any evidence of signaling in the data.

5.1 | Specifications of the siMPG- and the prers-tasks

The siMPG-task consists of a simultaneous two-player linear public-good situation with an mpcr of u = % and an
endowment of 15 Euros. Each player has to choose a contribution to the public good from the set {0,3,6,9,12,15}
Euros, which is multiplied by % and divided equally among the two players, regardless of each player's own contri-
bution. In addition, players see the elicited prers1-preferences of their opponent before making their choice.

In the preFs-task, participants face the same two-player linear public-good payoff structure with an mpcr of u = % and
an endowment of 15 Euros as in the siMPG-task. However, the prers-experiment differs from the stMPG in that there is

no information on the other player, and in that the prers-tasks are sequential games: one participant moves first and the
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other moves second, being informed of the first participant's choice. Participants have to decide in either role. First, they
specify their first-mover contribution to the public good that is implemented if they are not (randomly) chosen to be the
second-moving player. Then, I elicit their second-mover choices using the strategy method: they are presented with all
possible first-mover contributions and asked to specify their “conditional” contributions."”

To limit the scope for confusion as a major source of revealed-preference instability, I took three measures. First, I
restricted the simultaneous game to a two-player six-action game rather than the usual three- or four-player games with
11-21 actions. While the mpcr may look a little complicated, all game payoffs were integer amounts. Second, I always
displayed the full payoff matrix in the relevant parts. Moreover, I highlighted the relevant part of the matrix in the
preference-elicitation parts of the prers-experiments, so that participants would know exactly what payoff profile each of
their actions meant. As a third measure, I recruited experienced participants.'® Participants in the experiment had
participated in at least one public-good experiment and at least four additional other experiments, with no upper limits.

5.2 | Procedures

The Stanparp Experiment: The Stanparp Experiment was conducted in April 2021, and thus had to be conducted
online. Participants were invited to a virtual meeting room where they could not see each other or communicate with
other participants. There, we welcomed participants, checked their identities, and were available for questions via the
chat function throughout the experiment. Once we documented that all participants in the virtual room had registered
for the experimental session before, we sent out personalized links for the experiment. Participants would open the
links, consent to our laboratory rules, and read the experimental instructions. Once all participants had answered all
control questions correctly, the experiment would start. 72 participants from the LakeLab's participant pool of uni-
versity students took part in the experiment, earning about 13.80 Euros (USD 16.60) on average for about 1 hour
(including the unrelated second part mentioned in footnote 10). The earnings include a show-up fee of 5 Euros.

The PusLic-PrererencEs Experiment: On the day of the experiment, participants were welcomed and asked to
draw lots in order to assign them to a cubicle. There, they would find some explanation on the general structure of the
experiment and on the selection of the payoff-relevant experiment (and role, if applicable). The instructions for each
experiment were displayed directly on their screen during the corresponding part. The (translated) general and on-
screen instructions are gathered in Appendix B in Supporting Information S1.

Participants earned on average 19.33 Euros (USD 22) for about 90 min; this includes a 2-Euro flat payment for the
completion of a post-experimental questionnaire. Altogether, seven sessions with a total of 152 participants were
conducted at the LakeLab of the University of Konstanz. The prersl data of the first four of these seven sessions entered
the calculations in Wolff (2017). To have a clean separation, I use only the last three sessions (PUBLIC PREFERENCES-NEW,
N = 70) for assessing the out-of-sample predictions in Section 6.1. For the individual-level analyses in Section 6.2, I
then use the data from all seven sessions (PUBLIC PREFERENCES-ALL).

6 | RESULTS

I structure the results section into three parts. In Section 6.1, I focus on the out-of-sample predictions. This means
calculating population-level predictions for how many participants choose which contribution level, based on cali-
brations from earlier studies.'” This part is a test of the different models' external validity and penalizes the calibrated
models in case of over-fitting.

Section 6.2 examines the mechanism by looking at individual-level predictions. Here, I fit model parameters based
on the social-value-orientation task (for the Fehr-Schmidt and Arifovic-Ledyard models) or measure conditional-
contribution preferences (for the renE) to generate individual predictions for each participant for the one-shot simul-
taneous public-good situation. Specifically, for the individual-level reNE prediction for the PusLic-PrREFERENCES Experi-
ment, I determine who is playing whom in the siMPG part. Then, I calculate these participants’ rReNE sets using (only)
their choices from the prersl part and compare a participant's contribution from the Pareto-dominant renE to the
participant's ssMPG contribution. For the Fehr-Schmidt and Arifovic-Ledyard models, I proceed analogously, only that I
use a maximum-likelihood estimate of each participant's model parameters from the participant's choices in the svo
part.
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Finally, in Section 6.3, I study participants’ equilibrium selection in case of multiple equilibria. For this purpose, I
relax the assumption that participants always choose the Pareto-dominant equilibrium, and compare participants'
choices in the simultaneous public-good situation to individual reNE predictions that rely on different equilibrium-
selection criteria.

Note on player-type categories in PusLic PREFerRENCES: Relating to the reNE pre-conditions discussed at the end of
Section 2, I categorize participants into 2 x 2 categories. In the following paragraphs, I outline the categories and
specify the corresponding criteria. I categorize all participants as having “consolidated preferences” whose average
squared difference from the mean response to each first-mover contribution across prers1, PrREFs2, and PREFS3 is at most
2. This criterion would be fulfilled with equality if a participant replies to each first-mover contribution the same way
twice, deviating on the third occasion by one increment of 3 Euros in all contingencies.'® Participants who violate the
criterion are categorized as having “floating preferences.” I choose these labels to represent the (lack of) volatility in
responses without referring to any specific model.

In relation to pre-condition (ii), a participant is categorized as having incomplete information with respect to others’
preferences or conforming to mutual knowledge (of preferences) based on the participant's staBiLITYBELIEFS. In the
STABILITYBELIEFs part, each participant sees the choices of four other participants from the prers1 part and has to state a
probablistic belief about the four others’ choices in the prers2 part.

For the incomplete-information/mutual-knowledge categorization, I focus on the participant's beliefs about the three
players who were not the participant's ssMPG-opponent. I do so to show that the categories are characteristics of the
person rather than specific to the situation.'® I categorize a participant as a mutual-knowledge type if she places at least
80% probability on the three other players responding to all possible first-mover contributions the same way in the
prREFs1- and the prREFs2-experiments, and as an incomplete-information type, otherwise.?

The above typology partitions the population into four groups with the following relative frequencies: consolidated
preferences/mutual knowledge: 30%; floating preferences/mutual knowledge: 26%; consolidated preferences/incomplete
information: 13%; and floating preferences/incomplete information: 31%.

6.1 | Out-of-sample predictions

As a measure for the models’ predictive power, I use their mean squared prediction errors. To calculate them, I first take
the difference between the model's predicted percentage choosing each particular action with the percentage actually
observed for that action. The resulting six differences are taken to the power of two, and averaged across all actions.

Table 2 reports the mean squared prediction errors of the out-of-sample rpnE predictions for the eight data sets
(where the predictions come from Wolff, 2017).>" Note that Kamei (2016) and Blanco et al. (2011) use marginal per
capita returns (u = 0.6 and u = 0.7, respectively) for which I do not have an renE prediction. I use the predictions for
u = 2/3 for these two data sets, arguing that the us are sufficiently close to yield similar results.*?

As benchmarks, I also report the prediction errors for the standard Nash-equilibrium with selfish preferences; the
calibrated Fehr-Schmidt (1999) model; and the calibrated model by Arifovic and Ledyard (2012; both as calibrated by
the original authors). The prediction of the calibrated Levine (1998) model coincides with “selfish Nash.” For reasons of
comparability, I adopted the Pareto-dominance criterion from Fehr and Schmidt (1999) also for the renE prediction in
case of multiple equilibria.

The table provides two insights. First, the renE predicts the data from all of the 2-player data sets best and ties with
the calibrated model by Arifovic and Ledyard (2012) for the 3-player data sets (the reNE predicts one data set better and
has a slightly lower weighted mean squared prediction error: 0.0115 versus 0.0120).>* The renE's predictive success for
the games from the literature is remarkable because it happens despite of a number of slight differences in the setups.
First, the mpcrs of two studies are different (u = 0.7 for Blanco et al., 2011, ¢ = 0.6 for Kamei, 2016) from the data the
prediction was based on (u = 2/3). Second, I had to bin the data from the earlier studies into 6 contribution levels (in
the original data, participants could contribute any integer amount between 0 and 10 in Blanco et al. and Guala et al.,
and between 0 and 20 in the other studies).”* And third, most of the earlier studies had different treatments. In order
not to run the risk of cherry-picking the best-fitting treatments, I simply use the data of all treatments.

The second insight that Table 2 provides is that the predictive power is particularly strong where we would expect it
to be strong. First of all, the renE's predictive power is particularly strong for the PusLic PREFERENCES-NEW data, where
participants “know who they are playing against.”*”> Second, the rexE's predictive power is particularly strong for those
participants of the StanDARD treatment who report low strategic uncertainty. To measure subjective strategic (un-)
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TABLE 2 Mean squared prediction errors of the stated models for the different data sets (the prediction of Levine's (1998), coincides
with “selfish Nash”). Smallest mean squared prediction errors are marked in boldface.

Data “Selfish Nash” FS (1999) AL (2012) Wolff (2017) #
Kamei (2016; n = 2, = 0.6; N = 300) 0.0761 0.0484 0.0575 0.0080°
Blanco et al. (2011; n = 2,u = 0.7;N = 72) 0.1042 0.0653 0.0181 0.0104°
Guala et al. (2013; n = 2, = 0.75; N = 410) 0.1384 0.0615 0.0451 0.0360
Cubitt et al. (2010; n = 3,u = 0.5;N = 87) 0.0613 0.0374 0.0101 0.0145
Drouvelis et al. (2015; n = 3,u = 0.5;N = 150) 0.0736 0.0470 0.0190 0.0192
Dufwenberg et al. (2011; n = 3,u = 0.5;N = 303) 0.0454 0.0247 0.0090 0.0068
STANDARD (n = 2,4 = 2/3;N = 72) 0.1191 0.0757 0.0269 0.0111
High strategic uncertainty 0.1632 0.1100 0.0468 0.0255
Low strategic uncertainty 0.0824 0.0488 0.0144 0.0043
PuBLIC PREFERENCES-NEW (n = 2,4 = 2/3;N = 70) 0.0702 0.0384 0.0139 0.0020
Floating preferences, incomplete information 0.1136 0.0716 0.0207 0.0108
Consolidated preferences, incomplete information 0.0473 0.0313 0.0240 0.0132
Floating preferences, mutual knowledge 0.0567 0.0297 0.0168 0.0035
Consolidated preferences, mutual knowledge 0.0761 0.0376 0.0152 0.0022
Weighted mean squared prediction error over all 8 data sets 0.0893 0.0481 0.0317 0.0171
p-value, Wilcoxon signed-ranks test against Wolff (2017); N = 8 0.008 0.008 0.055 =

“In case of multiplicity, I adopt Fehr and Schmidt's (1999) Pareto-dominance criterion.
“Prediction for n = 2;u = 2/3.

certainty in the StanparDp treatment, I calculate the sum of squared deviations of the participants' action-beliefs from a
uniform distribution. The idea is that this measure is smallest when participants absolutely do not know what their
opponent will be doing, and largest when they feel they know it exactly. Then, I use a median split to divide the ob-
servations into a “high strategic uncertainty” and a “low strategic uncertainty” category.

As we can see from the eighth data row of Table 2, the predictive power is relatively low for those whose action-
belief is comparatively close to uniformity. In contrast, the predictive power approaches that for the PusLic
PREFERENCES-NEW treatment for those whose action-belief tends to be focused on a single action of their opponent, as
evidenced by the 9th data row of Table 2.%° The effect is even stronger if we restrict our attention to the quartile of the
StANDARD participants who report the least strategic uncertainty (mean squared prediction error: 0.0025). Finally, in the
PuBLiCc PREFERENCES-NEW treatment, the prediction error is smallest for those for whom the induction of mutual
knowledge of preferences seems to work. What is surprising is that the distinction between “consolidated” and
“floating” preferences does not seem to matter much for the renEe's predictive power. I will explore the role of the
“consolidation” of preferences further in the within-sample individual-level analysis below (and show that it never-
theless does matter in the expected direction).

Figure 2 shows a histogramme for the renE prediction and the data from the Stanparp and PuBLIC-PREFERENCES
experiments, to obtain an idea of where the predictions fail. Figure 2 suggests that in Stanparp—where people do
not know who they are playing—many who should be contributing nothing “overplay” by choosing low-to-medium
contributions (albeit no definite conclusions can be drawn because I still refer to aggregate-level data here).

This effect is strongly reduced in the PusLic PREFERENCEs-NEwW treatment. In this treatment, there seems to be a
(smaller) shift from full-contributions to medium contributions. This suggests that—in contrast to Fehr and
Schmidt's (1999) assumption which I also have been following—the relevant equilibrium-selection criterion may not be
Pareto-dominance for all of the participants.

So far, I have demonstrated the predictive power of the rRpNE concept for two-player public-good situations in out-of-
sample (and, mostly, out-of-participant-pool) predictions. I have shown that the concept predicts particularly well for
participants whose subjective strategic uncertainty is low, and for participants who generally find the induction of
mutual knowledge of preferences in PusLic Prererences-NEw credible. Out-of-sample predictions have the great



WoLEF Economic Inpuiry | =

p=J e
o —— RPNE (prediction) -
Standard Cumulative Density Functions
PublicPreferences-new
0
g
o S
[SEN [ -e—
< —
2 31 —
- -
©
£ 5 S
o o 7 P—
Z
5
o | S
o 7 b —
S
; -
N
S
S
0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
)
Contribution levels o 7

FIGURE 2 Histogramme (left) and cumulative densities (right) for the rene prediction from Wolff (2017) and the data from the
StanparD and the PuBLIC PREFERENCES-NEW experiments.

advantage of demonstrating external validity and penalizing over-fitting. On top, they can be tested even when the
assumptions of the model are violated as in the StanparD treatment (much like in the seminal market experiments of
Vernon Smith, where participants did not know anything about others’ valuations).

However, we need individual-level (within-sample) analyses to explore whether behavior reflects the modeled
mechanism at least to some degree, and at least when the pre-conditions are approximated. Even more importantly, I
need the individual-level analysis to enable me to answer research question RQ 3, how participants select their con-
tributions in case of multiple equilibria. This is what the next section explores. Both questions are meaningful only in a
PusLic-PrREFERENCES context, which is why I did not collect conditional-contribution schedules in STANDARD.>’

6.2 | Studying the mechanism: Individual-level predictions

To obtain more information on the mechanism, I conduct an individual-level analysis. In the analysis, I still focus on
predicting behavior in a simultaneous public-good task using elicited conditional-contribution preferences, this time for
individual reNE predictions. The individual-level analysis differs from the out-of-sample approach particularly in that, in
the individual-level analysis, there is a specific predicted contribution level for each participant.

Table 3 presents the hit rates for the different models. I switch to hit rates because mean squared prediction errors
do not allow to address the question for the relevant equilibrium-selection criterion below. If the Pareto-dominant
equilibrium prescribes a contribution of 12 and a participant chooses a contribution of 9, then Pareto-dominance
does not seem to be the relevant criterion, even if the deviation is only one increment.®

To calculate the hit rates in Table 3 for the models by Fehr and Schmidt (1999) and Arifovic and Ledyard (2012), I
first estimated participants’' individual model parameters from the various dictator games in the svo-part of the
experiment, using a maximume-likelihood algorithm. For the renE prediction, I used participants’ own prersl-choices
together with their actual opponent's prersl-choices. I again adopted Fehr and Schmidt's (1999) Pareto-dominance
criterion and ignored all cases in which the model is mute (because the rRenE set is empty).*

Table 3 shows a number of things. First, all of the models clearly are better than a uniform-randomization heuristic
in predicting choices in all the subsets. Having said that, neither the individual Fehr-Schmidt prediction nor the in-
dividual Arifovic-Ledyard prediction offer any improvement over the “selfish-Nash” prediction. Recall, however, that
both models were better at predicting the aggregate data on all eight data-sets in Table 2, with the Arifovic-Ledyard
prediction always being “ahead” of the Fehr-Schmidt prediction. This discrepancy between aggregate-level and
individual-level fit echoes the findings of Blanco et al. (2011) and shows that they also apply (and more forcefully so) to
the model of Arifovic and Ledyard (2012).

Finally, Table 3 shows that the reNE model does better in predicting individual behavior than the other models for all
subsets of the data. We further observe that also on the individual level, the renE predicts better the better its pre-
conditions seem to be fulfilled. For the subset of participants whose preferences seem to be “consolidated” and who
generally think that the prersl-responses reflect others’ preferences, the (Pareto-dominant) reNE exactly predicts about
two thirds of all choices.
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TABLE 3 Hit rates for individual-level predictions of the stated models for the PusLic PREFERENCEsS-ALL data (in %).

“Selfish Nash” FS (1999) AL (2012) RPNE®
PuBLIC PREFERENCES-ALL (N = 152) 41 41 29 51
Floating preferences, incomplete information 19 23 19 36
Consolidated preferences, incomplete information 40 40 40 45
Floating preferences, mutual knowledge 49 49 23 53
Consolidated preferences, mutual knowledge 57 54 41 65
p-value of regression coefficients, baseline: rReNE (N = 4) 0.071 0.085 0.002 -

“In case of multiplicity, I adopt Fehr and Schmidt's (1999) Pareto-dominance criterion. Cases in which the rexE set is empty are excluded. The (dummy-)
regression regresses the hit-rate percentages of the four types of participants on the model and the type.

Intriguingly, when looking at the subsets of participants, the important dimension again seems to be that of whether
participants believe they are in a “mutual-knowledge-of-preferences world.” As in the out-of-sample predictions we see
also in the individual-level predictions that the improvements in predictive power are always much larger going from an
“incomplete-information” category to the matched “mutual-knowledge” category than going from a “floating-“ to the
matched “consolidated-preferences” category.

Before we turn to an analysis of equilibrium selection, let me briefly look at the mechanism behind the findings. Is it
that different subsets of people believe in equilibrium to different degrees or do they respond to their own beliefs to
different degrees? The answer seems to be a combination of both.

In terms of the aggregate probabilities that participants put on the event that their opponent plays according to (one
of) the rpNE action(s), there is a difference in the averages. Participants with “incomplete information” place on average
34% probability on reNE play by their opponent if they have “floating preferences” and 53% if they have “consolidated
preferences.” For participants who act under “mutual knowledge,” the according figures are 50% for the “floating-
preference” type and 72% for those with “consolidated preferences.”°

The obvious next question would be to what degree participants act on the given beliefs. Unfortunately, a direct
analysis of best-response rates is unreliable because we do not know participants’ best-responses to non-degenerate
beliefs, and most beliefs are mixed. To obtain at least a somewhat robust rough measure, I consider an action to be
an “approximated best-response” if it is the prers1-response to any of: the belief mode, the average belief rounded to the
next-possible value or the average belief rounded down to the next-possible value (to allow for some pessimism).

Using this measure, contributions are “approximated best-responses” in 43% (floating preferences, incomplete in-
formation), 50% (consolidated preferences, incomplete information), 64% (floating preferences, mutual knowledge), and
78% (consolidated preferences, mutual knowledge) of the cases.*' Judging by this—admittedly crude—measurement,
the question of whether participants feel they are in a “mutual-knowledge”-approximating environment again seems to
be more important than whether participants have “consolidated preferences.”

6.3 | Equilibrium selection

RQ 3 poses the question of what equilibrium—if any—participants will select in case of multiple rReNE. About one third
of the PuBLIc-PREFERENCEs participants face an renE set that has at least two elements. For the predictions in the pre-
ceding Sections, I adopted Fehr and Schmidt's (1999) Pareto-criterion, selecting the renE that would yield the highest
payoff sum to the pair. But does this assumption correspond to what participants choose? Table 4 gives an answer.

As we can see from the first row of Table 4, the Pareto-criterion is clearly the modal criterion for choices that are
consistent with an renE prediction (on par with non-equilibrium actions only if I pool the latter). Still, they make up for
only about one third of all choices under multiplicity of equilibria. Another quarter of all choices under multiplicity of
equilibria is split among the most pessimistic minimum- and the average-contribution-sum equilibria, roughly in equal
parts (the “equal-parts” statement holds for all four categories of participants). Other criteria are hardly ever used, but
more than a third of all choices are non-equilibrium choices.

As a side note, the observations above indicate that introducing decision errors is unlikely to improve the predictive
power of the Pareto-dominant rpnE: there are substantial relative frequencies on the average-contribution-sum and the
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TABLE 4 Percentages of choices that correspond to the individual-level reNe-predictions selected by the criteria given in the column
titles, out of all choices under rpNE-sets with at least two elements (in %).

Pareto Minimum or average Other Non-equilibrium
PusLic PREFERENCES-ALL (cases with multiple rReNg, N = 50) 36 26 2 36
Both incomplete-information types (N = 18) 28 11 11 50
Floating preferences, mutual knowledge (N = 16) 38 31 0 31
Consolidated preferences, mutual knowledge (N = 16) 44 38 0 19

Note: For consolidated-preferences/incomplete-information, there were only 3 observations (1 “Pareto,” 2 non-equilibrium). I thus combine the
incomplete-information categories.

minimum-contribution-sum equilibria. Thus, deviations from the Pareto-dominant predictions are non-random, and
often go to contribution levels that are “far away” from the Pareto-dominant prediction.

Splitting the above figures up into the participant types I have been using throughout this Section, I obtain a similar
picture to what I observed for the predictions: half of the choices by participants who clearly violate the “mutual-
knowledge” assumption are non-equilibrium choices, which is true for only one fifth of the choices by participants for
whom both reNE pre-conditions seem to be fulfilled.** This suggests two things: first, that unsuccessful predictions are
due only partially to participants using a different equilibrium-selection criterion. Reversing the argument, it can be
argued that for the consolidated-preferences/mutual-knowledge type equilibrium miscoordination is to blame, which
suggests we cannot assume these participants are making errors, which makes a (pure) quantal-response approach
seem unpromising.

Second, we once more get the impression that the “mutual-knowledge” assumption is the more critical pre-con-
dition: the percentage of non-equilibrium choices increases from 19% for the consolidated-preferences/mutual-
knowledge category to 31% if I “take away” the “mutual-knowledge” assumption, but to (unreliable) 67% if I instead
“take away” the “consolidated-preferences” assumption. While this observation has to be taken with even more caution
than the similar observations above—in particular because I am dealing with different subpopulations here—it fits into
the broader picture. I will discuss this picture and suggest an explanation in the following concluding Section.

7 | SUMMARY AND CONCLUSION

In this paper, I study whether a Nash-equilibrium based on elicited conditional-contribution preferences (“revealed-
preference Nash-equilibrium,” or renE) is able to predict behavior in one-shot public-good experiments. Both prior
research (Brunner et al., 2021; Healy, 2011) and plausibility considerations (participants cannot know each others'
preferences in a one-shot environment) would have cast serious doubt on this endeavor a priori. Nonetheless, I show
that the renE predicts behavior from six data sets from the literature surprisingly well.

I next report on two additional experiments to test how the reNE's predictive power reacts to changes in strategic
uncertainty (in the StaNDARD experiment), and to changes in the degree to which two of its assumptions are given (in
the PusLIc-PREFERENCES experiment). The PusLic-PREFERENCEs experiment tests the following assumptions: (i) elicited
conditional-contribution preferences are reliable (measured in terms of their test-retest consistency), and (ii) prefer-
ences are “mutually known” after a display of the opponent's elicited conditional-contribution preferences. Accord-
ingly, I divide participants into participants with “consolidated” (i.e., test-retest-consistent) or “floating” (test-retest-
inconsistent) preferences, and into participants who are in a “mutual-knowledge” environment or an “incomplete-
information” environment with respect to others' preferences.

The tests yield the following results. First, the renE predicts behavior better the less strategic uncertainty participants
express in their elicited beliefs. Second, the reNE predicts best (in PusLic PrRerFERENCES) if both considered pre-conditions
are given: if participants show “consolidated preferences” and believe they are acting in a “mutual-knowledge” envi-
ronment. This suggests that the reNE predicts behavior for the right reasons. Third, the “mutual-knowledge” assumption
seems to be more critical in our data-set, prompting the conclusion that the elicited preferences may be more reliable
than what the test-retest stability suggests. Note that all of these conclusions are based on out-of-sample rRPNE pre-
dictions. This suggests that the findings are more robust, but also that they are less informative about the mechanism.
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To obtain more information on the mechanism, I conduct an individual-level analysis. The analysis still focuses on
predicting behavior in a simultaneous public-good task, but this time I use the participants’' own elicited conditional-
contribution preferences for individual reng predictions. The individual-level analysis differs from the out-of-sample
approach particularly in that the individual-level analysis predicts a specific contribution level for each participant.
Looking at individual-level predictions, the rpNE correctly predicts half of all choices exactly (chance would predict one
sixth). Focusing on those for whom the reNE pre-conditions are fulfilled most closely, this number increases to two
thirds. Again, the “mutual-knowledge” assumption seems to be more critical in our data set.

In addition to the above, the individual-level analysis allows to answer a third question: which criterion do par-
ticipants use for equilibrium selection in case of multiple rpnEs? In the predictions, I followed Fehr and Schmidt (1999)
in assuming participants would use a Pareto-dominance criterion to select the rpNE with the highest payoff sum.

But is Pareto-dominance the criterion participants would use as well? The answer is: partially. While the contri-
bution that corresponds to the Pareto-dominant renE is the modal choice, it makes up for only about one third of the
choices and 58% of the reNE-consistent choices. This aligns very well with the findings of the seminal paper by van
Huyck et al. (1990), who find that 31% of the first-round choices in their minimum-effort game are consistent with the
Pareto-dominant equilibrium.

Again, the number is somewhat higher for those participants for whom the pre-conditions are fulfilled: 44%, which
are 54% of the rene-consistent choices. Those who select other rene-consistent choices choose either the “most pessi-
mistic” or the “average contribution-sum” rpNE, in equal parts. In other words, equilibrium selection is an unsolved
problem for our participants. Looking at the broader perspective, it may be precisely this missing coordination that
sparkles the downward-dynamics we observe in the typical finitely-repeated public-good experiment. Conversely, many
public-good situations—in the lab as in real life—could be solved at least partially if players could coordinate on an
equilibrium-selection criterion beforehand.

Let me conclude with two remarks. The first remark refers to the question of whether there are different types of
participants who differ in their propensity to show equilibrium behavior, or whether there is a single type whose
propensity to show equilibrium behavior differs between situations. My understanding is that the heterogeneous-types
explanation is the most likely one.

This understanding is based on the fact that the categorization into “consolidated-“ or “floating-preference” types,
and into “mutual-knowledge” or “incomplete-information” types is based on measurements that are unrelated to the
predicted interaction. In particular, the classification is independent of the interaction partner's prReEFs1-responses (that
participants see when making their choice). On top, auxiliary regressions show that participants’ conditional-
contribution types generally are not predictive of their “staBiLiTYBELIEFS” (Which determine the “mutual-knowledge”/
“incomplete-information” classification).’® Thus, the renes faced by “equilibrium types” generally also do not differ
from those faced by other (more) “non-equilibrium types.” And hence, a person's propensity to show equilibrium
behavior does not seem to depend on the situation but rather on the person's own characteristics.

The second remark concerns why the “mutual-knowledge” assumption seems to be so important. My favored way to
understand the finding goes through best-response behavior. Four fifth of choices that are “approximated best-re-
sponses” turn out to be in line with the renE prediction for any of the four behavioral types (compared to about one sixth
for choices that are not “approximated best-responses”). Yet, “mutual-knowledge” types are far more likely than others
to play an “approximated best-response” to their reported beliefs. This finding may look surprising because standard
economic theory predicts that participants play a best-response to their beliefs irrespective of where the beliefs come
from.

I suggest that the psychology behind the findings is the following: “Nashy” participants believe they “understand”
the situation they are facing. Thus, they tend to believe that in such a situation, others’ behavior is stable and pre-
dictable. Thus, they trust their expectations about their opponent’s behavior and best-respond to these expectations.
Best-responses to beliefs that are related to others' revealed preferences are most likely equilibrium actions. For
“incomplete-information” types, this account breaks down right at the start: these people tend not to put faith into their
(reported) beliefs, and thus, more often do not best-respond. And hence, “mutual knowledge” predicts equilibrium play.

My account of the mechanism leads to an interesting further hypothesis. If there are two situations, A and B, and
most people expect situation A to induce more stable behavior than situation B, then the Nash-equilibrium will be more
predictive of behavior in situation A, irrespective of whether behavior actually is more stable in situation A or not.
However, testing this more general prediction is beyond the scope of the present study and left to future research.
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ENDNOTES

! The difference perhaps is seen most easily for highly inequality-averse agents a la Fehr and Schmidt (1999): for them, the typical public-
good experiment is a coordination game (with any vector of equal contributions being a pure-strategy equilibrium).

2 Note that my notation differs from the notation of Gichter et al. (2017) introduced earlier: their a; is closer to my r;, only that it takes a
belief as its argument, while r; takes a realized action profile as the argument.

3 Prior research supports this assumption (Fischbacher et al., 2012).

* Wolff (2017) categorized the equilibrium sets to be expected in a well-mixed population, contrasting the result to the prediction of the
calibrated model by Fehr and Schmidt (1999), with no reference to actual behavior.

3 Relatedly, Andreoni and Samuelson (2006) call for a focus on predictions pointing out that “[t]he difficulty in interpreting such models is
distinguishing when we have uncovered a robust feature of behavior and when we have fortuitously constructed preferences that happen
to match some experimental observations.”

¢ Arifovic and Ledyard (2012), Fehr and Schmidt (1999), and Levine (1998) are notable exceptions.

7 I will be explicit below about how I deal with the potential signaling incentives, at the same time avoiding “bad surprises” on the part of
the participants (that an action they thought would remain anonymous gets revealed to others); see the two paragraphs just before
Section 5.1. In essence, I use a similar approach as Brunner et al. (2021).

8 For an extensive description of how to arrive at the model's prediction, see Fehr and Schmidt (1999, p. 845); note that the procedure to
arrive at the rene is fully analogous.

° It was unexpectedly hard to find plain-vanilla two- or three-player simultaneous-public-good experiments that were played without
repetition and without any institutions (such as punishment, reward, pre-play communication, etc.) but with multiple contribution levels
(i.e., that would go beyond a prisoners'-dilemma setting). I first asked for pointers via the “ESA-discuss” e-mail list and got a substantial
number of replies; unfortunately, most of them turned out to be unsuited for the purposes of this paper. I then checked the Cooperation
Databank (Spadaro et al., 2022) and found a number of papers, out of which, however, some of the matches were unsuitable, too (e.g.,
because they examined sequential-play setups or non-student samples), or I simply was not able to obtain the data.

19 More precisely, the sessions would consist of two parts, one of which would be drawn randomly to be payoff-relevant. Part 1 was the
public-good situation, whereas Part 2 consisted of the belief-elicitation above plus a completely unrelated experimental task. Each task was
described to participants only after completing the preceding task.

' To make the repeated elicitation of preferences more natural, participants are always matched to a new other player after each part.

12 Note that by the transformation of payoffs into lottery tickets, the binarised scoring rule is proper under any expected-utility risk pref-
erences, and even for non-expected-utility agents whose preferences satisfy a mild monotonicity condition (cf., Hossain & Okui, 2013).
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13 In contrast to the first two preFs tasks, the first-mover in prers3 was shown the response-vector of the second-mover from the prers1 part
before deciding on her (unconditional) contribution. However, the situation of the second-mover was exactly the same as in the prers1 and
PREFS2 parts. For the purpose of this paper, I therefore regard the prers3 part simply as a second repeat-measurement of participants’
preferences. I did not analyze the prers3 first-mover behavior.

To avoid deceiving participants, the instructions included the sentence that “your behavior from one of the earlier parts will possibly be
displayed to other participants in a later part.”
1

w

The order of the combinations was randomized individually for each player. Responses were elicited one-by-one for two reasons: (i) to
make each decision as salient as possible, (ii) to elicit “smooth” response-patterns only in case preferences gave rise to them.
1

o

I nonetheless asked the usual comprehension questions; participants could only proceed to the experiment after answering all questions
correctly.
1

N

Note that I do not rely on having any training samples, as I explicitly focus on models that come with a calibration or models that do not
need any calibration.

18 Using this criterion, there are 66 approximately stable participants (out of 152). If we were to use a median split instead, the threshold

would almost double, to 11/3. Only 11 additional participants have an average squared difference from the mean response of less than 11/
3, so that the results would not differ very much.
1

©

The predictive power actually is slightly worse when categorizing participants by the siMPG-opponent's expected stability (with a category-
wise-weighted mean squared prediction error of 0.0087 instead of 0.0070). This is consistent with a person-specific characteristic that
predicts the expected stability of the stMPG-opponent as well as the participant's behavioral consistency with the rene. The additional noise
from relying on a single stability-belief measurement seems to be (slightly) larger than the decrease in noise associated with the actual-
interaction-specific measurement. Having said this, the interaction-specific characteristics will be important in the section on individual-
level predictions.

2

(=}

Changing the threshold to, for example, 70% does not change the results in any meaningful way.
2

=

Wolff (2017) computes the reNE predictions from conditional-contribution vectors elicited from a large number of participants.
2.

¥}

In fact, the comparative statics are exactly what we would expect given the mpcrs: average contributions in Kamei (2016; u = 0.6) are
lowest (30%), followed by the renE prediction (u = 2/3, average: 37%) and those in Blanco et al. (2011; u = 0.7, average: 48%).
2

w

Note that the reNE does not predict worse in the 3-player games compared to the 2-player games. It is the model by Arifovic and Led-
yard (2012) that predicts better in the 3-player as compared to the 2-player games (the same holds true for the other two models).

% Note also that I pooled all data from the first part of Kamei's study in which each participant simultaneously interacts in two public-good

situations with different opponents. Using only the “left” game or only the “right” game does not change the results in any meaning-
ful way.

%5 Not surprisingly, the results do not differ much if I instead predict the PusLic PRereRENCES-ALL data. Note also that, while the effect clearly is

there, the mean squared prediction error in the 10th data row of Table 2 slightly exaggerates its strength. As we can see from looking at the
mean squared prediction errors of the four subgroups in the last 4 lines of the Table, the small size of the prediction error stems in part
from deviations by the individual subgroups setting each other off. To address this issue, we need the individual-level analysis in the
following Section.

26 The contrast replicates, albeit not as pronouncedly, in treatment PuBLIc PREFERENCES-NEW, with mean squared prediction errors of 0.0197

versus 0.0092.

7 Note that the mechanism in STaNDARD needs to be different from the model mechanism because participants do not know at all whom they

are playing with. Thus, it does not make sense to study the mechanism in StanparD the same way as in the PuBLIC-PREFERENCES context.

28 The main qualitative results continue to hold when I use mean squared prediction errors instead.

2

°©

Counting these cases as “misses” would yield the following percentages: 48, 34, 45, 46, and 65, in the order given in Table 3. This is a lower
bound for the true hit rate because the model is incomplete: the model cannot be assumed to predict that participants do not make any
choice at all (which is the implicit assumption in what I referred to as lower-bound hit rates). Possible alternatives may be to prescribe
random or “selfish-Nash” behavior in case of an empty reNE set.

3

=}

Pair-wise Wilcoxon-Mann-Whitney tests all yield p < 0.04 except for the comparison between the “intermediate categories” (consoli-
dated-preferences/incomplete-information versus floating-preference/mutual-knowledge, p = 0.718).
3

=

Boschloo-tests yield p < 0.05 for the comparisons between both incomplete-information types and the consolidated-preferences/mutual-
knowledge type, as well as between the two floating-preferences types, and p > 0.173 for all other comparisons. Note that the finding is
only very partially a consequence of certain types having degenerate beliefs and others not: if we exclude the 21 people with degenerate
beliefs, the figures change to: 42%, 50%, 55%, and 74%.

3

8}

Boschloo-tests comparing the number of non-equilibrium choices between types yield p = 0.072 for the incomplete-information types
versus the consolidated-preferences/mutual-knowledge type, and p > 0.353 for the other two comparisons.

33 Unless a participant is “Unclassifiable”; see Appendix A in Supporting Information S1.
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