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Abstract
Artificial intelligence (AI) systems create value but can pose substantial risks, particularly due to their black-box nature and 
potential bias towards certain individuals. In response, recent legal initiatives require organizations to ensure their AI systems 
conform to overarching principles such as explainability and fairness. However, conducting such conformity assessments 
poses significant challenges for organizations, including a lack of skilled experts and ambiguous guidelines. In this paper, the 
authors help organizations by providing a design framework for assessing the conformity of AI systems. Specifically, building 
upon design science research, the authors conduct expert interviews, derive design requirements and principles, instantiate 
the framework in an illustrative software artifact, and evaluate it in five focus group sessions. The artifact is designed to 
both enable a fast, semi-automated assessment of principles such as fairness and explainability and facilitate communication 
between AI owners and third-party stakeholders (e.g., regulators). The authors provide researchers and practitioners with 
insights from interviews along with design knowledge for AI conformity assessments, which may prove particularly valuable 
in light of upcoming regulations such as the European Union AI Act.
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Introduction

Nowadays, organizations adopt artificial intelligence (AI) 
systems in various application domains, including hiring 
(Van den Broek et  al., 2021), healthcare (Topuz et  al., 
2018), and credit risk assessment (Moula et al., 2017). 
Contemporary AI systems can reach prediction performance 
that exceeds human capabilities by far. As a consequence, 
AI systems benefit society in various ways, e.g., by 
advancing environmental initiatives (von Zahn et  al., 
2024) or by guiding the development of new medications 
(Fleming, 2018).

Despite the benefits of AI, organizations must be aware 
of the potential harms associated with its adoption. These 
include security breaches and data leaks (Michael et al., 
2023), privacy-invasive practices (Mökander & Floridi, 
2022), declining system performance leading to poorer deci-
sion-making (dos Reis et al., 2016), biased outputs that dis-
advantage certain demographic groups (Barocas & Selbst, 
2016), and a lack of accountability for decisions made by 
the AI (Raji et al., 2020).

In recent years, researchers and journalists have 
particularly highlighted two major concerns with AI that can 
cause harm: bias and opacity (Angwin et al., 2016; Bauer 
et al., 2023; Bringas Colmenarejo et al., 2022; Brown et al., 
2021; Jobin et al., 2019). Bias in AI systems can manifest 
as algorithmic discrimination, as researchers and journalists 
have revealed in numerous cases where AI systems 
have yielded disparate outcomes based on individuals’ 
sociodemographic characteristics (see, e.g., Angwin et al., 
2016; Cho, 2021; Fu et al., 2021; Lambrecht & Tucker, 
2019). Women, for example, are often systematically 
put at a disadvantage against men when applying for a 
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bank loan (Fu et al., 2021) or receiving healthcare (Cho, 
2021). Biased AI systems may thus harm subgroups of the 
population, reinforce existing inequalities, and impose legal 
and reputational risks on organizations. The opacity of AI 
systems refers to the black-box character of most state-of-
the-art AI systems, such as deep neural networks (Kraus 
et al., 2020). Here, organizations typically face a trade-
off, as state-of-the-art AI systems offer high prediction 
performance but are incomprehensible to humans. The 
opacity of AI systems implies an inability of organizations 
to explain critical decisions to external stakeholders, such as 
regulators. For example, a bank may reject a loan application 
as a result of a credit default prediction made by a deep 
neural network. Humans (e.g., auditors of the banking 
supervision) cannot understand why this prediction has been 
made, which may cause the bank to face serious legal and 
reputational risks (Langenbucher, 2020). In summary, while 
this paper is broadly concerned with the potential harms of 
AI, we confine our focus to two specific issues: bias and 
opacity. These challenges are among the most discussed and 
complex in the field, making them particularly illustrative of 
the broader risks posed by AI systems.

In order to counteract the potential harms of AI systems, 
especially with regard to bias and opacity, organizations 
will increasingly be required to perform conformity assess-
ments (Mökander & Floridi, 2022; Thelisson & Verma, 
2024). Conformity assessments determine whether the AI 
system conforms to particular principles, such as cyber-
security (Junklewitz et al., 2023) and—the focus of this 
paper—fairness (as opposed to bias) and explainability (as 
opposed to opacity). In recent years, various regulators and 
practitioners have called for conformity assessments that 
encompass the principles of fairness and explainability, as 
is the case for the Algorithmic Accountability Act in the US 
(117th Congress, 2022), the National New Generation Arti-
ficial Intelligence Governance Expert Committee in China 
(Roberts et al., 2021), or the AI Act in the European Union 
(EU) (European Union, 2023). For example, the EU’s AI 
Act demands certain AI systems to undergo “conformity 
assessment procedures before those systems can be placed 
on the Union market” highlighting overarching ethical prin-
ciples such as “non-discrimination and fairness” (European 
Union, 2023). In the US, the Algorithmic Accountability Act 
demands organizations to assess whether and how they can 
improve their AI systems with regard to “fairness, includ-
ing bias and nondiscrimination” as well as “explainability” 
and other criteria (117th Congress, 2022). Similarly, the 
US Institute of Electrical and Electronics Engineers (IEEE) 
advocates assessing the “compliance in the development or 
use of artificial intelligence within organizations” (IEEE 
Standards Association, 2022). These examples illustrate 
the main reason for organizations to conduct AI conform-
ity assessments, namely, to comply with regulation and 

industry-wide standards. Another reason for organizations 
to conduct conformity assessments is to gain a competitive 
advantage. In this case, organizations may self-commit to 
conformity assessments and communicate the results to sup-
pliers, customers, and other stakeholders, thus signaling the 
use of conforming AI systems (Cihon et al., 2021; Roski 
et al., 2021).

While the necessity seems without question, organiza-
tions struggle with the implementation of AI conformity 
assessments. A major reason relates to the diverse range of 
definitions proposed by researchers regarding AI conform-
ity. While this holds true for many aspects of conformity 
(Mökander & Floridi, 2022), it especially applies to fairness 
and explainability. For example, definitions of AI fairness 
are numbering in the double digits (c.f. Barocas et al., 2019), 
and some definitions are mathematically impossible to fulfill 
at the same time (Kleinberg et al., 2017). Needless to say, the 
diverse range of definitions poses a pivotal yet challenging 
task to organizations in selecting an appropriate definition of 
fairness that suits the specific context (Dolata et al., 2022). 
This challenge becomes even more pronounced as the cho-
sen definition substantially influences both the impact of AI 
fairness on prediction performance (Corbett-Davies et al., 
2017) and the financial costs incurred by the organization 
(von Zahn et al., 2022). Similarly, the concept of explain-
ability in AI systems is far from straightforward, as it encom-
passes a diverse range of ideas and approaches (Dwivedi 
et al., 2023; Meske et al., 2022) and robust measures to 
objectively assess transparency still need to be developed 
(Fresz et al., 2024). The uncertainty surrounding defini-
tions of fairness and explainability is further compounded 
by broad and often generic regulations. It is mostly unclear 
how fairness and explainability as overarching principles 
translate to specific technical requirements within AI sys-
tems (Mökander & Floridi, 2022; Veale & Zuiderveen 
Borgesius, 2021). Adding to the difficulty, AI regulations 
are typically not static and may be updated periodically. For 
instance, as stated in Article 42, Sects. 5 and 6 of the AI Act, 
the European Commission can adapt the requirements for 
conformity assessments through delegated acts (European 
Union, 2023). Put differently, AI systems shall conform to 
overarching principles, but how exactly and to what extent 
needs still to be determined. Consequently, organizations 
may be aware of the need for AI conformity assessments to 
comply with regulations but still lack guidance on the neces-
sary steps to move forward.

Another reason why organizations struggle with con-
ducting AI conformity assessments is the lack of skilled 
experts (Avin et al., 2021; Benbya et al., 2020). Manually 
assessing the conformity of AI systems requires expertise in 
the domain in which the AI system is deployed, as well as 
knowledge of law, algorithms for artificial intelligence, and 
arguably even ethics. Considering the existing challenges 
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organizations face in finding experts for their AI systems 
(Chui et al., 2022), the distinct combination of skills and 
knowledge necessary for conducting AI conformity assess-
ments is expected to exacerbate the difficulty in securing 
qualified professionals.

In this paper, we aim to support organizations in over-
coming the aforementioned challenges by providing a design 
framework and illustrative prototype for conducting AI con-
formity assessments in a (semi-)automated manner. To the 
best of our knowledge, we are the first to develop a frame-
work that includes meta-requirements and design principles 
for systems that develop, share, and assess criteria for AI 
conformity, and subsequently implement this framework in 
an illustrative artifact that we test and refine through itera-
tive evaluation. The framework thus lays the foundation for 
developing, sharing, and assessing industry-wide standards 
for AI conformity assessments. For this, we follow design 
science research: we review the literature and legal docu-
ments, conduct seven expert interviews extracting concepts 
and themes, develop the design framework, instantiate our 
framework in an illustrative running software artifact, and 
evaluate the artifact in five focus group sessions. Given the 
high relevance of fairness and explainability in regulatory 
frameworks and broader discourse, as well as the particu-
lar challenges organizations face in conforming to these 
principles, our focus is centered on these two aspects of AI 
conformity.

Our work makes important contributions to both theory 
and practice. First, we propose a design framework that con-
tributes novel design theory on building systems for devel-
oping, sharing, and assessing AI conformity. Researchers 
and practitioners can leverage our framework as a founda-
tion for implementing conformity assessments, including 
those for self-auditing purposes. Second, our running soft-
ware artifact provides organizations and regulators with an 
illustrative practical implementation of our framework. In 
fact, organizations can directly apply our software artifact 
to their own datasets and models within the scope of its 
current implementation, providing an initial assessment that 
can serve as a foundation for further analysis and refinement. 
Third, we contribute to the timely topic of AI conformity by 
providing qualitative evidence on the necessity, challenges, 
and promises of AI conformity assessments for practitioners 
building and leveraging AI systems. This qualitative evi-
dence can support practitioners in persuading management 
of the importance of addressing AI conformity, while also 
providing a structured overview of anticipated challenges 
and enabling proactive measures to mitigate them effec-
tively. Last but not least, our design framework represents an 
initial step toward the collaborative development of industry-
wide standards for systematic AI system evaluations, con-
tributing to the literature on (collaborative) governance of AI 
systems (Birkstedt et al., 2023) and on the standardization 

of information and communication technology (Hanseth & 
Bygstad, 2015).

The remainder of this work is structured as follows. Sec-
tion 2 provides background information, and Sect. 3 presents 
our design science methodology. Following that, Sect. 4 
describes the design framework and our artifact in detail, 
including the development and results of the evaluation. 
Section 5 proceeds by discussing our findings and Sect. 6 
concludes.

Background

AI conformity assessments

The concept of AI conformity assessments1 forms a key part 
of many regulatory frameworks. For example, the European 
Commission’s AI Act proposal defines conformity assess-
ments as “the process of verifying whether the require-
ments […] of this Regulation relating to an AI system have 
been fulfilled” (European Union, 2023). Put differently, a 
conformity assessment presents the process of technically 
determining to which extent an AI system achieves different 
criteria. These assessment criteria can be of broad variety, 
including cybersecurity, technical robustness, environmental 
sustainability, human oversight and agency, explainability, 
and fairness (c.f. Thelisson & Verma, 2024).

AI conformity assessments are multifaceted processes 
that are non-trivial for organizations to implement. As out-
lined by prior research (Brown et al., 2021; Mökander & 
Floridi, 2022; Thelisson & Verma, 2024), organizations 
aiming to conduct AI conformity assessments must first 
clarify both the purpose and the context of it. The purpose 
may vary, including regulatory authorities ensuring legal 
compliance, vendors of AI systems detecting malfunctions 
and reputational risks, and stakeholders assessing the AI 
conformity of organizations before engaging with them. 
The context is crucial, as organizations must grasp the 
sociotechnical system in which the AI system operates, 
including intended users and the organizational setting. 
The AI Act recognizes the importance of context, where 
conformity assessments’ necessity and rigor are deter-
mined by the risk the AI system poses to human users 

1  The term “conformity assessment” is closely related to the con-
cept of algorithmic auditing (Brown et  al., 2021). For example, the 
IEEE defines algorithmic audits as “an independent evaluation of 
conformance of software products and processes to applicable regu-
lations, standards, guidelines, plans, specifications, and procedures” 
(IEEE, 2008), a definition synonymous with the concept of con-
formity assessments. In this paper, we adopt the term “conformity 
assessment” as a broader concept that includes, among other terms, 
“algorithmic auditing” (Brown et al., 2021) and “impact assessments” 
(117h Congress, 2022).
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(European Union, 2023). Moreover, although organiza-
tions may primarily conduct conformity assessments for 
external stakeholders, there is growing support among 
practitioners and researchers for the implementation of 
internal AI assessment frameworks during the develop-
ment stage (Raji et  al., 2020). This would ensure that 
model developers prioritize not only predictive perfor-
mance but also a broader range of criteria and ethical 
principles. However, this approach requires clarifying 
context-related dependencies earlier in the process, mak-
ing implementation even more challenging.

Beyond the challenges of context and purpose, the oper-
ationalization of assessment criteria presents another dif-
ficulty. Prior research highlights that the practical imple-
mentation of assessment criteria remains largely unclear 
(Mökander & Floridi, 2022; Thelisson & Verma, 2024). 
For instance, while there is consensus on the importance 
of fairness as a key requirement for AI systems, there is lit-
tle agreement on how to operationalize fairness in practice 
(Feuerriegel et al., 2020). These disagreements, along with 
a lack of coordination, have hindered the development of 
standardized methods for conformity assessments and left 
organizations without the means to assess the conformity of 
their AI systems.

To the best of our knowledge, we are among the first to 
provide qualitative evidence on the need for and potential 
of standardized, context-dependent conformity assessments 
from a practitioner’s viewpoint and to develop a design 
framework for such assessments. We thus lay the foundation 
for more accessible and effective AI conformity assessments 
and thereby help organizations communicate the compliance 
of their AI systems to stakeholders. Given the wide range of 
contexts and criteria for AI systems, our methodology neces-
sitates a focus on specific cases that reflect current practical 
challenges. In this paper, we focus on the financial context 
of fraud detection, a domain where AI has direct implica-
tions for human lives, such as the risk of unjustly flagging 
individuals as fraudulent, and may thus qualify as a “high-
risk” application in regulations such as the EU’s AI Act. We 
further focus on two central and highly relevant assessment 
criteria beyond predictive performance: fairness and explain-
ability (Bauer et al., 2023; Bringas Colmenarejo et al., 2022; 
Brown et al., 2021; Jobin et al., 2019). We focus on these 
two criteria because they exemplify the broader challenges 
in defining and operationalizing assessment criteria for AI 
conformity. Both fairness and explainability are broad con-
cepts with competing—and sometimes conflicting—defini-
tions and methods of operationalization (Bauer et al., 2023; 
Feuerriegel et al., 2020). Despite these complexities, they 
are considered essential by policymakers (see, e.g., Thelis-
son & Verma, 2024) and have sparked extensive academic 
discussions, leading to the establishment of dedicated con-
ferences such as the Conference on Fairness, Accountability, 

and Transparency (FAccT). The following two subsections 
will detail the criteria in focus.

Fairness in AI systems

The first assessment criterion we focus on is fairness, as 
researchers have increasingly emphasized the need for it 
in light of growing evidence of AI systems exhibiting bias 
against certain individuals. For example, prior research has 
shown that AI systems in finance may put women at a dis-
advantage by granting them disproportionately less credit 
(Fu et al., 2021) and showing them fewer advertisements for 
high-paying jobs (Lambrecht & Tucker, 2019). Similarly, 
journalists and researchers have demonstrated how AI in the 
criminal justice system has falsely classified black defend-
ants as “at risk” more frequently than non-black defendants 
(Angwin et al., 2016). Such bias can perpetuate existing 
inequalities, hinder social progress, and expose organiza-
tions to legal risks.

As a remedy to bias, researchers have proposed methods 
to measure and promote fairness in AI systems (see Barocas 
et al., 2019, for an overview). Over recent years, various 
definitions of fairness in AI systems emerged and are typi-
cally described either at the level of individuals or the level 
of groups (Dolata et al., 2022; Feuerriegel et al., 2020). The 
former, individual fairness, relies on a concept of similarity: 
individuals with similar properties should receive similar 
outcomes (Dwork et al., 2012). However, in practice, defin-
ing a suitable measure of similarity can be challenging. The 
latter, group-level fairness, stipulates that outcomes associ-
ated with the AI system should be equally distributed inside 
and outside of a group (Dwork et al., 2012; Hardt et al., 
2016). Groups are typically identified by an attribute deemed 
sensitive, such as race, age, or gender (Barocas & Selbst, 
2016; Barocas et al., 2019).

Group-level fairness is of particular relevance both in aca-
demia (see, e.g., Feuerriegel et al., 2020) and in regulation 
(see, e.g., Barocas & Selbst, 2016). However, even within 
group-level fairness exists a broad variety of definitions to 
choose from (c.f. Barocas et al., 2019). The most prominent 
examples are statistical parity (Dwork et al., 2012), which 
represents independence between sensitive attributes and 
the distribution of predictions, and equalized odds (Hardt 
et al., 2016), which represents independence between sensi-
tive attributes and the distribution of prediction errors. Cru-
cially, some definitions of group-level fairness are compet-
ing and even mathematically impossible to fulfill at the same 
time (Kleinberg et al., 2017). Moreover, a variety of options 
arises when considering the sensitive attribute that defines 
the groups influencing group-level fairness. Here too exists 
a large variety of different sensitive attributes that depend 
on the (regulatory) context. For example, under the Equal 
Credit Opportunity Act in the US, nine different attributes 
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are deemed sensitive (Smith, 1977). Overall, group-level 
fairness presents a multifaceted concept with high regula-
tory relevance that requires careful consideration.

Explainability in AI systems

When adopting AI systems, organizations may nowadays 
encounter a trade-off between high prediction performance 
and model interpretability (Meske et al., 2022). State-of-
the-art models, such as artificial neural networks, often 
exhibit the highest accuracy in complex prediction tasks 
which makes them particularly attractive for organizations 
(Kraus et al., 2020). However, these models are typically 
opaque, that is, they are of “black-box” character impeding 
the ability of human users to understand their outcomes 
(Meske et al., 2022). The opacity of AI systems can have 
considerable downsides, such as impaired user trust and 
restricted contestability (c.f. Rosenfeld & Richardson, 2019).

Researchers have developed methods for explainability 
as a remedy to opacity in AI systems (Meske et al., 2022). 
Typically, researchers consider feature-based explanations as 
state-of-the-art (Bauer et al., 2023; Hsieh et al., 2020), such 
as SHAP values (Lundberg & Lee, 2017). SHAP is a model-
agnostic method that uses additive feature attributions to pro-
vide interpretable explanations for black-box model predic-
tions, offering contrastive explanations on an individual level. 
As a consequence, human users are able to better interpret the 
outcome of AI predictions (Bauer et al., 2023).

The explainability of AI outcomes promises various societal 
and business-related benefits (Coussement & Benoit, 2021), 
such as increased user trust towards AI systems (Rosenfeld & 
Richardson, 2019) and the ability to communicate the rationale 
behind AI outcomes to stakeholders (Wang et al., 2022). As 
a consequence, recent legal initiatives demand organizations 
to make their data-driven decisions explainable (see, e.g., the 
proposed Algorithmic Accountability Act in the US, 117th 
Congress, 2022).

Related tools and frameworks

To the best of our knowledge, there are no well-established 
AI conformity assessment tools addressing practitioners’ 
needs and promoting industry-wide standardization. 
However, there are early works on governance frameworks 
and open-source toolkits aimed at a general assessment of AI 
systems using questionnaires or common metrics to assess 
prediction performance, fairness, and other aspects. In the 
following, we provide an overview of these early works.

CapAI, introduced by Floridi et al. (2022), is a procedure 
developed to align AI systems with the conformity criteria of 
the EU’s AI Act. It provides organizations with a structured 
approach to evaluating the ethical, legal, and technical 
robustness of AI systems in the form of a step-by-step 

assessment guide. Users can work through the provided 
checklist, answer key questions, perform the necessary 
analyses manually, and submit their results to regulatory 
authorities using information templates. However, to the best 
of our knowledge, the approach is developed solely from a 
regulatory perspective, lacks a user-centric design, and is not 
implemented as a software.

Another related tool is FairX (Sikder et al., 2024). FairX 
is an open-source benchmarking tool designed to evaluate AI 
models in terms of fairness, performance, and explainability. 
The user begins by loading either tabular, image, or custom 
datasets into the tool. The tool automatically preprocesses 
the data, trains a model based on the uploaded dataset, and 
computes different evaluation metrics. Notably, the tool 
also involves bias mitigation techniques, such as adversarial 
de-biasing, to counteract fairness problems. Furthermore, 
there are several other assessment tools that are similar to 
FairX (see, e.g., AI Fairness 360 by Bellamy et al. (2019), 
or Fairlearn by Bird et al. (2020)). The focus of these tools, 
however, lies primarily in implementing existing metrics 
and methods from the literature, without the aim of guiding 
organizations in deeply exploring specific aspects, creating and 
sharing use cases, or documenting the evolution of AI systems 
over time.

Our framework and software artifact for conformity assess-
ments differs from existing approaches in several ways. Our 
design framework is based on the academic literature, legal 
documents, and expert interviews, thus addressing AI con-
formity assessments more comprehensively. The framework 
places a strong emphasis on (the development of) industry-
wide standards with the ultimate goal of not just implementing 
metrics and methods but guiding organizations in applying 
them. For example, we add functionalities that promote the 
establishment and utilization of standards and best practices for 
the technical implementation of conformity assessments in dif-
ferent use cases. Moreover, as opposed to related approaches, 
our framework builds upon distinct user roles throughout the 
assessment process, allowing different stakeholders, such as 
AI owners and auditors, to perform specific tasks suited to 
their expertise. Additionally, the software instantiation of our 
framework includes a graphical user interface, making the 
assessment accessible to a broader range of users. The inter-
face presents the results in a clear and interpretable manner 
so that not only technical experts but also management and 
regulators can assess the level of AI conformity.

Research methodology

Overall research design

We develop the framework for AI conformity assessments 
following design science research, which “creates and 
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evaluates artifacts intended to solve identified organizational 
problems” (Hevner et al., 2004). In our case, we create a 
design framework for organizations to conduct AI conform-
ity assessments and, thereby, signal AI conformity to the 
market and adhere to upcoming regulations. We further 
instantiate this framework into a running software artifact 
and evaluate the artifact in focus group sessions.

We adopt the design research cycle proposed by Kuechler 
and Vaishnavi (2008) as our methodological foundation, thus 
following an iterative process for continuous evaluation and 
adaptation of the artifact. The design cycle consists of five 
phases: problem awareness, suggestion, development, evalu-
ation, and conclusion. In the problem awareness phase, the 
researchers identify and define the problem by reviewing 
literature and interviewing experts. In the suggestion phase, 
they derive meta-requirements and formulate design prin-
ciples grounded in scientific theories and expertise. The 
development phase involves instantiating the design frame-
work, in the form of a software artifact, methods, models, 
or constructs (March & Smith, 1995). The artifact is then 
evaluated using focus group sessions with experts (Meth 
et al., 2015), laboratory experiments (Gnewuch et al., 2017), 
or other established evaluation methods. Finally, the project 
concludes, and evaluation results inform subsequent itera-
tions if needed.

Design science research is particularly well-suited to 
address the challenge of how a software tool can support 
AI conformity assessments, as this challenge is inherently 
socio-technical in nature. Its unique ability to bridge techno-
logical and organizational perspectives enables it to tackle 
such challenges, with leading scholars even describing 
design science research as “essential” for addressing socio-
technical questions (Abbasi et al., 2024). Furthermore, by 
integrating theory with practical considerations within its 
design cycle, design science research enables the develop-
ment of artifacts that not only advance academic knowl-
edge but also provide actionable solutions for practitioners. 
This dual focus is particularly valuable in the context of 

AI conformity assessments, where regulatory, ethical, and 
operational considerations must be balanced within organi-
zational environments.

Design cycle implementation

In the following, we detail the application of the general 
design cycle to our specific use case. In Fig. 1, we show the 
five phases of the general design cycle (left) along with our 
specific implementation (right).

Problem awareness

In the problem awareness stage, we conduct semi-structured 
interviews with seven experts in the field of AI conformity 
(see Table 1). We carefully select experts who employ an 
organizational, practice-oriented perspective on AI systems. 
Accordingly, we choose seven experts based in Germany 
and Switzerland who either consult companies on aspects of 
AI (Experts 1, 3, 4, 5, 6) or review companies’ AI systems 
from funding (Expert 2) or regulatory perspectives (Expert 
7). Importantly, all experts, with the exception of Expert 7, 
work internationally, engaging with AI systems at least at 
the European level. We conduct all interviews online and 
follow a semi-structured protocol. We initially explore the 
relevance of AI conformity through open-ended questions, 
avoiding any priming. Subsequently, we delve into hypo-
thetical scenarios to gauge expert insights on AI assessment 
criteria. Finally, we introduce and search for feedback on the 
concept of an early-version AI conformity assessment tool, 
ensuring it does not influence earlier responses. We pro-
vide the detailed protocol in Appendix A. For the qualitative 
analysis of the interview responses, we create recordings and 
transcripts. We subsequently investigate codes and general 
themes of the interview via conventional content analysis. 
Notably, conventional content analysis is particularly suited 
to study the meaning of text data when existing theory and 
research are limited (Hsieh & Shannon, 2005). Specifically, 

Fig. 1   Our research method-
ology (based on Kuechler & 
Vaishnavi, 2008)
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we follow Gioia et al. (2013) to capture first-order concepts 
and construct second-order as well as aggregate themes by 
clustering and interpretation. To do so, three researchers 
engage in coding transcripts and subsequently interpreting 
codes to higher-order concepts. They follow an iterative con-
sensual process, i.e., two researchers conduct the coding and 
interpretation independently, after which they discuss their 
results under the guidance of a third, independent researcher 
to reach a consensus.

Our coding procedure can be illustrated by two related 
yet disparate quotations. The first quotation says that “most 
companies, especially small and medium-sized, simply do 
not deal with [developing conforming AI] at all because they 
don’t have the capacity for it.” The second quotation refers 
to AI auditing, specifically, a “bottleneck, for example, in 
the medical devices sector, where inspectors are struggling 
to get the job done at all, especially in the context of the 
shortage of skilled workers.” One coder assigned both quo-
tations to one holistic first-order concept referring to the 
general need for highly-skilled personnel in the context of 
AI conformity. By contrast, another coder assigned them to 
two disparate yet related first-order concepts: “Complexity 
and multitude of conformity aspects that require specialized 
experts (from, e.g., computer science and law),” which refers 
to the need for a variety of experts to successfully develop 
conforming AI, and “Highly specialized (internal and exter-
nal) AI auditors are currently lacking”, which refers to the 
scarcity of experts for conducting conformity assessments. 
After discussing the conflict within the research team, we 
agreed on these two more specific first-order concepts.

The researchers repeat the process until there is a satis-
factory convergence in the interpretations of higher-level 
codes, as determined by the independent researcher. This 
approach allows us to systematically derive insights from the 
interviews to later form the basis for our design framework.

Suggestion

In the suggestion stage, we derive the meta-requirements and 
design principles of our framework based on our findings 

of the problem awareness. Design science research litera-
ture proposes expert interviews combined with insights 
from existing literature as an important source for design 
knowledge (Miah & Genemo, 2016) and, more specifically, 
the formulation of meta-requirements (Heinz et al., 2024). 
Thus, we translate each previously identified problem into 
one meta-requirement according to our understanding which 
high-level needs a software artifact should fulfill to address 
these problems. Next, we derive design principles for each 
meta-requirement, based on our perspective of what specific 
design components are needed to fulfill all meta-require-
ments. For the formulation of the design principles, we draw 
on the framework of action and materiality-oriented design 
principles according to Chandra et al. (2015).

Development

In the development stage, we instantiate the previously 
derived meta-requirements and design principles into a 
running software artifact, acting as a prototype for conduct-
ing conformity assessments. We implement the artifact as a 
web-based application based on Python for computing the 
metrics, Flask 2.3—a lightweight Python framework—for 
the web server, MySQL as a database management system, 
and default Bootstrap themes for the frontend design. This 
configuration allowed us to add and alter functionalities eas-
ily. Designing the artifact as a web application allows easy 
software sharing with external experts, for instance, during 
later focus group sessions. The artifact is publicly available 
and can be accessed at https://​github.​com/​mlowin/​confo​
rmity_​asses​sment. Of course, it is also possible to run the 
web server in a private network without access to the Inter-
net. This is especially valuable for companies and use cases 
involving confidential data.

Evaluation

In the evaluation stage, we aim to assess our design frame-
work and software artifact on AI conformity assessments 
using focus groups in line with prior work in design science 

Table 1   Overview of 
interviewed experts

Expert Title Organization Years of 
relevant expe-
rience

1 Managing Director AI testing center 6
2 Division Manager Technology research fund 5
3 Head of AI Technical inspection association 2
4 AI solution architect Technical inspection association 7
5 Manager Technical consultancy 9
6 Manager Technical consultancy 12
7 Senior Risk Manager National banking supervision 17

https://github.com/mlowin/conformity_assessment
https://github.com/mlowin/conformity_assessment
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research (e.g., Hirt et al., 2019; Meth et al., 2015; Zacharias 
et al., 2022). We follow Venable et al. (2012) to conduct 
a formative evaluation, that is, we aim to derive potential 
improvements of our artifact and, thereby, of our design 
framework (Hevner et al., 2004). With regard to the para-
digm of our evaluation, we build upon an artificial setting, 
that is, we conduct both remote and on-site focus group 
sessions in which we evaluate our artifact in a hypothetical 
scenario. The main reason is that the artificial setting allows 
us to limit the interference of confounding variables and 
resource constraints. We conduct five separate focus group 
sessions, each corresponding to a different industry partner, 
yielding a total of 21 experienced practitioners as partici-
pants evaluating our artifact. Table 2 provides an overview 
and key descriptives of our conducted focus group sessions.

In the focus group sessions, participants evaluate the 
proposed software artifact by assessing the conformity of 
an AI system, that is, a machine learning classifier that we 
implemented using real-world data from fraud detection. 
The classifier employs gradient boosting (Chen & Guestrin, 
2016) and follows standard practices for train-test splitting 
and hyperparameter tuning (Hastie et al., 2017). The ses-
sions last between 45 and 90 min and consist of three parts:

Part 1. We introduce the hypothetical scenario in 
which participants need to assess the conformity of 
an AI system for fraud detection. For this, we briefly 
recap the problem of bias and opacity in AI as well as 
upcoming AI regulations to make participants cognizant 
of the problem. We then present the AI system to be 
assessed, including the development process, details 
on the underlying machine learning model and data, 
and the context of the application in fraud detection. 
Subsequently, we ask the participants to assess the 
conformity of the AI system.
Part 2. To introduce our software artifact, we demonstrate 
all functionalities of the software to the participants on 
our own screen. Following that, we share the software 
URL and let each participant conduct the conformity 
assessment separately on her own laptop. The participant 
uploads the prediction model and data, answers the set 
of questions, and ultimately explores the outcome of the 

assessment on the interactive dashboard. During the con-
formity assessment, the participant shares her thoughts 
with us following a think-aloud protocol (Van Someren 
et al., 1994).
Part 3. We commence the group discussion once all 
participants are finished with exploring our software. 
Following the recommendation of Hevner et al. (2010) 
and Abdel-Karim et  al. (2023) to use open-ended 
questions in focus group sessions, we open the discussion 
by asking participants open-ended questions on how 
they experienced the use of our artifact. We jointly 
discuss the upsides and downsides of our artifact as 
well as future opportunities and risks. We then conclude 
the focus group session. In sessions D and E, we send 
a post-event survey to gather structured feedback on 
our meta-requirements, design principles, and their 
implementation within the software.

Conclusion

Finally, in the conclusion stage, we consolidate the find-
ings from the evaluation and refine our artifact based on 
the newly derived design principles, thus starting the sec-
ond design cycle. We discuss the strengths of our approach 
and limitations identified during the focus group sessions. 
Thereby, we position our work as a foundation for future 
research and practical application in the development of sys-
tematic AI conformity assessment frameworks.

Designing AI conformity assessments

Awareness of the problem

In this phase, we build upon expert interviews 
complemented by insights from legal documents and the 
scientific literature to identify both factors that motivate 
the introduction of conformity assessments in practice 
and problems that complicate the implementation of 
such assessments. Figure  2 presents the results of the 
conventional content analysis. We further provide our 

Table 2   Overview of focus 
group sessions. Note that all 
participants held positions 
within the respective 
organizations that were relevant 
to the development or utilization 
of AI systems

Focus group Nmbr. partici-
pants

Industry Organization size Location of session

A 3 FinTech 10–49 employees  On-site
B 2 Financial consultancy > 250 employees Remote
C 4 Bank  > 250 employees Remote
D 5 Banking IT-Service  > 250 employees Remote
E 7 Provider

Manufacturer
 > 250 employees Remote
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interview protocol in Appendix A and illustrative quotations 
to each first-order concept in Appendix B. In the following, 
we detail the results of the phase.

All interviewed experts agree that conformity assessments 
are necessary for many domains, but name varying 
motivations for them, with regulation and self-commitment 
as the prevailing ones (see Fig. 2, upper panel).

Regulation

The most common motivation refers to AI regulation, 
with most experts stating the EU AI Act as a main driver 
for conformity assessments (Experts 1, 2, 3, 4, 5, 7). 
Additionally, other authorities and federal agencies are 
mentioned as important drivers as well, as Expert 3 puts 
it: “I also wanted to add that self-declaration also plays a 
role in other approaches, including the American NIST 
(National Institute of Standards and Technology), which 
has also published a risk guide in which the declaration of 
conformity or self-declaration will also play a major role.” 
Some experts also stress specific regulatory reasons for the 
need for conformity assessments, such as domain-specific 
regulation (e.g., in healthcare, Expert 2) and precedents of 
fines under the EU’s General Data Protection Regulation 
(Expert 3). The stated reasons coincide both with the original 
content from relevant proposals for and final versions of AI 

regulation (117th Congress, 2022; European Union, 2023) 
and with the reasons brought forth by researchers studying 
AI regulation (e.g., Jobin et al., 2019; Roberts et al., 2021). 
The European Parliament, for example, approved the AI Act 
in early 2024, effectively making conformity assessments a 
“legal obligation” (Thelisson & Verma, 2024).

Self‑commitment

In contrast to these reasons, some experts name 
motivations falling under voluntary self-commitment. 
Specifically, organizations may voluntarily engage in AI 
conformity assessments to reap benefits such as yielding 
deeper insights into the functioning of the scrutinized 
AI system, potentially informing future development 
(Expert 3). Furthermore, self-committed conformity 
assessment reports, effectively communicated to customers 
and stakeholders, may act as a quality signal to gain 
a competitive advantage (Experts 1, 3). In this context, 
Expert 3 explains: “And there could be a competitive 
advantage. And that would be if there were somehow a 
kind of seal label where you could say: Okay, this is a 
safe application. We’ll buy it.” Notably, previous research 
largely supports these assertions and consistently highlights 
the business opportunities in signaling AI conformity to 
the market (Cihon et al., 2021; Roski et al., 2021).

Fig. 2   Data structure of the concepts and themes of the expert interviews (following Gioia et al., 2013)
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Overall, the necessity of AI conformity assessments 
seems undisputed among the interviewed experts.2 Given 
this consensus, the interviewed experts name several 
problems associated with the implementation of AI 
conformity assessments (see Fig. 2, lower panel).

Context‑dependent requirements

First, one hurdle that organizations have to overcome is 
the context dependency of requirements regarding AI 
systems (Scantamburlo et al., 2020). The configuration 
and strictness of conformity assessments depend on 
various aspects, such as the criticality of the AI system 
(European Union, 2023) and the affected industry and 
use case, as noted by Expert 2: “We have already talked 
about the different sectors that are affected by this. 
And above all, there are serious differences between 
individual sectors and these must of course also be 
considered somehow within the regulatory framework.” 
For example, AI systems in healthcare require more 
stringent conformity assessments than those in less 
regulated fields like retail, which can affect the practical 
operationalization of these assessments, such as the use 
of relevant metrics and performance thresholds.

Lack of standardization

Second, one problem hindering the widespread 
implementation of AI conformity assessments is the lack 
of standardization with regard to current and upcoming 
requirements. Regulatory requirements tend to be vague 
and leave leeway for interpretation. For example, as Expert 
5 puts it: “Up to now, the regulatory requirements and texts 
have often said something like: It must be explainable 
or it must be transparent. And that leaves a lot of room 
for interpretation. And this […] is often what prevents 
banks from actually implementing it [..]. Because it is 
always unclear, even if I have interpreted it for myself, 
does the auditor on the other side interpret it the same 
way?.” Similarly, the strictness of regulations, such as the 
AI Act, is often unclear until the proposal is final (Expert 
7). This absence of standardization is a crucial hurdle for 
organizations willing to implement conformity assessments 
as they lack clear guidance on how to translate vague 
principles such as algorithmic fairness and explainability 
into actionable assessment strategies.

As an additional but related insight, many experts 
emphasized the need for organizations to reach an 
industry-wide consensus, not only on conformity 
standards for AI systems but also on how to systematically 
evaluate these systems against those standards (Experts 1, 
3, 4). Indeed, standards play an important role in creating 
consistent and comparable benchmarks that enable 
auditors and auditees to align their expectations and 
ensure fair, accurate, and reproducible evaluations, which 
both the auditing literature (see, e.g., Burns & Fogarty, 
2010) and regulators (see, e.g., the role of standards in 
the EU AI Act) have repeatedly stressed. Notably, at the 
conclusion of the interview, when we introduced the idea 
of a software-supported, semi-automated assessment, 
the experts largely responded with enthusiasm. One 
expert, for instance, noted that the use of an agreed-upon 
software artifact could “foster digitalized communication 
between organizations and regulators [with regard to their 
AI systems]” (Expert 7) and thus help establish industry-
wide standards.

Multifaceted, tangled components

Third, the complexity and multifaceted nature of conformity 
assessments that includes the analysis of multiple, partially 
conflicting (“tangled”) metrics is another problem. To 
successfully navigate the complex landscape of conformity 
metrics, assessments of AI systems require highly 
specialized knowledge in different fields (Expert 5, 7). These 
days, many organizations, especially small and medium-
sized ones, lack these competencies, necessitating either 
extensive investments in skilled experts or hiring external 
vendors specialized in that field (Expert 1, 3). For example, 
Expert 1 stresses that “most companies, especially small and 
medium-sized, simply don’t deal with it at all because they 
don’t have the capacity for it.” Furthermore, even though 
technically skilled employees may be aware of the need for 
conformity assessments, higher-level management often 
lacks that awareness (Expert 1) while requiring simple 
communication of the level of AI conformity.

Dynamic nature

Finally, a major concern for our experts is the dynamic 
nature of conformity assessments, i.e., assessments not 
being a one-time event but an ongoing process. AI systems 
have to operate on constantly evolving data distributions and 
data points that may strongly deviate from the training data 
(Expert 1). Concrete and actionable requirements formu-
lated in regulations such as the AI Act may also change peri-
odically when new scientific insights and methods emerge, 
making it necessary for organizations to continuously update 
existing systems: “Nevertheless, the text is still not entirely 

2  One could argue that the expert sample is biased, as it includes con-
sultants who may soon earn revenue by advising on AI conformity 
assessments. However, we emphasize that the literature also clearly 
highlights the necessity of such assessments (see, e.g., Thelisson 
and Verma, 2024). Additionally, in the final focus group session, we 
sought confirmation from industry practitioners, who unanimously 
affirmed the strong relevance of AI conformity assessments.
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precise. […] It also changes over time as a result of new 
findings. And then the text of the regulation would have to 
be constantly adapted.” (Expert 5).

Suggestion

Based on our identified problems, we suggest a design frame-
work consisting of meta-requirements and design principles 
for AI conformity assessments. We derive additional design 
principles based on participants’ feedback during the initial 
three focus group sessions in the evaluation phase. Figure 3 
presents an overview of our design framework that we detail in 
the following subsections.

As AI systems are used in different industries and various 
contexts, decision-makers have to determine appropriate 

requirements with regard to conformity (Problem  1). 
Specifically, concepts such as fairness and explainability in 
AI are by no means clear-cut concepts, as we have learned 
from the interviewed experts and the literature (e.g., Barocas 
et al., 2019). As a result, the criteria to which AI systems 
should conform to heavily depend on the context, which 
leads to our first meta-requirement:

MR 1: Conformity assessments should be highly adaptable

MR 1 implies two principles. First, the artifact should sup-
port varying configurations depending on the industry and 
use case (DP 1) to accommodate the diverse and context-
specific considerations associated with assessment criteria. 
For instance, the evaluation of fairness of a financial fraud 

Fig. 3   Design framework 
consisting of problems identi-
fied in the previous stage (left), 
meta-requirements (middle), 
and design principles (right) 
for artifacts conducting AI 
conformity assessments
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detection model might build upon different fairness met-
rics than a model allocating healthcare resources. Second, 
given the specialized knowledge needed to identify relevant 
assessment criteria and apply them in a specific use case, it is 
important to recognize that the AI owner, who assesses her 
system, is typically no expert on the requirements regarding 
fairness and explainability. Accordingly, conformity assess-
ments generally require experts (i.e., users of the artifact) 
in different roles. The artifact should thus offer support and 
cater to varying objectives and user roles, i.e., varying exper-
tise, responsibilities, and needs (DP 2).

One of the key problems associated with the widespread 
adoption of conformity assessments identified in our inter-
views is the lack of industry-wide standards (Problem 2). For 
given use cases, neither regulators nor organizations have 
yet agreed upon the set of relevant metrics and thresholds 
necessary to assess the conformity of AI systems. This lack 
of consensus forces organizations to interpret vague guide-
lines independently, leading to incomparable and inconsist-
ent evaluations within industries. Therefore, with our frame-
work, we aim to promote the establishment of industry-wide 
standards by providing an artifact that guides organizations 
in conducting assessments in their specific use cases. This 
leads to our second meta-requirement:

MR 2: Conformity assessment should promote and align 
with industry‑wide standards

Industry standards for conformity assessments need to rely 
on well-established metrics for conformity. Our expert inter-
views, as well as the literature review, highlight that two 
high-level criteria are crucial in that context: fairness and 
explainability. Recently, the fields of algorithmic fairness 
and explainable AI are quickly developing with researchers 
and practitioners continuously proposing new metrics in an 
attempt to quantify both criteria (Dolata et al., 2022; Meske 
et al., 2022). Therefore, we view it as critical that industry 
standards are grounded in thoroughly researched and widely 
recognized metrics for these two criteria (DP 3). Naturally, 
industry standards are yet to be established over time. This 
requires organizations to discuss possible assessment set-
tings within the industry and regulators, collectively work-
ing out best practices. In other words, organizations must 
find a consensus on which metrics and thresholds to use 
in certain situations. Once a suitable assessment configu-
ration is agreed upon, all organizations within an industry 
should have access to it. Therefore, our conformity assess-
ment framework should offer a central use case repository 
that allows for saving and sharing of successful use case 
configurations (DP 4).

A further problem associated with conformity assess-
ments is the aforementioned plethora of definitions and, 
thus, metrics to quantify AI conformity, some of which 

overlap or even contradict each other (Problem 3). Having 
computed multiple, potentially contradicting conformity 
metrics, formulating a clear conclusion on the conformity 
level of an AI system is a non-trivial task. However, AI own-
ers and other stakeholders need to quickly grasp and report 
the conformity of their AI systems with regard to the criteria 
of interest. This leads to our third meta-requirement:

MR 3: Conformity assessments should present results 
comparatively and intuitively

For example, assessment criteria such as fairness typically 
involve a trade-off to prediction performance (see, e.g., Cor-
bett-Davies et al., 2017; von Zahn et al., 2022) and, hence, 
AI owners should be able to compare their systems with 
regard to conformity vs. performance (DP 5). Similarly, 
assessment criteria may also be in conflict with one another 
(Kleinberg et al., 2017) and still be equally relevant to the 
use case at hand. Considering this dynamic nature, an arti-
fact for conformity assessments should enable the simultane-
ous presentation of potentially conflicting metrics (DP 6), 
ensuring a comprehensive evaluation approach. Moreover, 
MR 3 also implies an intuitive presentation of the output of 
the assessment to be straightforward to interpret even for 
non-technical stakeholders such as certain regulators and 
senior management. Inspired by long-established certifica-
tion systems in the sustainability domain (Matus & Veale, 
2022), we propose that the artifact should convey conformity 
results via intuitive quality labels (DP 7).

Additionally, conformity assessments are not simply a 
static prerequisite to deploying AI systems in (high-risk) 
domains but are of a dynamic nature (Problem 4). The main 
reasons are that AI systems are frequently retrained (Wilson 
et al., 2021), data and concepts can shift (as stated by the 
interviewed experts and, e.g., dos Reis et al. (2016)), and 
that regulations naturally evolve over time. Accordingly, we 
formulate a fourth meta-requirement:

MR 4: Conformity assessment should enable continuous 
monitoring and changing requirements

The dynamic nature of AI necessitates continuous 
monitoring of both the regulatory requirements and 
the conformity metrics of the AI systems. To decrease 
repetitive overhead, it is essential for conformity 
assessments to minimize manual steps, such as reducing 
the reliance on user input to promote automation (DP 8). 
Moreover, artifacts should be tailored to perform recurring 
assessments (DP 9). For example, over time, fraudsters 
understand the mechanics of fraud detection models and 
adapt their behavior accordingly (Abdallah et al., 2016). As 
a result, metrics reflecting conformity or performance may 
deteriorate, necessitating the presentation of these metrics 
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in a time-series format to allow exploration for human users. 
Finally, AI conformity assessments need to accommodate 
evolving regulations (DP 10). For instance, the modular 
integration of various metrics into an AI assessment tool 
can account for such industry-specific and developing 
requirements.

Development

Overview of artifact

To demonstrate how organizations might translate our 
design framework into a tool for conformity assessments 
and gain a tangible prototype, we instantiate an illustrative 
software artifact. Our software semi-automatically computes 
conformity assessments based on user inputs (see Fig. 4). 
A company can either use the software artifact as a ser-
vice or host the software on its own servers to ensure data 
sovereignty.

We differ between two distinct user roles in our artifact 
for conformity assessments: the auditor, who specifies the 
exact criteria for conformity in the given context, and the 
AI owner, who is responsible for the AI system at hand. 
The auditor provides use case definitions by describing the 
context, selecting appropriate metrics and questions from 
a pre-defined list, possibly defining custom measures, and 

setting up evaluation rules for mapping the results on quality 
labels represented by a traffic light system (green, yellow, 
red), as shown in Fig. 5a. To ensure that our tool allows for 
saving and sharing of use case configuration, we integrate 
a use case repository. This feature allows auditors to store 
configurations of successfully applied use cases for future 
reuse. The repository is designed to foster industry-wide 
collaboration, allowing other organizations to select and adapt 
stored configurations, thereby encouraging the development 
of best practices across a sector.

The AI owners evaluate a specific AI system by 
initiating the assessment with key inputs. They begin 
by selecting the appropriate use case and then providing 
the required inputs, namely (i) the questionnaire, (ii) the 
prediction model, and (iii) the data.3 Once the AI owners 

Fig. 4   Workflow of our artifact 
for AI conformity assessments

3  In the initial version of our prototype, AI owners upload the predic-
tion model as a serialized Python object inheriting the sklearn base 
ClassifierMixin class (specifically, an instance of the XGBClassifier). 
Additionally, they upload the dataset as a csv file. While this basic 
implementation facilitates a seamless demonstration of the use case, 
the subsequent design cycle’s artifact can incorporate more sophisti-
cated methods for integrating datasets and models. This may involve 
leveraging MLOps pipelines or integrating with AI cloud providers 
and APIs.
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have provided the inputs, the artifact can automatically 
generate the AI conformity report by computing all 
relevant metrics and evaluating the thresholds for quality 
labels based on the pre-selected use case. On the dashboard 
that follows, AI owners can explore a broad range of 
information on the outcomes of the conformity assessment 
in an interactive manner. Specifically, upon entering 
the dashboard, the artifact provides a concise summary 
denoted by a traffic light indicator, effectively conveying 
the degree of fairness, explainability, and performance (see 

Fig. 5b). The user may either be content with reviewing 
the overall assessment or decide to dive deeper by clicking 
on one of the three criteria (e.g., on fairness, as shown in 
Fig. 5c). The user can then investigate the details of the 
assessment with regard to the respective criterion, that is, 
explore the individual metrics contributing to the overall 
assessment. For an individual metric, the user can assess a 
definition and interpretation for the use case at hand as well 
as explore its values over time (e.g., for statistical parity 
difference, as shown in Fig. 5d).

Fig. 5   Exemplary screenshots 
from the interactive dashboard 
of our running software artifact 
with different levels of granular-
ity

a) View on the use case selection screen from the auditor perspective. The auditor creates 
the use case at hand, speci�es relevant metrics and thresholds, and may provide additional 
information for other users and recipients of the assessment report. 

b) High-level view on outcome of conformity 
assessment. By clicking on one of the three 
high-level criteria, the user can deep-dive the 
details of the corresponding outcome. 

c) View on outcome of assessment with regard 
to fairness. By clicking on one of the metrics for 
assessing fairness, the user can further deep-
dive the details. 

d) View on outcome with regard to the fairness metric of statistical parity difference. On the left, the user may 
assess the de�nition and meaning of the metric. On the right, the user may explore the historical values of the 
metric at hand for the given AI system. 
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For the subsequent evaluation of our artifact, we focus 
on the use case of fraud detection in finance. AI for fraud 
detection is well-suited to explore aspects of AI conformity 
for several reasons. First, AI for fraud detection is well 
established (Abdallah et al., 2016) and many organizations 
rely on it (among others, the ones we collaborate with in 
our evaluation). Second, the domain of fraud detection 
is legally pertinent, as the outcomes of AI-driven fraud 
detection—where transactions may be autonomously 
flagged and blocked—have a direct impact on individuals’ 
ability to execute financial operations. As a consequence, 
such scenarios are likely to attract regulatory scrutiny. For 
instance, under certain conditions, the EU AI Act could 
designate these AI applications as “high-risk,” subjecting 
them to more rigorous conformity standards (European 
Union, 2023). Finally, fraud detection algorithms frequently 
incorporate sensitive attributes such as gender (Deepak 
& Abraham, 2021) and face the challenge of high-class 
imbalance, with legitimate transactions vastly outnumbering 
fraudulent ones (Abdallah et al., 2016). This complexity 
heightens the potential for fairness issues (Barocas & 
Selbst, 2016), necessitating a thorough evaluation to ensure 
conformity.

For our use case, we consider a hypothetical company 
that uses AI for binary classification, that is, classifies 
transactions as either fraudulent or legitimate using a 
machine learning model. The model is trained on more 
than 150,000 historical transactions spanning 12 months4 
and relies on a gradient-boosted forest (Chen & Guestrin, 
2016) to predict fraud. Similar to cases from the literature 
(e.g., Deepak & Abraham, 2021; von Zahn et al., 2022), the 
company suspects systematically disparate predictions for 
transactions of men vs. women, potentially resulting in legal 
and reputational risks as outlined previously. Moreover, the 

firm leverages feature-based explanations for individual 
predictions (an increasingly adopted approach in the field, 
Bhatt et  al., 2020) to better understand and potentially 
mitigate biases. This use case presents us with a tangible 
context to evaluate our artifact’s effectiveness.

While we choose the context of fraud detection for dem-
onstration purposes, we note that our artifact does imple-
ment the functionality to add further use cases and metrics 
via a separate interface for auditors (as proposed by Fig. 4). 
In fact, we considered several other use cases for the evalu-
ation, such as hiring and credit scoring. In hiring, for exam-
ple, practitioners often leverage AI (Van den Broek et al., 
2021) with several documented violations of AI conformity 
(see, e.g., Parasurama & Sedoc, 2022). In accordance with 
employment and anti-discrimination laws (e.g., the General 
Equal Treatment Act in Germany), auditors may define use 
cases for hiring. Similarly, in credit scoring, AI frequently 
creates value (Khandani et al., 2010) but often conflicts with 
legal frameworks (e.g., with the Equal Credit Opportunity 
in the US, Smith, 1977). The auditors may define additional 
use cases for credit scoring to address the unique require-
ments and laws applicable in this context.

Conformity metrics

For the exemplary use case of fraud detection, we 
determine the set of suitable metrics to measure fairness, 
explainability, and performance that is presented in Table 3. 
Our artifact automatically evaluates these metrics using the 
provided dataset, model, and questionnaire answers. The 
auditor estimates the relevance of each metric for a specific 
use case separately. We briefly describe these metrics in 
the following.

Fairness: statistical parity difference  We include the metric 
corresponding to statistical parity (Dwork et al., 2012) due 
to its high relevance within legal frameworks (Barocas 
& Selbst, 2016). We measure the deviation of statistical 

Table 3   Overview of metrics 
implemented in artifact

Fairness Statistical parity difference
Equalized odds difference

Dwork et al., 2012
Hardt et al., 2016

Explainability Questionnaire on explainability
Stability of global explanations

Inspired by Mitchell et al., 
2019 and Gebru et al., 
2021

Inspired by Hsieh et al., 
2020

Performance Accuracy
Balanced accuracy
Precision
Recall
F1-score
Data drift

Sokolova et al., 2006
Sokolova et al., 2006
Sokolova et al., 2006
Sokolova et al., 2006
Sokolova et al., 2006
Inspired by Reis et al., 2016

4  The data is available at https://​www.​kaggle.​com/​datas​ets/​dermi​sfit/​
fraud-​trans​actio​ns-​datas​et.

https://www.kaggle.com/datasets/dermisfit/fraud-transactions-dataset
https://www.kaggle.com/datasets/dermisfit/fraud-transactions-dataset
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parity (that is, bias) as the difference in the shares of the 
favorable prediction within a group vs. outside this group. 
Importantly, a group is typically defined based on an 

attribute deemed sensitive (cf. Barocas et al., 2019). We 
compute the “statistical parity difference” in our artifact 
via

In our exemplary use case, we consider gender as a sen-
sitive attribute and measure the statistical parity difference 
between women and the rest of the customers. Notably, 
interpreting the value resulting from Eq. 1 and determining 
whether or not it is acceptable depends on the context. If 
aspiring to perfect fairness as defined by statistical parity, 
Eq. 1 must equal 0. If following the so-called “80% rule,” for 
example, which is common in many legal frameworks (Baro-
cas & Selbst, 2016; Feldman et al., 2015), fairness would 
only imply that Eq. 1 yields a value greater than − 0.2. In 
our artifact, auditing experts that define use cases can of 
course define the range of values considered acceptable for 
the statistical parity difference and, thereby, tailor it to the 
given context.

Fairness: equalized odds difference  We include the metric 
corresponding to equalized odds (Hardt et al., 2016) which 
shifts the emphasis from the distribution of the predictions 
themselves to the prediction errors. It is one of the most 
widely used metrics for algorithmic fairness and, in most 
cases, does not imply fairness when statistical parity differ-
ence does (Barocas et al., 2019; Garg et al., 2020), making it 
a complementary and natural choice for our implementation.

With equalized odds, we measure bias as the average 
absolute difference between error rates from within vs. out-
side a group. Similar to statistical parity, groups are typically 
defined based on sensitive attributes (Hardt et al., 2016). We 
compute the “equalized odds difference” in our artifact via

Analogously, we consider gender as a sensitive attribute 
in our exemplary use case. Here, FPRingroup refers to the false 
positive rate for women, FPRoutgroup refers to the false posi-
tive rate for the rest of the customers, and FNRingroup and 
FNRoutgroup are the counterparts with regard to the false neg-
ative rate. Similar to statistical parity difference, the auditor 
may manually set the range of values deemed acceptable 
for the equalized odds difference and tailor it to the context 
at hand.

Importantly, in this study, we focus on statistical parity 
difference and equalized odds difference due to their legal 
relevance, complementarity, and widespread recognition. 
Future iterations of the artifact will naturally incorporate 

(1)# favorable predictions in group

# all predictions in group
−

# favorable predictions outside group

# all predictions outside group
.

(2)

1

2
[∣ FPRingroup − FPRoutgroup ∣ + ∣ FNRoutgroup − FNRingroup ∣].

a broad range of fairness metrics to enhance flexibility and 
address a variety of contexts and regulatory needs.

Explainability: questionnaire  Explainability represents 
a special criterion as it is hardly feasible to measure the 
explainability of AI systems solely based on quantitative 
metrics. Therefore, inspired by existing works aiming 
to measure the explainability of AI systems (see, e.g., 
Gebru et  al., 2021; Mitchell et  al., 2019), we develop 
a questionnaire that the AI owner fills out as part of the 
conformity assessment. This questionnaire contains 
questions pertaining to the prediction model underlying 
the AI system (e.g., Do you communicate the technical 
limitations and potential risks of the AI system to users, 
such as its level of accuracy and/or error rates?) and the 
used explanations for prediction model outputs (e.g., Does 
your model provide any explanations for predictions? If 
yes, what kind of explanations?). The auditor determines 
for each question whether it is relevant for a use case and 
which answer of the question represents which color in 
the traffic light (i.e., green, yellow, and red). Our initial 
implementation displays the most critical color-coded 
response. For example, if the answers for a category span 
green, yellow, and red, the category would ultimately be 
assigned a red rating to reflect the highest level of concern.

Explainability: stability of feature‑based explanations  Here, 
stability refers to the sensitivity of feature-based explana-
tions towards small perturbations in the training data. A low 
stability score indicates that small perturbations in the train-
ing data severely impact the set of features that are reported 
to be highly important for the AI system, making the global 
explanations less reliable. Our implementation of this metric 
is inspired by Hsieh et al. (2020).

Performance  We measure the prediction performance based 
on the most common metrics for binary classification. These 
include accuracy, balanced accuracy, precision, recall, and the 
F1-score. For a detailed explanation of each listed performance 
metric, we refer to the work of Sokolova et al. (2006). Moreover, 
to account for our interviewed experts’ concern about deteriorat-
ing performance over time, we implement a metric that meas-
ures data drift based on the Kolmogorov–Smirnov test (Darling, 
1957; dos Reis et al., 2016). In short, the Kolmogorov–Smirnov 
test evaluates whether two data series are drawn from the same 
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probability distribution; under data drift, the statistical properties 
of data change over time, leading to a change in the underlying 
probability distribution. Our metric builds upon this evaluation 
to show the proportion of variables being affected by data drift.

Evaluation

We evaluate our design framework and software artifact 
following the Framework for Evaluation in Design Science 
Research (Venable et al., 2012) and build upon focus group 
sessions to both validate, refine, and add to our design 
framework. Notably, the evaluation is divided into two distinct 
iterations. In the first iteration, focus groups A, B, and C 
assess the initial prototype from the first design cycle, which 
incorporates DP 1 to DP 10. We use the feedback of these 
three sessions to formulate two additional design principles, 
DP 11 and DP 12. In the second iteration, focus groups D and 
E assess these two newly integrated DP in the updated software 
artifact. We detail the results of both iterations in the following.

Evaluation of first iteration

In the initial three focus group sessions, our artifact receives 
overall positive feedback. Participants express that our artifact 
provides a valuable approach to conducting conformity 
assessments, highlighting its effectiveness in assessing fairness 
and explainability in AI systems. They appreciate the user-
friendly and interactive interface as well as the comprehensive 
insights and supporting information provided by the artifact, as 
expressed by the following comment: “[The tool is] easy, clean, 
and nicely presented. There is not too much information or 
cognitive overload” (Manager, focus group B). The think-aloud 
protocols, capturing participants’ usage of the software during the 
sessions, and the subsequent group discussions further confirm 
the validity of the meta-requirements and design principles that 
we have inferred based on our awareness of the problem. For 
example, many participants particularly appreciate the intuitive 
nature of the quality labels (see DP 7) displayed through the 
traffic light system, as it enables them to quickly grasp the level 
of conformity of the AI system: “The structure is good, clear at 
the beginning, and the traffic light system immediately shows the 
performance in each area.” (Department head, focus group C). 
Overall, the positive reception of the artifact and the alignment 
between its functionality and the intended objectives provides 
strong evidence of the careful consideration and successful 
implementation of our design choices.

Participants further make valuable suggestions that 
substantially contribute to the refinement and enhancement 
of our design framework. Many participants highly value 
the abundance of information available on the dashboard but 
express their desire for the inclusion of what-if scenarios. They 
emphasize that fairness and performance are influenced by 

parameters chosen by the AI owner, and having the ability to 
explore the impact of these choices on specific fairness and 
performance metrics within the dashboard is highly beneficial. 
“I would like to see how fairness and performance move when 
I vary [AI system] parameters like the classification threshold.” 
(Data Scientist, focus group A). For example, consider the 
scenario where the AI owner viewing the dashboard notices 
that the AI system disproportionately labels transactions made 
by women as fraudulent, putting them at a disadvantage. 
To address this, the AI owner may wish to investigate the 
impact of adjusting the classification threshold specifically 
for women. By incorporating, e.g., a slider that allows for 
parameter adjustments and observing the resulting changes in 
fairness and performance metrics, the artifact could facilitate 
the exploration of such hypothetical scenarios. Therefore, we 
propose an additional design principle: The artifact should 
enable the exploration of what-if scenarios (DP 11).

Participants in the focus group sessions also share their 
thoughts on the presentation of results on the dashboard. Our 
current approach involves a traffic light system to communicate 
results. According to feedback from participants, this system 
is highly effective for conveying information to non-technical 
stakeholders, including upper management, regulators, and 
customers. However, developers utilizing our software for 
problem identification and optimization express the need for 
more detailed quality labels that provide deeper insights. “The 
traffic lights are suitable for upper management, but they are 
not optimal for developers.” (Senior Data Scientist, focus group 
C). The participant further argues that for internal purposes, the 
artifact should communicate the conformity results in a more 
detailed and actionable way, underlining the importance of a 
use-case-specific definition of additional user roles (see DP 2).

Finally, participants in the focus group sessions show 
enthusiasm toward assessing the results on an interactive 
dashboard and seem to appreciate the ability to explore 
different levels of granularity. However, they also voice their 
concern regarding the need for persistent results and proper 
documentation. In practice, the software would need to 
generate a documentation report summarizing all results in 
a comprehensive way. “For validations or internal revisions, 
[the software] should generate export documents that are 
tamper-proof […]” (Risk Manager, focus group C). Proper 
documentation of results ensures the persistence of conformity 
results and, thus, enables organizations to track their progress 
over time effectively. This leads to our last design principle: 
The artifact should ensure persistent accessibility of results 
and protect against manipulation (DP 12).

Evaluation of second iteration

We integrate the new design principles DP 11 (Artifact should 
enable interactive exploration (what-if scenarios)) and DP 12 
(Artifact should ensure persistent accessibility of results (e.g., 
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via a report) and protect against manipulation) into our tool. 
To address DP 11, we introduce a slider that allows partici-
pants to view how performance and fairness metrics change 
as they adjust the classification threshold, that is, specifying 
the probability at which an observation is predicted to be of 
the positive class. To address DP 12, we include a button 
that, when clicked, generates a PDF report with a structured 
overview of the results of the conformity assessment, thus 
ensuring easily accessible and persistent documentation.

In the final two focus group sessions, our artifact once 
again received overall positive feedback. In particular, the 
newly integrated slider (implementing DP 11) was found 
to be useful for data scientists interested in exploring 
different classification thresholds (Requirements Engineer, 
focus group E). Another feature that received particularly 
positive feedback is our separation of the tasks of the AI 
owner and the auditor. A manager from focus group E, 
for example, stated: “[The separation of the two user 
roles] makes total sense… For me, the first impulse here 
is immediately the four-eyes principle.” Intriguingly, we 
receive ambivalent feedback regarding our central use case 
repository, as illustrated by the following quote: “Everything 
that is within a company is certainly possible, everything 
that is overarching is more difficult” (Manager, focus group 
E). On the one hand, practitioners seem reluctant to share 
details on conformity assessments with competitors, even 
if they do not necessarily include critical information or 
model specifics. On the other hand, some experts agree that 
collaborating with other organizations within an industry 
may be necessary in some contexts: “It depends on the use 
case. When it comes to regulations that everyone has to 
comply with [the use case repository] makes sense to be 
able to compare them” (Data Scientist, focus group E). Still, 
the reluctance to share relevant information with competitors 
may become a crucial barrier to developing best practices 
and, ultimately, establishing assessment standards.

In our post-event survey on the design framework and its 
implementation in the software artifact, participants strongly 
agreed on the necessity of the meta-requirements and design 
principles and agreed, though to a slightly lesser extent, that 
the prototype effectively implements these principles. We 
present an overview of the validated design principles and 
survey results in Appendix C.

Discussion

Interpretation of key findings

Our analysis of literature, legal documents, and expert 
interviews sheds light on the pressing need for organizations 
to conduct AI conformity assessments, highlighting both 
their necessity and inherent complexity. Interestingly, 

our interviewed experts emphasize that the motivation 
for organizations to pursue conformity assessments may 
go beyond regulatory compliance and also stem from the 
recognition that self-commitment to AI conformity can offer a 
competitive advantage. This self-imposed commitment can be 
viewed as one manifestation of corporate digital responsibility 
(CDR), where companies embrace responsible practices 
related to digital products, services, and technologies (Mihale-
Wilson et al., 2021). Research on CDR also supports the 
insights provided by the interviewed experts, highlighting the 
significance of CDR activities in shaping consumer perception. 
This influence can have a direct impact on consumers’ 
opinions, consumption decisions, and choices of adoption 
(Carl et al., 2024; Schreck & Raithel, 2018), and ultimately 
promote a competitive edge in the market. To explore whether 
conducting AI conformity assessments indeed improves 
companies’ competitive advantage, further research is needed 
testing our design framework in an organizational setting.

Another remark from the expert interviews that is worth 
discussing concerns democratization. Specifically, software 
with a graphical user interface may improve the accessibility 
of AI conformity assessments for non-technical stakehold-
ers, potentially shifting the control and ownership of the 
assessments from a limited number of experts to a larger 
group of people. In line with previous research on democ-
ratization in the field of information systems (see, e.g., 
Awasthi & George, 2020; Zacharias et al., 2022), this shift 
in control and ownership can substantially benefit organiza-
tions by putting more employees in the position of active 
contributors to data-driven solutions. Moreover, democrati-
zation holds the potential to foster an organizational culture 
that promotes information sharing and embraces diverse 
perspectives as well as organizational agility (Hyun et al., 
2020). Notably, drawing the right conclusions prior research 
has highlighted that a lack of technical expertise may gener-
ally limit broader participation in AI (Birhane et al., 2022), 
suggesting the need to cautiously assess whether graphi-
cal user interfaces can genuinely enable all stakeholders to 
effectively conduct conformity assessments.

The results of our focus group sessions both confirm the 
appropriateness of our artifact and design framework for 
conducting conformity assessments and reveal the potential 
for further improvement. Participants emphasize that the 
artifact holds the capability to promote conformity and, more 
broadly, ethics in AI systems. However, they emphasize the 
need for versatility in its procedures and presentations. On 
the one hand, (upper) management seeks intuitive quality 
labels to facilitate decision-making regarding the deploy-
ment of AI systems into production, which is in line with 
research on managerial decision-making (c.f. Clark Jr et al., 
2007). On the other hand, developers need to continuously 
assess conformity and ethical impact throughout the devel-
opment process to adhere to “ethics by design” standards 
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(Iphofen & Kritikos, 2021; Kieslich et al., 2022). In this 
regard, a software solution emerges as highly suitable, offer-
ing comprehensive information and adaptable support tai-
lored to accommodate these diverse needs.

Interestingly, participants expressed curiosity about the 
availability of information explored within the interactive 
dashboard in a durable, accessible, and non-manipulatable 
document. Such a document would hold value in justifying the 
use of AI systems and effectively communicating conformity to 
external stakeholders. This observation aligns with the growing 
demand for AI certification from researchers (Cihon et al., 
2021; Matus & Veale, 2022) and policymakers (e.g., European 
Union, 2023, p. 41), who advocate for its development. In 
this regard, our findings can serve as a springboard for the 
advancement of AI certification efforts, providing valuable 
insights to guide its development and implementation.

Contribution to practice

Our work makes several contributions to practice. First, 
we propose a design framework and a software artifact 
for AI conformity assessments, which we provide online.5 
Organizations aiming to prepare for upcoming regulations, 
such as the AI Act, may adopt and build upon our artifact to 
conduct conformity assessments and demonstrate compliance 
with these regulations. Second, our artifact offers a structured 
approach to assess AI conformity, enabling organizations to 
streamline the establishment of an AI conformity pipeline 
with predefined, scientifically derived evaluation metrics. This 
reduces the effort required during pipeline development and 
allows organizations to gain an overview of relevant metrics 
and parameters. Third, by automating much of the technical 
analysis, our tool reduces reliance on skilled experts and 
improves accessibility to AI conformity assessments, which in 
turn may reduce costs. Fourth, the tool facilitates collaboration 
among various stakeholders within organizations, such as AI 
developers, product owners, and senior management, and may 
thus foster a shared understanding of AI conformity challenges 
and opportunities. Fifth, the qualitative evidence gathered from 
expert interviews provides organizations with a structured 
overview of both the necessity and complexity of AI conformity 
assessments. This overview may help persuade management 
of the importance of addressing AI conformity and take 
proactive measures to mitigate anticipated implementation 
challenges (e.g., preparing a data pipeline for continuous 
monitoring of conformity metrics). Lastly, the artifact may 
evolve into a platform for sharing well-defined use cases across 
organizations in the same industry, potentially incorporating a 
recommendation system to guide organizations and promote 
industry-wide standards effectively.

Contribution to theory

Our study makes important contributions to theory. First 
and foremost, our study contributes prescriptive design 
knowledge through the proposed design framework (Fig. 3) 
containing meta-requirements and design principles. This 
design knowledge serves as a valuable basis for researchers 
to advance the understanding of software for conformity 
assessments and AI audits in a broader sense. According 
to Baskerville et al. (2018), such novel design knowledge 
constitutes the main theoretical contribution of design 
science research.

Our work further contributes to the literature on AI 
governance. Effective governance of AI systems demands 
robust tools that ensure compliance, promote ethical 
standards, and enhance accountability across applications 
(Abraham et al., 2019; Birkstedt et al., 2023; Schneider et al., 
2023). Researchers have frequently called for a “collaborative 
governance” of AI systems (see, e.g., Birkstedt et al., 2023) 
which extends the focus beyond individual organizations 
towards collaborative networks with internal and external 
stakeholders, each with distinct roles and responsibilities. 
Our design framework can be viewed as a step towards 
collaborative governance: it assesses AI systems against 
different societal and business-relevant criteria while 
considering distinct roles, such as AI owners and auditors, 
and facilitating collaboration among multiple organizations 
through sharing use cases and benchmarking AI systems 
against emerging standards.

Our work also makes a contribution to the literature 
on standardization of information and communication 
technology (see, e.g., Costabile et al., 2022; Hanseth & 
Bygstad, 2015; Lyytinen & King, 2006). A central tenet 
of this literature is that standardization plays a vital role 
in managing technologies, including AI systems, by 
ensuring comparability and interoperability. This aligns 
with insights from our expert interviews, which underline 
the necessity of standardizing AI conformity assessments 
to facilitate consistent and reliable evaluations across 
organizations within an industry. By contrast, findings 
from our focus group sessions reveal a practical problem: 
while practitioners acknowledge the importance of 
standardization, they are reluctant to share audit-related 
information with competitors, even when it excludes 
sensitive customer data or specifics about their AI systems. 
Yet, sharing insights and experiences with past conformity 
assessment configurations with other organizations is 
essential for the emergence of common best practices and, 
ultimately, industry standards. Our work highlights the 
importance of addressing this tension and demonstrates 
that innovative approaches are needed to promote 
standardization while respecting the concerns of individual 
organizations.

5  The software artifact and an exemplary use case are available at 
https://​github.​com/​mlowin/​confo​rmity_​asses​sment.

https://github.com/mlowin/conformity_assessment
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Transferability and future research opportunities

As outlined previously, focusing on AI for binary classifica-
tion as well as certain aspects of AI conformity was essential 
for developing a tangible, functional artifact. Our choice of 
fairness and explainability stems from both aspects being 
not only highly relevant in current regulatory discussions but 
also representing the core challenges that we identified from 
the expert interviews in the problem awareness phase (e.g., 
context-dependent requirements and a lack of standardiza-
tion). However, a key question remains: Can the findings 
based on these two aspects of AI conformity and the use 
case of binary classification be transferred to AI conformity 
in different contexts?

We argue that most findings from our study are indeed 
transferrable to other contexts. For instance, the feedback 
from practitioners on the utility of a software-supported 
assessment, its usability, and features, such as the “drill-
down” approach on specific metrics and the traffic light sys-
tem for simplifying communication, are not tied exclusively 
to fairness and explainability nor to binary classification. 
These design features facilitate the sharing of expert stand-
ards and interpretations, enabling them to diffuse quickly 
across industries. This suggests that software tools such as 
our artifact could support conformity assessments in other 
domains, independent of the specific aspects under evalu-
ation. Another notable point is that fairness and explain-
ability share similar characteristics and challenges with 
other aspects of AI conformity, such as privacy, AI safety, 
and cybersecurity. These aspects, like fairness and explain-
ability, are marked by multiple, often competing definitions 
and metrics. For instance, privacy can have widely differ-
ent interpretations depending on the context (Chua et al., 
2021), and best practices for AI safety and cybersecurity 
are continually evolving (Lazar & Nelson, 2023). There-
fore, our insights on software-based assessments—designed 
to facilitate the sharing of standards and enable semi-auto-
mated evaluations—may also prove valuable in these areas. 
Whatever additional criteria are incorporated in the future 
will likely either be based on quantifiable indicators, such 
as those reflecting fairness, or survey-based measures, as 
demonstrated with explainability, both of which were suc-
cessfully implemented and tested during our focus group 
sessions.

With regard to extending our findings beyond binary clas-
sification to tasks such as regression or content generation 
(e.g., through generative AI systems, see Feuerriegel et al., 
2024), we adopt a more nuanced perspective. Our findings 
can arguably be transferred to regression tasks, as regression 
is not fundamentally different from classification. This is 
evident in the applicability of similar group-level fairness 
measures (cf. Barocas et al., 2019) and comparable methods 
for explainability (e.g. Lundberg & Lee, 2017). However, 

applying our findings to generative AI poses more complex 
challenges. While the fundamental issues remain similar, 
such as evidence of bias in large language models and in 
image generation (Ananya, 2024) and ongoing trust issues 
related to opacity (Wang et al., 2023) the nature of gen-
erative systems introduces additional layers of complexity. 
While the general approach to AI conformity proposed in 
this paper could serve as a valuable starting point, our soft-
ware artifact would require significant extension to accom-
modate the unique characteristics of generative AI. Further 
research is particularly crucial given the widespread adop-
tion of systems based on generative AI, such as ChatGPT, 
DeepSeek, and MidJourney, which amplifies the societal 
impact and calls for tailored solutions to address the distinct 
challenges in this domain.

Other contextual factors could also influence the trans-
ferability of our findings. For instance, our expert sample, 
while operating internationally, is entirely based in Germany 
and Switzerland. This geographic concentration might under 
certain circumstances affect the applicability of our results 
to other regions with different regulatory environments or 
industry practices. While we believe our findings remain 
valid and make a strong case for “portable principles” 
(Magnani & Gioia, 2023) that can be transferred to differ-
ent contexts, future research should include broader testing 
across diverse geographic and regulatory contexts to further 
substantiate this claim. Similarly, our artifact was evaluated 
through focus group sessions using a clickable prototype in a 
controlled, artificial setting. In real-world applications, inte-
grating the artifact into an organization’s IT infrastructure 
could significantly influence user interaction and adoption. 
To validate its practical applicability, future research should 
implement our artifact (or a comparable system) within 
organizational settings. This would allow for an investiga-
tion of its long-term impact on the sociotechnical environ-
ment, including its effectiveness, usability, and influence on 
organizational processes and decision-making.

Conclusion

In this paper, we address the pressing need for organizations 
to assess the conformity of their AI systems. By leveraging 
design science research, we have developed a design 
framework and software artifact that serves as a tool for 
semi-automated AI conformity assessments, enabling 
effective communication between AI owners and 
stakeholders such as regulators. As we look to the future, we 
envision further advancements in our framework, extending 
its scope from assessments to certification. These efforts will 
contribute to adhering to regulations on AI systems, such as 
the EU AI Act, and empower organizations to navigate the 
evolving landscape of AI conformity with confidence.
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