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Accruals anomalies could be explained by the adverse selection risk
induced by the information structure: the case of the Japanese
securities market

Hiroaki Isoyama

Faculty of Economics, International University of Kagoshima, Kagoshima, Japan

ABSTRACT
Accruals are regarded as investments in working capital and are an integral component
in the growth process of firms. By assuming asymmetry of information among investors
when predicting the returns on such investments, investors are exposed to adverse
selection problems. Consequently, in market equilibrium, investors are believed to
require compensation for the systematic risk associated with adverse selection exposure.
By constructing the accruals factor as a variable to proxy for such risks, this study dem-
onstrates that the accruals factor is priced and can enhance existing asset pricing mod-
els. Moreover, categorizing accruals into discretionary and non-discretionary components
and constructing accruals factors from these components yields similar results. When
the discretion of managers or market environment increases the degree of asymmetric
information, adverse selection problems become more pronounced. Therefore, the
accruals factor, serving as a proxy for the systematic risk associated with adverse selec-
tion, is an essential risk factor in asset pricing models.

IMPACT STATEMENT
The accruals anomaly is a phenomenon that contradicts the EMH (efficient market
hypothesis). This anomaly has been a compelling topic for accounting and finance
scholars over the past quarter-century, as it pertains to fundamental issues, including
the function of capital markets in pricing risk assets, allocating resources efficiently,
and the institutional framework of information disclosure that affects the information
environment of capital markets.
While numerous studies have validated the robustness of this phenomenon, the rea-
sons behind its occurrence remain unclear. Assuming the presence of information
asymmetry among investors, as described by market microstructure theory, unin-
formed investors are exposed to the risk of adverse selection. To compensate for such
risk exposure, it is believed that these investors require a risk premium. Empirical anal-
yses using the GRS test, its Bayesian framework, and HJ-Distance (Hansen-
Jagannathan-Distance) support this theoretical prediction.
Excluding the role of the information structure when discussing market efficiency is
akin to disregarding a crucial puzzle piece. Considering a more intricate structure
makes it possible to rationally explain phenomena previously deemed anomalous.
Therefore, it is believed that conducting analyses based on aspects of market micro-
structure theory, which specifically describe information asymmetry, is highly impor-
tant for future research in accounting and finance.
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1. Introduction

Accounting reports provide investors with useful information about asset values, the profitability of aud-
ited firms, and inherent risks related to management. According to the efficient market hypothesis (EMH),
stock prices reflect this information instantly and perfectly after the disclosure of an accounting report.
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However, as a phenomenon contradicting the EMH, the accruals anomaly was initially discovered by
Sloan (1996). Sloan (1996) conducted the Mishkin test (Mishkin, 1983) and presented evidence indicating
that investors overvalue the persistence of accruals as if investors in the market appear to fixate on earn-
ings. The error in this prediction is corrected in the subsequent financial statements, revealing an
accruals anomaly indicating that firms with a high (low) level of accruals are likely to experience future
negative (positive) stock returns.

While numerous studies have validated the robustness of this discovery, the underlying causes of the
accruals anomaly remain unclear. Following the discovery of the accruals anomaly by Sloan (1996), Xie
(2001) identified that market investors tend to overestimate the persistence of discretionary (abnormal)
accruals. Xie (2001) argued that investors in the market overprice discretionary accruals derived from
managerial discretion. Additionally, the accruals anomaly is notably observed in cases such as low
accruals quality (Dechow & Dichev, 2002), low reliability of accruals (Richardson et al., 2005, 2006), sig-
nificant differences in the persistence of cash flow and accruals (Shi & Zhang, 2012), and high levels of
information asymmetry (Park et al., 2018). Furthermore, Mashruwala et al. (2006) argued that idiosyn-
cratic volatility and transaction costs constrain the arbitrage trading of accruals, serving as reasons for
the persistence of the accruals anomaly.

Zhang (2007) pointed out that, by definition, accruals capture investments in working capital and are
an integral component in the growth process of firms. Zhang (2007) argued that the fundamental
investment information contained in accruals represents a first-order effect on the accruals anomaly, and
that subjective measurements induced by accounting systems and profit manipulation by managers are
considered second-order effects on accruals.

Wu et al. (2010) analyzed a model that incorporated working capital as a proxy variable for accruals,
motivated by the q-theory of Tobin. They demonstrated that if the discount rate decreases, accruals
increase because the profitability of more investment projects improves. Conversely, if the discount rate
increases, accruals decrease as the profitability of investment projects diminishes.

Their analysis of the production side of the economy is crucial because risk and expected returns are
inherently connected to the operational, investment, and financial activities of firms within the context
of general equilibrium. While the consumption-based approach simplifies firms by treating them as
external cash flow processes, it does not offer much insight into the correlation between risk, expected
returns, and accounting variables. Therefore, in a general equilibrium setting, their q-theory framework
complements traditional asset pricing derived from investors’ utility-maximization problems, which
include mean-variance frameworks and consumption-based asset pricing where accruals are not expli-
citly modeled.

This implies the necessity to focus on the investors’ utility-maximization problem, which can capture
the correlation between risk, expected return, and accounting variables. Following Easley and O’Hara
(2004), assuming an information structure stemming from accruals, it is possible to analyze the impact
of accruals on systematic risk in market equilibrium.

The market is believed to consist of uninformed investors who are not particularly skilled at analyzing
public information (e.g., earnings announcements) and sophisticated informed investors with specialized
skills, allowing them to thoroughly analyze public information and discern private information sources.

Investors are assumed to trade based on signals about the future values of stocks and their precision.
Signals are assumed to be composed of private and public information. Among these signals, private
information can only be received by informed investors, while public information is accessible to all
investors.

If accruals are considered as investments in working capital, it is believed that, compared with unin-
formed investors, informed investors can engage in trading based on a greater amount of more accurate
information about the returns on investments included in accruals. In such a setup, by analytically exam-
ining the impact of the composition ratio of public and private information on the equilibrium expected
return (details in Section 2.3), it is shown that in market equilibrium, investors require higher expected
returns for stocks with a higher proportion of private information. This is because informed investors
can adjust the weight of their portfolio based on private information, judging whether a firm’s funda-
mentals are good or bad. Meanwhile, uninformed investors cannot determine whether the fundamentals
of a firm with a high proportion of private information are good or bad, as they cannot fully speculate

2 H. ISOYAMA



on the information embedded in security prices. This uncertainty leads uninformed investors to perceive
higher risk.

Wang (1993) demonstrated two effects of asymmetric information on asset prices in a multi-period
model involving two assets. Uninformed investors, to address adverse selection issues when trading with
informed investors, require a risk premium. Additionally, trading by informed investors enriches the
information content of security prices, reducing the risk for uninformed investors and lowering the risk
premium. While it is not clear which effect dominates in the equilibrium of the two-asset model, Easley
and O’Hara (2004) presented a multi-asset rational expectation equilibrium model. In this model, when
the amount of information is kept constant, the adverse selection effect predominates. Consequently,
private information induces systematic risk, and investors in market equilibrium require compensation
for being exposed to this risk.

Even though uninformed investors are rational and hold an optimally diversified portfolio to mitigate
risk, they cannot replicate the optimal portfolio held by informed investors, who can adjust the weights
of their investments in good and bad firms using private information. Uninformed investors, lacking
knowledge of the value of private information, cannot eliminate this risk regardless of how they diver-
sify. Furthermore, uninformed investors cannot profit or offset this effect by adopting an arbitrage strat-
egy of holding stocks with high private information and selling those with low private information. This
is because, while uninformed investors know the proportion of private information within firms, there
are both good and bad ones, making such arbitrage strategies excessively risky.

If an economic variable influences such an information structure, it may initially appear as the idiosyn-
cratic risk of individual assets. However, in market equilibrium, this economic variable serves as a proxy
for the risk associated with adverse selection. If accruals are considered as investments in working cap-
ital, the signals representing the returns on those investments are believed to be constructed from both
private and public information. In this context, accruals can be regarded as an economic variable that
influences the information structure. Firms with relatively low levels of accruals report profits that are
less than their cash flows. These firms aim to retain a portion of their earnings internally, which is then
reinvested. The discretion over these reinvestment opportunities lies with the firm managers’ decisions.
Consequently, firms with lower accruals tend to possess a significant amount of private information. A
low-accruals portfolio, composed of stocks from such firms, is considered to serve as a portfolio that
proxies for the systematic risk associated with adverse selection induced by the information structure.

Previous studies suggest that (total) accruals can be categorized into discretionary and non-discretion-
ary accruals (Dechow et al., 1995; Dechow et al., 2003; Jones, 1991; Kasznik, 1999). Non-discretionary
accruals are components required by accounting standards to provide information about a firm’s profit-
ability. Discretionary accruals are calculated by subtracting estimated non-discretionary accruals from
total accruals, which is the outcome of earnings management and representative of the degree of delib-
erately raised private information.

For example, to increase the probability of continuity and survival of a firm and prepare for future cri-
sis, accounting standards require that firm managers be conservative. Therefore, managers should care-
fully account for the predicted profit and recognize predicted expenses immediately. Nevertheless,
managers can discretionally interpret the conservatism of accounting standards. Thus, the discretion of a
firm manager who chooses to disclose information strategically can increase the inherent risk associated
with private information. It is believed that the more significant the discretion granted to managers, the
more pronounced the adverse selection problem.

Although previous studies have mainly focused on discretionary accruals as a source of private infor-
mation, non-discretionary accruals can also be a source of private information. An accounting standard
is a bundle of functions that map economic events to numerical values and convey appropriate informa-
tion to investors. However, this bundle of functions is not always appropriate. As the economy develops
or fluctuates, the domain of the functions assumed by the accounting standard or the firm manager’s
disclosure policy becomes unstable. Therefore, economic development or fluctuation can impact the
information structure.

Hence, the composition of public and private information may fluctuate depending on the economic
condition or the firm manager’s strategy. Despite the belief that accruals can influence the information
structure surrounding firms, existing asset pricing models do not consider the adverse selection effect
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caused by the information structure. In recent years, various risk factors have been proposed in asset
pricing models. Fama and French (2015) extended the capital asset pricing model (CAPM) of Sharpe
(1964) and Lintner (1965) with the dividend discount model, introducing size factor SMB (small minus
big), value factor HML (high minus low), profitability factor RMW (robust minus weak), and investment
factor CMA (conservative minus aggressive). Furthermore, Fama and French (2018) proposed a model
that incorporates the momentum factor UMD (up minus down) introduced by Carhart (1997). However,
the risk associated with adverse selection caused by information structure is not explicitly described.
Verification of market efficiency is a joint test of mispricing and the benchmark pricing model (the EMH-
joint hypothesis problem; Fama, 1970). Thus, mispricing may simply be due to the misspecification of
risk (Ball, 1978). In other words, if we assume market efficiency, the risk premium as compensation for
bearing risk not described in the benchmark pricing model should explain the accruals anomaly.
Particularly, previous studies explaining the accruals anomaly through the earning fixation hypothesis
(based on the Mishkin test) assert market inefficiency. However, excluding the role of the information
structure when discussing market efficiency is akin to disregarding a crucial puzzle piece. By considering
a more intricate structure, it becomes possible to rationally explain phenomena previously deemed
anomalous. Therefore, this study aims to address the research gap concerning the risk premium of
adverse selection induced by the information structure based on total, discretionary, and non-discretion-
ary accruals.

Section 2.2 clarifies how the presence of such omitted variables in the Mishkin test can influence the
test results, aiming to identify the roots of a controversy. As highlighted by Wu et al. (2010), the novel
contribution of Sloan (1996) has fascinated researchers for approximately a quarter of a century. This
study does not intend to refute Sloan’s earnings fixation hypothesis. Since the world is nuanced and
intricate, while such cases may exist, the risk explanation of adverse selection induced by the informa-
tion structure is also plausible. Moreover, extensive evidence of empirical analysis previously explained
by the earning fixation hypothesis simultaneously serves as evidence suggesting the existence of the
systematic risk factor associated with accruals.

By disclosing information about the actual state of corporate management, which includes internal
and external finance, there is an effect of mitigating information asymmetry with investors, thereby
reducing the cost of capital. There is a trade-off relationship between this effect and the effect where, in
the process of firms expanding their business through investment activities, the discretion given to man-
agers increases asymmetric information, leading to an increase in capital costs. Consequently, the issue
of asymmetric information will persist and so will adverse selection problems. Investors seeking to
address the adverse selection problem will continue to require a risk premium.

This study investigates whether market investors require a risk premium for the fluctuations in the
composition ratio of private information to public information, assuming the market microstructure
described by Easley and O’Hara (2004). Since the 5- and 6-factor models by Fama and French (2015,
2018; henceforth FF5 and FF6, respectively) do not include explanatory variables representing adverse
selection risk induced by the information structure, the factors related to accruals that are orthogonal to
the FF5 factors are constructed. Spanning regression test reveals that the accruals factors include risks
not explained by the FF5 and FF6 risk factors. The results of panel data analysis indicate that in situa-
tions with a high degree of asymmetric information, investors seek compensation for exposure to
adverse selection risk. Furthermore, a GRS model comparison test based on test asset irrelevance and its
Bayesian framework (Barillas & Shanken, 2017, 2018; Chib et al., 2020) demonstrates that the accruals
factors can improve upon FF5 and FF6. Additionally, using the HJ-Distance (Hansen & Jagannathan,
1997) to verify whether factors are priced, it is found that not only accruals factors based on total
accruals but also, in several cases, those based on discretionary and non-discretionary accruals are priced
in the market.

This paper makes several contributions to the academic literature:

1. The differences in coefficients in the Mishkin test, which served as evidence for the earning fixation
hypothesis in the context of the accruals anomaly (coefficients from the pricing equation being sig-
nificantly larger than those from the forecast equation), simultaneously suggest the presence of sys-
tematic risk factors related to accruals. This observation suggests that the extensive results
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accumulated in existing research could potentially be explained by adverse selection risk induced
by the information structure.

2. Accruals factors serve as proxies for the risk associated with adverse selection not explained by FF5
and FF6, and the addition of accruals factors improves asset pricing models.

3. Market investors require a risk premium as compensation for being exposed to the risk described
by accruals factors.

4. In a general equilibrium context, the relationship between risk, expected returns, and financial activ-
ities is crucial. While Wu et al. (2010) demonstrate this relationship on the production side of the
economy, the current study empirically evaluates this relationship that is predicted by solving the
investors’ utility-maximization problem based on market microstructure assumptions. These findings
have the potential to complement each other in a general equilibrium.

The remainder of this paper is structured as follows. Section 2 presents a review of previous studies,
followed by descriptions on how in the context of the accruals anomaly, the presence of omitted varia-
bles in the Mishkin test influences the test results. Additionally, a brief description of Easley and O’Hara’s
(2004) market microstructure is provided. Based on this premise, testable hypotheses are formulated,
and the methodology of model comparison tests is briefly outlined. Section 3 describes the composition
and properties of the factors. Section 4 presents the results of the analysis, including spanning regres-
sion test, panel data analysis, model comparison using GRS and its Bayesian framework, and the analysis
using HJ-Distance. In Section 5, the conclusions of the empirical analysis, the relevance to existing
research, and the directions for future studies is described.

2. Review, the roots of a controversy, underlying theory, hypothesis development, and
analysis methods

2.1. Literature review

Sloan’s discovery in 1996, indicating a negative correlation between accruals and future returns, contin-
ues to be a compelling topic of research. While numerous studies have validated the robustness of this
discovery, the underlying causes of the accrual anomaly remain unclear. There are four main hypotheses
to explain this phenomenon: the earnings fixation, limits of arbitrage, growth, and risk hypotheses.

Sloan (1996) conducted the Mishkin test (Mishkin, 1983) to examine market efficiency, revealing sig-
nificant differences in the coefficients of accruals in the forecast equation and pricing equation. The evi-
dence suggests that investors inadequately assess the differences in the persistence of accruals and cash
flow, and the market appears to fixate on earnings because it overestimates the persistence of accruals.
This phenomenon is known as the earnings fixation hypothesis. Additionally, Sloan (1996) demonstrated
the accruals anomaly, indicating that firms with a high (low) level of accruals are likely to experience
negative (positive) future stock returns. Subsequently, Xie (2001) used the Mishkin test to provide evi-
dence that the market overprices discretionary accruals derived from managerial discretion. The accruals
anomaly has been notably observed in cases where accruals quality is low (Dechow & Dichev, 2002),
accruals reliability is low (Richardson et al., 2005, 2006), the difference in the persistence of cash flow
and accruals is significant (Shi & Zhang, 2012), and there is a high degree of asymmetric information
(Park et al., 2018).

Hirshleifer et al. (2012) argued that the accruals anomaly is not explained by the risk premium of fac-
tors composed of accruals but rather by behavioral mispricing resulting from investors’ limited attention
to the characteristics of accruals.

Mashruwala et al. (2006) argued that owing to constraints imposed by idiosyncratic volatility and
transaction costs on arbitrage trading, the accruals anomaly remains unresolved, asserting the concept
of the limit of arbitrage. Similar evidence supporting this claim has been demonstrated by Collins et al.
(2003), Lev and Nissim (2006), and Ali et al. (2008). Hirshleifer et al. (2011) found that short arbitragers
target high accruals firms, particularly the firm held by institutions. While short selling helps eliminate
the downside of the accruals anomaly, they argue that the anomaly still remains.
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The growth hypothesis explains the accruals anomaly as a specific case of the growth anomaly, where
firms indicating high growth exhibit low returns. Fairfield et al. (2003) categorized growth in net operat-
ing assets into accruals and growth in long-term net operating assets, demonstrating that both compo-
nents have a negative correlation with one-year-ahead return on assets. They also showed that the
market tends to overvalue them similarly.

Zhang (2007) pointed out that accruals, by definition, capture investment in working capital and serve
as an integral component in the growth process of firms. Zhang (2007) demonstrated a significant cor-
relation between accruals and the number of employees, investment in fixed assets, external financing,
and other growth attributes. Therefore, Zhang (2007) argued that fundamental investment information
included in accruals constitutes the first-order effect on the accruals anomaly, and argued that the sub-
jective measurement of accruals induced by accounting systems and profit manipulation by managers
are considered second-order effects on accruals.

Khan (2008) demonstrated that the accruals anomaly can be explained using a four-factor model,
where Nd (news or revision in expectation at time t of future dividend growth) and Nr (news or revision
in expectation at time t of future discount rates) are added in place of the Mkt factor in Fama and
French’s (1993) 3-factor model (FF3). Khan (2008) argued that accruals are correlated with financial dis-
tress characteristics. Nevertheless, the underlying economic mechanism making the low (high) accrual
portfolio more (less) risky remains unclear in these tests.

Wu et al. (2010) pointed out that accruals represent investments in working capital, and the accruals
anomaly can be explained by the negative correlation between investment and the discount rate. In
their model motivated by the q-theory of Tobin, they showed that as the discount rate decreases,
accruals increase because the profitability of more investment projects improves. Conversely, when the
discount rate rises, accruals decrease as the profitability of more projects diminishes.

The accruals anomaly is a worldwide phenomenon (Fan & Yu, 2013; Gordon et al., 2014; LaFond,
2005; Leippold & Lohre, 2012; Papanastasopoulos & Tsiritakis, 2015; Pincus et al., 2007), and it has been
observed in Japan (Kubota et al., 2010; Muramiya et al., 2008; Takehara, 2018). Muramiya et al. (2008) uti-
lized the Probability of Informed Trading (PIN) metric developed by Easley et al. (1996, 2002). They dis-
covered that in firms where the proportion of informed traders is high, the relationship between
abnormal accruals and returns cannot be identified. The empirical results of their analysis are considered
consistent with analytical predictions. Furthermore, they concluded that the observation of abnormal
return in firms with low PIN is attributed to the earnings fixation of naive investors. However, it is impor-
tant to note that in the model assumed by Muramiya et al. (2008), uninformed investors are treated as
exogenously given. Therefore, in that model, there is no assumption that uninformed investors seek a
risk premium as compensation for exposure to adverse selection risk.

Takehara (2018) conducted Mishkin tests using the FF5 model as a benchmark and subdividing the
estimation period. There are periods when the difference in coefficients between the forecast equation
and pricing equation is not observed significantly, periods when it is observed significantly, and periods
when the sign supporting earnings fixation hypothesis is opposite. Takehara (2018) argued that the clear
observation of such structural changes serves as evidence against the earnings fixation hypothesis.
Furthermore, when regressing accruals return spreads on 2� 3 portfolios constructed in the calculation
process of RMW (profitability) and CMA (investment) factors, the intercept was found to be statistically
significant. This implies the existence of risks not explained by RMW and CMA factors. These results sug-
gest the presence of missing factors not described in the FF5 model.

The next section demonstrates that the difference in coefficients between the forecast equation and
pricing equation, which constitutes the basis for the earnings fixation hypothesis, can be explained by
the omitted variable bias.

2.2. What the Mishkin test suggests in the presence of omitted variables

The Mishkin test is designed to verify hypotheses such as market efficiency and rational pricing. If mar-
ket efficiency holds, the conditional expected value based on prior information for abnormal returns is
expected to be zero, and it can be expressed as follows:
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E rtþ1 − r�tþ1j/t

� � ¼ 0 (1)

where
/t : the set of information available to the market at the end of period t:
rtþ1 : the return of security during period t þ 1:
r�tþ1 : the market’s subjective expectation of the normal return for period t þ 1:
If we consider Xt to represent the relevant variables in assessing security returns, the model in accord-

ance with condition (1), as demonstrated by Mishkin (1983), is as follows:

rtþ1 − r�tþ1 ¼ b Xtþ1 − X�
tþ1

� �þ etþ1 (2)

where
etþ1 : the error term with the property that E etþ1j/tð Þ ¼ 0:
Xtþ1 : a variable relevant to the pricing of the security t þ 1:
X�
tþ1 : the rational forecast of the relevant variable conditional on prior information,

X�
tþ1 ¼ E Xtþ1j/tð Þ:

b: a valuation multiplier.
Equation (2) implies that only unanticipated changes in Xtþ1 affect abnormal returns. In this context,

Xt represents earning performance, and b is the earnings response coefficient and is considered a posi-
tive value.

Here, if earnings are represented by a first-order auto-regressive model, we can obtain the following
forecasting and pricing equations:

Earningstþ1 ¼ a0 þ a1Earningst þ ttþ1 (3)

rtþ1 − r�tþ1 ¼ b Earningstþ1 − a0 � a�1Earningst
� �þ etþ1 (4)

The forecasting equation presented in (3) utilizes past information (Earningst) to predict future earn-
ings, Earningstþ1: The coefficient assigned to past earnings (a1) serves as an objective measure of the
relationship between Earningst and future earnings. By the joint estimation of (3) and (4), one can use
return information to infer how the market utilized information in Earningst to forecast Earningstþ1: The
rational expectation hypothesis embedded in the Mishkin test asserts that the market’s subjective
expectation of earnings, given past information, should be equal to the objective expectation of earn-
ings. Therefore, a test for rationality is verifying whether a1 equals a�1:

To obtain the estimated values of b and a�1, the a0 in the forecasting equation and the a0 in the pric-
ing equation need to be equal. Since Earningst ¼ Accrualst þCashFlowt holds, we can derive the follow-
ing system of equations:

Earningstþ1 ¼ c0 þ c1Accrualst þ c2CashFlowt þ ttþ1 (5)

rtþ1 − r�tþ1 ¼ b Earningstþ1 − c0 − c�1Accrualst − c�2CashFlowt
� �þ etþ1 (6)

Market efficiency implies c1 ¼ c�1 and c2 ¼ c�2: If c1 ¼ c�1 and c2 ¼ c�2, then the sum of squared resid-
uals from the estimation with the constraints c1 ¼ c�1 and c2 ¼ c�2 (SSRC) should be the same as those
without constraining c1 ¼ c�1 and c2 ¼ c�2 (SSRU). Mishkin (1983) demonstrates that this restriction can be
examined through the following likelihood ratio test which is asymptotically distributed as chi-square
statistic with degree of freedom q under the null hypothesis:

v2 qð Þ ¼ 2nlog
SSRC

SSRU

� �
(7)

where
q : the number of constrains imposed by market efficiency
n : the number of observations.
In prior studies such as that by Sloan (1996), the estimated values of â1 and â�

1 obtained from the
system of equations in (3) and (4) are close, suggesting that the market adequately predicts the persist-
ence of earnings. Therefore, market efficiency is not rejected in this case. However, in the system of
equations in (5) and (6), ĉ1 is estimated to be less than ĉ�1: This implies that despite a low degree of c1,
which is the ‘persistence of earnings’ for the next period, the impact of accruals on abnormal return (c�1)
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is significantly large. Consequently, it can be recognized that the market overestimates the persistence
of accruals. This result serves as evidence for the earnings fixation hypothesis.

However, as highlighted by Kraft et al. (2007), the forecasting equation in (5) and the pricing equation
in (6) face the problem of omitted variables. When predicting Earningstþ1, it is evident that other varia-
bles, which have explanatory power along with Earningst , exist. Whether there is bias in the estimated
coefficients depends on whether the omitted variables are rationally priced and whether they are corre-
lated with the variables in the forecasting and pricing equation. In other words, if a variable is correlated
with both accruals and future returns, and that variable is excluded from the system of equations, it
introduces bias to the estimated coefficients of Accrualst: Therefore, excluding such variables from the
estimation may lead to erroneous conclusions.

Kraft et al. (2007) noted that unconsidered risk factors in the benchmark model may serve as poten-
tial candidates for such variables. Takehara (2018) also points out that the benchmark asset pricing
model chosen when estimating abnormal returns in valuation equation (6) has not been appropriately
selected. Using Size-adjusted return as a benchmark in the Mishkin test, as seen in studies, including
those by Sloan (1996), Xie (2001), Shi and Zhang (2012), and Park et al. (2018), may lead to inconsisten-
cies with the recent context of asset pricing models.

We consider the bias introduced to the coefficients estimated in the equations of the Mishkin test (5)
and (6) when representing such omitted variables as Zt , as given below:

Earningstþ1 ¼ c0 þ c1Accrualst þ c2CashFlowt þ c3Zt þ ttþ1 (5)

rtþ1 − r�tþ1 ¼ b Earningstþ1 − c0 − c�1Accrualst − c�2CashFlowt − c�3Zt
� �þ etþ1 (6)

Substituting Earningstþ1 expressed as the forecasting equation (5’) into equation (6’), we have:

rtþ1 − r�tþ1 ¼ b c0 þ c1Accrualst þ c2CashFlowt þ c3Zt þ ttþ1 − c0 − c�1Accrualst − c�2CashFlowt − c�3Zt
� �

þ etþ1

¼ b c1 − c�1
� �

Accrualst þ b c2 − c�2
� �

CashFlowt þ b c3 − c�3
� �

Zt þ bttþ1 þ etþ1 (7)

which can be written as:

rtþ1 − r�tþ1 ¼ u1Accrualst þ u2CashFlowt þ u3Zt þ bttþ1 þ etþ1 (8)

Here, ui ¼ b ci − c�ið Þ, i ¼ 1, 2, 3, holds. Suppose the regression of Zt on Accrualst is represented as follows:

Zt ¼ aþ bAccrualst þ et (9)

When substituting Equation (9) into Equation (8), we have:

rtþ1 − r�tþ1 ¼ u1 þ bu3ð ÞAccrualst þ u2CashFlowt þ u3 aþ etð Þ þ btt þ et (10)

This implies that excluding Zt from the system of equations and estimating the system of equations
will introduce a bias to the estimated coefficient of Accrualst as follows:

û1 ¼ u1 þ bu3 (11)

Specifically, if Zt and Accrualst demonstrate a negative correlation (with a coefficient b < 0 in the
regression of Zt on Accrualst), and there is an unconsidered risk factor Zt not included in the benchmark
(u3 > 0), then the estimated value of û1 will be negatively biased.

The coefficient u3 > 0 representing a scenario where, in contrast to the assumption in equation (5’),
in equation (6’), the coefficients are estimated to describe the component of return variability explained
by Zt , which is a violation of the assumption that only unanticipated changes in Earningstþ1 affect
abnormal returns. Therefore, c�3 is estimated to be a smaller value than c3:

Scholars advocating the earnings fixation hypothesis argue that when expressed in the form of
Equation (10), the coefficient for /̂1 ¼ b̂ ĉ1 − ĉ�1

� �
is negative, that is, b̂ > 0 and ĉ1 < ĉ�1, suggesting

that investors overestimate the persistence of accruals. However, such estimation results naturally arise
due to the exclusion of variable Zt related to Accrualst from the system of equations, leading to a nega-
tive bias in the estimated coefficient of Accrualst:

In the context of accruals anomaly, where there is a difference in the coefficients of accruals ðĉ1 <
ĉ�1Þ between the forecasting equation (ĉ1) and pricing equation (ĉ�1) as determined by the Mishkin test,
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and when the benchmark asset pricing model does not include a factor associated with accruals, this
disparity serves as evidence suggesting the existence of a factor (Zt) associated with accruals.

This argument is considered the fundamental source of controversy surrounding the accruals anom-
aly. Equation (11) is described by three variables (u1, u3, and b), and various scenarios can be consid-
ered based on the possible values these variables can take. The implications of the Mishkin test in the
presence of omitted variables are outlined for eight plausible cases in Table 1.

Researchers supporting the earnings fixation hypothesis are believed to consider scenarios such as
those outlined in Table 1, specifically case (5) or (6). In case (5), accruals are considered to be not ration-
ally priced, while omitted variables are priced rationally. In case (6), there is no risk factor associated
with accruals, and the estimated coefficients are biased with respect to the risk factor associated with
omitted variables. While such cases may exist, scenarios such as (4) or (8), where the systematic risk
associated with accruals is omitted, are also sufficiently plausible. Therefore, this study explores the pos-
sibility of incorporating factors related to accruals into the benchmark asset pricing model. Kraft et al.
(2007) highlighted that, as with any test for market efficiency, the Mishkin test serves as a combined
assessment of both market efficiency and the assumed equilibrium pricing model. Identifying the appro-
priate model for equilibrium market returns is a non-trivial issue.

The next subsection focuses on the impact of the composition ratio of private information and public
information on risk premium in the market equilibrium, assuming the market microstructure described
by Easley and O’Hara (2004).

2.3. Market microstructure

Let us consider a two-period model. In this model, there exists a single risk-free asset, which is money
and has a constant price of 1. Additionally, there are K stocks with risks, indexed as k ¼ 1, . . . , K: The
future values of these stocks, denoted as vk , are independently normally distributed with a mean of vk
and a precision of qk: The stock k per capita supply, represented as xk , is also independently normally
distributed with an average of xk and a precision of gk: The prices of the stocks, pk , are determined by

Table 1. Results of the Mishkin test in the presence of omitted variables.
Under the assumption of market efficiency Under the assumption of earning fixation

u1 ¼ 0 u1 < 0

(1) u3 ¼ 0
b ¼ 0

Variables omitted and unrelated to accruals
are rationally priced.
Market efficiency is supported

(5) u3 ¼ 0
b ¼ 0

Accruals are not rationally priced, but omitted
variables unrelated to accruals are priced
rationally.
Accruals are mispriced and the earning
fixation hypothesis is supported.

(2) u3 6¼ 0
b ¼ 0

There are other omitted variables unrelated to
accruals that are not included in the
benchmark.
There is room for improvement in the
benchmark concerning the risk associated
with omitted variables.

(6) u3 6¼ 0
b ¼ 0

There is no risk factor associated with accruals.
The coefficients are biased with respect to
the risk associated with omitted variables.
Nevertheless, the earnings fixation
hypothesis might still be supported.

(3) u3 ¼ 0
b < 0

A risk factor related to accruals is already
included in the benchmark and is rationally
priced.
Market efficiency is supported

(7) u3 ¼ 0
b < 0

Accruals are not rationally priced, but omitted
variables related to accruals are priced
rationally.
Contradiction between u1 and u3 arises in
the assumption.

(4) u3 > 0
b < 0

There exists a risk factor related to accruals
that is not included in the benchmark.
There is room for improvement in the
benchmark concerning the risk associated
with accruals.

(8) u3 > 0
b < 0

The earning fixation hypothesis and the
existence of a factor related to accruals that
is not included in the benchmark are
intermingled;
the earning fixation hypothesis should be
tested after controlling the risk factor
related to accruals.

The variable ci represents the estimated coefficient in the forecast equation (5’), and c�i represents the estimated coefficient in the pricing
equation (6’). ui is defined as b ci − c�ið Þ, i ¼ 1, 2, 3, where b is the earnings response coefficient. If the omitted variable Zt , which is not
included in the benchmark asset pricing model, is expressed as Zt ¼ aþ bAccrualstþet , the coefficient b is believed to be less than 0.
Equation (11), û1 ¼ u1 þ bu3, represents the estimated coefficient for Accrualst when systematic risk related to accruals is not described in
the benchmark asset pricing model, expressed as Equation (10). Table 1 illustrates eight plausible scenarios for values of (u1, u3, and b).
Scenarios (1)–(4) correspond to cases where market efficiency is supported, while scenarios (5)–(8) correspond to cases where the earning
fixation hypothesis is supported.
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the market. Investors participate in trading at present at prices 1, p1, . . . , pKð Þ per share and receive pay-
offs the day after in the form of 1, v1, . . . , vKð Þ per share.

Investors receive signals at present concerning the future values of these stocks. Stock k is associated
with Ik signals, where Ik is an integer. These signals, denoted as sk1, . . . , skIk , are independently sampled
from a normal distribution with a mean of vk and a precision of ck:

Some of these signals are disclosed as public, while others remain private. The proportion of signals
related to the value of stock k that are kept private is indicated by ak , while the proportion of signals
that are made public is 1 − ak: All investors receive public signals before trading commences, whereas
private signals are exclusively received by informed investors. Let lk represent the fraction of investors
who receive the private signals regarding stock k: All the random variables are independent, and the
investors are aware of their respective distributions.

There are J investors, with indices j ¼ 1, . . . , J: These investors all possess CARA utility, characterized
by a risk aversion coefficient d > 0: In equilibrium, these investors need to hold the available supply of
money and stocks. The budget constraint for investor j at present is represented as:

mj þ
X

k
pkz

j
k ¼ mj (12)

Where, zjk is the quantity of shares of stock k that investor j purchases, mj is the amount of money
they hold, and mj is their initial wealth. Their wealth the day after is a random variable, denoted as ~wj ,
and can be expressed as:

~wj ¼
X

k
vkz

j
k þmj (13)

By substituting the budget constraint for mj , investor j’s wealth can be written as the sum of capital
gains and initial wealth:

~wj ¼
X

k
vk − pkð Þzjk þmj (14)

Because investor j has CARA utility and all the distributions are normal, the objective function for
investor j can be expressed in a standard mean-variance form.

max
zjk

E ~wj½ � − d
2
var ~wj½ � (15)

There exists a rational expectations equilibrium.

pk ¼ avk þ b
Xak Ik

i¼1
ski þ c

XIk

i¼ak Ikþ1
ski − dxk þ exk (16)

where a ¼ qk=Ck, b ¼ lkckþ
1−lkð Þqhk

ak Ik
Ck

, c ¼ ck=Ck, d ¼ dþ 1−lkð Þqhkd
ak Iklkck
Ck

, e ¼
1−lkð Þqhkd
ak Iklkck

Ck
,

Ck ¼ qk þ 1 − akð ÞIkck þ lkakIkck þ 1 − lkð Þqhk , and
qhk ¼ lkckakIkð Þ−2g−1

k d2 þ akIkckð Þ−1
h i−1

In equilibrium, the risk premium on asset k is described as follows:

E vk − pk½ � ¼ dxk
qk þ 1 − akð ÞIkck þ lkakIkck þ 1 − lkð Þqhk

(17)

The risk premium is influenced by the information structure of the stock. The denominator in this
context reflects the impact of traders’ initial beliefs and the influence of both public and private informa-
tion. When there is higher uncertainty about the asset’s value, leading to a smaller precision value qk ,
the stock’s risk premium tends to be greater. It is of utmost importance that how the required return is
affected by the fraction of the signals that are private, which is denoted as ak:

oE vk − pk½ �
oak

¼ dxk 1 − lkð ÞIkck
Ckð Þ2 1þ akIkgkl

2
kckd

−2
� �−2 > 0 (18)
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This demonstrates that a stock with a higher proportion of private information and a lower proportion
of public information will tend to have a greater expected excess return. This phenomenon arises because
when information is private, uninformed investors are unable to completely deduce the information from
prices. Consequently, they perceive the stock as being riskier, thus requiring the risk premium.

Even though uninformed investors are rational and optimally diversify their portfolios to mitigate risk,
uninformed investors, lacking knowledge of the value of private information, cannot eliminate this risk,
regardless of how much they diversify. Moreover, they cannot arbitrage this effect away, nor can they
make arbitrage profits by solely holding all high a stocks and shorting all low a stocks. Adopting such
strategy is extremely risky for uninformed investors as these stocks encompass both positive and nega-
tive news. Informed investors have the advantage of buying more of the stocks with positive news and
holding fewer of the stocks with negative news, allowing them to exploit their information. This option
is not available to uninformed investors.

In market equilibrium, informed and uninformed investors hold different mean-variance efficient
portfolios. Assuming a representative agent and constructing a mean-variance efficient average
market portfolio, the utility level of this representative agent is lower than that of the uninformed investor.
In a world with symmetric information, such as in the CAPM, market prices are not informative, with noth-
ing to learn from prices. However, in a world with asymmetric information, uninformed investors can learn,
albeit not completely, from public information and equilibrium prices. By ignoring this effect and holding
the average market portfolio, the representative agent would achieve only a lower level of utility.

As the fraction of the private signals and uncertainty about the asset’s value increase, the required return
increases. Furthermore, as the proportion of informed investors, precision of both public and private infor-
mation, and overall quantity of information increase, the required return decreases. Cross-sectional returns
on stocks will, therefore, be contingent on the information structure specific to each stock. As highlighted
by Easley and O’Hara (2004), if information structures are associated with other readily observable variables,
these variables may serve as proxies for the effect of information structures in elucidating the cross-section
of returns. In contrast to the conventional CAPM pricing framework, investors require compensation for
what can be initially perceived as idiosyncratic risk related to each individual asset. In market equilibrium,
investors require a risk premium as compensation for being exposed to the risk associated with adverse
selection, where the effect of adverse selection resulting from the information structure predominates the
impact of trading by informed investors enriching the information content of security prices.

2.4. Hypothesis development

The dividend discount model with clean surplus accounting by which FF5 is motivated does not con-
sider the adverse selection problem arising from the information structure, as described by Easley and
O’Hara (2004). Accruals are considered investments in working capital and play a crucial role in the
growth process of firms. Given the asymmetric information among investors when forecasting returns
on such investments, investors face adverse selection problems. Consequently, in a market equilibrium,
investors are believed to require a premium as compensation for their exposure to adverse selection
risk. Therefore, this study examines whether fluctuations in the composition ratio of private and public
information are recognized as systematic risks.

By modeling portfolio payoffs as elements of the Hilbert space, the asset pricing model is a proxy for the
stochastic discount factor (SDF) (Chamberlain & Rothschild, 1983; Harrison & Kreps, 1979). The existence of
strictly positive SDFs provides no-arbitrage conditions. Assuming a complete market, a unique strictly positive
SDF exists. Simply assuming the existence of SDFs, the portfolio payoff obeys the Law of One Price. Following
previous studies, this study assumes the existence of SDFs. The asset-pricing model represented as SDF is the
pricing operator on payoff. Because the analysis of the asset pricing model is the analysis of the dual space of
the payoff space, which is also the Hilbert space, the asset-pricing model has an orthogonal basis.

If we consider asset pricing models as analyses on Hilbert space, factors are expected to be orthog-
onal. Therefore, the stocks listed on the first and second sections of the Tokyo Stock Exchange were
categorized into low and high groups based on five criteria: firm size, book-to-market ratio, operational
(or cash) profitability, the growth of total assets, and accruals value. This process resulted in the forma-
tion of 32 portfolios, with all the criteria being orthogonal to each other. The factors related to accruals
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are denoted as the portfolio value-weighted average return of firms with low-accruals minus those with
high-accruals, labeled as PMP (private minus public). By constructing a portfolio using such a method,
this portfolio is considered to proxy for the difference between the expected returns of portfolios for
firm groups with high ak, described as Equation (17), and those with low ak: This basic spread portfolio
factor is commonly considered as proxy for the corresponding mimicking portfolio (Barillas & Shanken,
2018). By constructing factors related to accruals to be orthogonal to each of the FF5 factors, these
accruals factors are presumed to represent variables expressing the adverse selection risk not
described in FF5. This study aims to investigate whether the following asset pricing model can
enhance FF5 and FF6.

Rit − RFt ¼ ai þ bi RMt − RFtð Þ þ siSMBt þ hiHMLt þ riRMWt

þciCMAt þ piPMPt þ eit (19)

Rit − RFt ¼ ai þ bi RMt − RFtð Þ þ siSMBt þ hiHMLt þ riRMWt

þciCMAt þ uiUMDt þ piPMPt þ eit (20)

Additionally, the study aims to test the following hypotheses:

H1: Factors related to accruals represent risks not explained by FF5.

H2: The addition of accruals factors can enhance FF5 or FF6.

H3: Both discretionary accruals factors based on discretionary accruals and non-discretionary accruals factors
based on non-discretionary accruals can improve FF5 or FF6.

H4: Accruals factors are priced in the market.

H1 is tested by conducting a spanning regression test with accruals factors as the dependent variable
and factors from FF5 or FF6 as independent variables, examining whether the intercept is statistically
significant. H2 and H3 are tested through the GRS model comparison test based on test asset irrele-
vance, and these are further verified in a Bayesian framework. H4 testing involves estimating the HJ-
Distance while estimating the risk premiums of the factors.

2.5. Model comparison test and test asset irrelevance

The traditional HJ-Distance suggested by Hansen and Jagannathan (1997) is a quadratic form of specifi-
cation error using the second moment matrix of the payoff as the weighting matrix. Kan and Robotti
(2008) showed that the modified HJ-Distance of which the weighting matrix is replaced by the variance
covariance matrix of test asset is analogous to the GRS test. Kan and Robotti (2008) showed that under
the condition where factors are priced without errors, the GRS test statistic is a special version of the
modified HJ-Distance. This constraint means that the factor premia equal the expected factor values,
which is a standard assumption in the alpha-based framework.

Barillas and Shanken (2017) showed the neutrality of the test asset under a model comparison using
the GRS test. They demonstrated that for a model to be considered appropriate, it is necessary for it to
be able to price factors from other models, akin to how it prices the test asset. This indicates a potential
for improving the squared Sharpe ratio if the ‘alphas’ from regressing the factors of other models onto
that particular model are jointly different from zero. In this context, it has been shown that the test asset
is dropped out and becomes irrelevant when conducting model comparisons.

Let f1 represent the factors in Model 1, and let Model 1 be nested within Model 2, where its factors
are represented as f1, f2ð Þ: Additionally, consider the test asset as R: When pricing factors f2 and R with
respect to factor f1, the resulting ‘alphas’, which quantify the extent to which f1 fails to price f2 and test
asset R, leads to a squared Sharpe ratio increase, as expressed by the following formula:

sh2 f1, f2, Rð Þ − sh2 f1ð Þ ¼ a0R2R
−1
R2aR2 ¼ d21 (21)

The first equality in Equation (21), as observed in studies by Gibbons et al. (1989) and Barillas and
Shanken (2017, 2018), demonstrates that the difference between the squared Sharpe ratio of the effi-
cient frontier formed by combining the test asset R and the factors f1, f2ð Þ and the squared Sharpe ratio
of the efficient frontier formed by factor f1 is expressed as a quadratic form of ‘alphas.’ The second
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equality in Equation (21), as shown by Kan and Robotti (2008), indicates that, under the condition where
factor f1 is priced without errors, the GRS test statistic is a special version of the modified HJ-Distance :

Similarly, the GRS test statistic when regressing the test asset R on the factors f1, f2ð Þ of Model 2 can be
expressed as follows, as in Equation (21).

sh2 f1, f2, Rð Þ − sh2 f1, f2ð Þ ¼ a0RR
−1
R aR ¼ d22 (22)

Subtracting Equation (22) from Equation (21), we have:

d21 − d22 ¼ sh2 f1, f2, Rð Þ − sh2 f1ð Þ
� 	

− sh2 f1, f2, Rð Þ − sh2 f1, f2ð Þ
� 	

¼ sh2 f1, f2ð Þ − sh2 f1ð Þ (23)

The difference in the modified HJ-Distance defined for the two models as mentioned above implies
that it is equal to the difference in the squared Sharpe ratio between Model 2 and Model 1, indicating
that selecting the model with a lower modified HJ-Distance is equivalent to choosing the model with a
higher squared Sharpe ratio. Additionally, it signifies that the test asset has been dropped out, and, simi-
lar to GRS tests, using the modified HJ-Distance for model comparisons also demonstrates the concept
of test asset irrelevance.

2.6. Bayesian model comparison

Barillas and Shanken (2018) provide a Bayesian F-test, implementing the GRS test with test asset irrele-
vance. The Bayesian F-test is based on the results of Barillas and Shanken (2017), who highlight that,
when comparing models using traded factors, it is sufficient to assess each model’s capability to price
the factors in the other models.

Chib et al. (2020) argued that the Bayesian setting proposed by Barillas and Shanken (2018) is
unsound. Since the improper priors of nuisance parameters described by Barillas and Shanken (2018) are
the same as those multiplied by any arbitrary positive constant, the marginal likelihood is indeterminate.
To mitigate this arbitrariness, Barillas and Shanken (2018) refer to nuisance parameters that are common
across models. However, the assumption that the nuisance parameters are common across models is
violated in model comparison. Chib et al. (2020) provide the solution to this problem by using the
invertible map of nuisance parameters that connects all models under consideration, as well as the
Jacobian of the transformation. In this study, the Bayesian framework of model comparison follows that
of Chib et al. (2020). A brief notation of the Bayesian framework is given below.

Suppose a collection of K traded risk factors. The market factor Mkt is one of these K factors and is
contained in all models. The asset pricing model is composed of remaining K − 1 risk factors and the
model space is J ¼ 2K−1: Let Mj, j ¼ 1, 2, . . . , J stand for any one of the possible models. The vector of
risk factors is defined as Mkt, f j

� 	
and size of risk factors is denoted as Lj: The excluded factor is

denoted as f�j and its size is K − Lj: Let t ¼ 1, 2, . . . T denote a particular point in the sample observation.
The model Mj is defined as follows.

f j, t ¼ aj þ bjMktt þ ej, t ej, t � NLj−1 0,Rjð Þ (24)

f�j, t ¼ b�j,m B�
j, f

� � Mktt
f j, t

� �
þ e�j, t e�j, t � NK−Lj 0,R�

j
� �

(25)

In Equation (25), an intercept vector is absent because of the pricing restriction, which means that
the excluded factor f�j, t does not span the space. It is assumed that the error terms ej, t and e�j, t are mutu-
ally independent and independently distributed. Let M1 denote the model in which all K factors are risk
factors, Mj, j ¼ 2, . . . , J − 1 denote the models in which Mkt, f j

� 	
are the risk factors, and MJ denotes the

model in which Mktf g is the only risk factor.
Let vecð∙Þ denote the vec operator which transforms a matrix into a column vector by vertically stack-

ing the columns of the matrix. Let vechð∙Þ denote the operator which stacks the elements of a matrix
below and including the diagonal elements. By using those operators, b�j, f ¼ vec B�

j, f
� �

, rj ¼ vechðRjÞ,
and r�j ¼ vechðR�

j Þ are denoted as the vectorized forms of B�
j, f , Rj , and R�

j , respectively. Then, the
parameters of Mj are
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hj ¼ aj , bj , b
�
j,m, b

�
j, f ,rj, r

�
j

� � 2 Hhj (26)

Further, the nuisance parameters of Mj are

gj ¼ bj, b
�
j,m, b

�
j, f , rj , r

�
j

� �
(27)

Suppose that Hhj and Hgj
are the parameter space of hj and gj: Since the improper priors of nuisance

parameters are the same as those multiplied by any arbitrary positive constant, let cw g1M1ð Þ denote an
improper prior on g1 with an arbitrary constant c: Suppose the invertible map which connects the nuis-
ance parameter g1 of M1 and the nuisance parameters gj of generic model Mj:

g1 ¼ g−1j gjð Þ (28)

The improper priors of gj can be described as follows with the absolute value of the Jacobian of the
transformation.

~w gjjMj
� � ¼ cw g−1j gjð ÞjM1

� �
jdet og−1j gjð Þ

ogj 0

 !
j, j ¼ 2, . . . , J (29)

Let y1:T ¼ f1, f
�
1, . . . , fT , f

�
T

� �
, denoted as the sample observation of the factors. The marginal likeli-

hood of M1 and Mj are the integral of the sampling density with respect to the prior.

m y1:TjM1
� � ¼ ð

Hg1

ð
Ha1

p y1:TjM1, h1
� �

p a1jM1, g1ð Þcw g1jM1ð Þdh1 (30)

~m y1:TjMj
� � ¼ ð

Hgj

ð
Haj

p y1:TjMj, hj
� �

p ajjMj , gj
� �~w gjjMj

� �
dhj

¼
ð
Hgj

ð
Haj

p y1:TjMj, hj
� �

p ajjMj , gj
� �

cw g−1j gjð ÞjM1

� �
jdet og−1j gjð Þ

ogj 0

 !
jd aj , gjð Þ (31)

where

p ajjMj, gj
� � ¼ N Lj−1 ajj0, kRj

� �
(32)

and k > 0 represent our belief about the possible extent of deviations from the expected return relation.
Since the same arbitrary constant c arises from the right-hand side of marginal likelihood in the collec-
tion of Mj , j ¼ 1, 2, . . . , J, the constant c cancels out when comparing any two models. In this study, the
computation of the marginal likelihood follows Chib et al. (2020).

3. Composition and properties of the factors

3.1. 5� 5 Sorted portfolios properties

Table 2 presents the descriptive statistics and correlation coefficients for firm size (Size), book-to- market
ratio (BE/ME), operating profitability (OP), cash profitability (CP), investment (Inv), total accruals (TA), dis-
cretionary accruals (DA), and non-discretionary accruals (NDA). Discretionary accruals are defined as the
difference between total accruals and the estimated non-discretionary accruals. The detailed method-
ology for estimating NDA using the Jones model, modified Jones model (MJones), CFO-modified Jones
model (CFO-MJones), and Forward Looking model (FL) is provided in Appendix A.

Following Fama and French (2015), the first step is to examine the Size, BE/ME, profitability, invest-
ment, and accruals patterns in average return. Panel A (left side) of Table 3 shows the average monthly
excess return for 25 value-weighted portfolios, obtained through independent sorts of stocks into five
Size groups and five BE/ME groups (5� 5 Size-BE/ME sorts). The right side of panel A shows t-statistics
of the average return for 25 value-weighted portfolios. The samples investigated include the stocks of
firms listed on the Tokyo Stock Exchange. The financial data were provided by Nikkei Financial Quest.
Data were collected for the period September 1978− June 2012 (407 monthly observations). The Size
and BE/ME quintile break points are based on the first section of the Tokyo Stock Exchange, and the
sample includes stocks from both the first and second sections of the Tokyo Stock Exchange. Following
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Kubota and Takehara (2018), given that over 90% of Japanese firms have their fiscal year-end at the end
of March, the portfolio updating period has been set at the end of August each year.

As pointed out by Fama and French (1993, 2015), within each BE/ME category in panel A of Table 3,
the average return decreases from small stocks to big stocks, which is commonly referred to as the size
effect. There are some exceptions, but overall, it follows the same trend as the average return pattern
that has been revealed in prior research. The relationship between average return and BE/ME, commonly
referred to as the value effect, appears to be more consistently observed. Across all Size categories,
there is a consistent trend of average return increasing with BE/ME.

Panel B of Table 3 displays the average excess return for 25 value-weighted portfolios resulting from
the independent sorting of stocks into quintiles based on firm size and operating profitability. Operating

Table 2. Descriptive statistics and correlation.
Panel A: Descriptive statistics.

Variables N Mean s.d min max

Size 38,787 146.227 526.817 0.139 23,321
BE/ME 38,787 1.064 0.848 0.000 24.720
OP 38,787 0.088 0.660 −66.000 8.742
CP 38,787 0.094 0.939 −39.450 75.440
Inv 38,787 0.047 0.840 −0.779 154.000
TA 38,787 −0.008 0.088 −2.075 5.799
DA_Jones 15,174 −0.005 0.108 −1.621 4.291
DA_MJones 15,174 −0.006 0.107 −1.613 4.107
DA_CFOMJones 15,174 −0.001 0.055 −0.861 1.573
DA_FL 15,174 −0.002 0.048 −0.554 1.494
NDA_Jones 15,174 −0.014 0.072 −4.369 1.529
NDA_MJones 15,174 −0.014 0.070 −4.185 1.592
NDA_CFOMJones 15,174 −0.018 0.066 −0.814 2.608
NDA_FL 15,174 −0.018 0.072 −1.190 2.678

Panel B: Correlation coefficient.

Accruals Size BE/ME OP CP Inv

Accruals 1
Size 0.012 1
BE/ME −0.058 −0.201 1
OP 0.070 0.044 −0.057 1
CP −0.041 0.008 −0.045 0.407 1
Inv 0.152 0.098 −0.076 0.069 −0.062 1
DA_Jones 0.745 0.011 −0.045 0.045 −0.035 0.078
DA_MJones 0.756 0.013 −0.053 0.052 −0.039 0.136
DA_CFOMJones 0.646 0.004 −0.018 0.071 0.002 0.108
DA_FL 0.561 0.003 −0.004 0.039 −0.006 0.079
NDA_Jones 0.094 −0.001 −0.003 0.016 0.002 0.067
NDA_MJones 0.087 −0.004 0.009 0.007 0.008 −0.018
NDA_CFOMJones 0.772 0.013 −0.061 0.032 −0.055 0.109
NDA_FL 0.831 0.013 −0.068 0.058 −0.046 0.131

DA_Jones DA_MJones DA_CFO MJones DA_FL NDA_Jones NDA_MJones NDA_CFO MJones NDA_FL
DA_Jones 1
DA_MJones 0.951 1
DA_CFOMJones 0.417 0.422 1
DA_FL 0.325 0.327 0.859 1
NDA_Jones −0.595 −0.508 0.155 0.190 1
NDA_MJones −0.526 −0.587 0.156 0.197 0.889 1
NDA_CFOMJones 0.628 0.638 0.014 0.020 −0.006 −0.016 1
NDA_FL 0.681 0.694 0.204 0.006 −0.015 −0.027 0.919 1

Panel A in Table 2 presents the descriptive statistics, and Panel B presents the correlation coefficients. Firm size (Size), book-to-market equity
ratio (BE/ME), operating profitability (OP), cash profitability (CP), investment (Inv), and total accruals (TA) represent samples of firms available
from September 1978 to July 2012. Additionally, discretionary accruals (DA) and non-discretionary accruals (NDA) represent samples of firms
available from September 1994 to July 2012, as there is a period during which coefficients are estimated in a time series context. Size repre-
sents the market capitalization as of the end of August, and BE/ME is the book-to-market equity ratio. OP is calculated as annual revenues
minus the cost of goods sold; interest expense; and selling, general, and administrative expenses, all divided by book equity at the end of
the fiscal year before year t. CP is calculated as OP minus the changes in accounts receivable from t-2 to t-1, inventory, and prepaid
expenses, plus the change in deferred revenue, accounts payable, and accrued expenses, all divided by book equity at the end of the fiscal
year before year t. Inv is defined as the growth of total assets for the fiscal year ending in t-1 divided by total assets at the end of t-2. TA is
profit before income taxes minus cash flows from operating activities, divided by the average total assets of fiscal year t-1. Discretionary
accruals (DA) are the difference between TA and the estimated non-discretionary accruals (NDA). The detailed methodology for estimating
non-discretionary accruals using the Jones model, Modified Jones model (MJones), CFO-modified Jones model (CFO-MJones), and a Forward-
Looking model (FL) is provided in Appendix A.
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profitability (OP) is calculated as annual revenues minus the cost of goods sold; interest expense; and
selling, general, and administrative expenses, all divided by book equity at the end of the fiscal year
prior to year t. The details of 5� 5 Size-OP sorts are identical to those in Panel A, with the only differ-
ence being that the second sort is based on operating profitability rather than BE/ME. The size effect is
apparent in the 25 Size-OP portfolios, and the profitability effect is shown to be opposite between panel
B of Table 3 and the results reported by Novy-Marx (2013) and Fama and French (2015). The profitability
effect is characterized by a low average return for the lowest OP quintile and a high average return for
the highest OP quintile; however, panel B of Table 3 shows the average return decrease from low oper-
ating profitability to high operating profitability. This property of operating profitability observed using
Japanese market data was already revealed by Kubota and Takehara (2018); they showed that the differ-
ences of average return, which were the portfolios return of high profitability minus those of low profit-
ability, were negative across all size categories, although they were not statistically significant. The
discounted dividend model is a supported model when using United States (Fama and French, 2015,
2018) and international data (Novy-Marx, 2013), and from the perspective of validating the discounted
dividend model, it is considered necessary to incorporate RMW (profitability) factor into the model for
validation, even if RMW exhibits characteristics opposite to United States and international data.

Panel C of Table 3 shows the average excess return for 25 Size-CP portfolios, which are formed in the
same manner as the 25 Size-BE/ME portfolios, but with the second sort based on cash profitability.
Following Ball et al. (2016), cash profitability (CP) is calculated as operating profitability, minus the

Table 3. 5� 5 Sorted portfolio property.
Average return t-Statistics

Low 2 3 4 High Low 2 3 4 High

Panel A: Size-BE/ME portfolios
Small 0.666 0.813 0.838 0.937 1.070 Small 1.766 2.340 2.501 2.917 3.421
2 0.322 0.406 0.530 0.676 0.943 2 0.887 1.203 1.653 2.161 2.922
3 0.092 0.314 0.443 0.710 0.911 3 0.280 1.054 1.533 2.318 2.941
4 0.037 0.325 0.606 0.734 0.827 4 0.118 1.165 2.065 2.523 2.708
Big −0.149 0.305 0.674 0.665 0.985 Big −0.494 1.131 2.377 2.196 2.689
Panel B: Size-OP portfolios
Small 1.240 0.882 0.799 0.739 0.661 Small 3.296 2.807 2.660 2.464 1.996
2 0.937 0.661 0.578 0.513 0.363 2 2.439 2.061 1.875 1.742 1.162
3 0.683 0.567 0.534 0.424 0.278 3 1.857 1.910 1.848 1.477 0.909
4 0.723 0.587 0.417 0.334 0.302 4 2.046 2.049 1.484 1.223 1.033
Big 0.025 0.266 0.339 0.161 0.176 Big 0.065 0.887 1.187 0.603 0.637
Panel C: Size-CP portfolios
Small 1.120 0.788 0.911 0.780 0.858 Small 3.041 2.581 2.974 2.506 2.534
2 0.715 0.666 0.546 0.661 0.580 2 1.971 2.036 1.794 2.201 1.749
3 0.644 0.349 0.470 0.547 0.454 3 1.869 1.156 1.615 1.906 1.506
4 0.569 0.444 0.450 0.415 0.428 4 1.703 1.544 1.613 1.519 1.451
Big 0.100 0.248 0.126 0.314 0.282 Big 0.290 0.861 0.463 1.123 1.011
Panel D: Size-Inv portfolios
Small 1.190 0.971 0.818 0.770 0.678 Small 3.307 2.860 2.675 2.534 2.072
2 0.914 0.669 0.664 0.536 0.355 2 2.522 2.039 2.110 1.736 1.148
3 0.642 0.699 0.532 0.368 0.254 3 1.930 2.160 1.819 1.287 0.846
4 0.647 0.686 0.445 0.357 0.209 4 1.960 2.386 1.592 1.253 0.736
Big 0.403 0.327 0.262 0.271 0.091 Big 1.217 1.087 0.956 1.012 0.320
Panel E: Size-TA portfolios
Small 1.060 0.994 0.934 0.736 0.818 Small 3.025 3.002 2.981 2.306 2.478
2 0.873 0.796 0.607 0.477 0.431 2 2.467 2.338 2.048 1.530 1.350
3 0.676 0.695 0.492 0.322 0.332 3 2.029 2.212 1.657 1.144 1.103
4 0.660 0.547 0.452 0.276 0.333 4 2.158 1.883 1.553 0.994 1.143
Big 0.330 0.323 0.183 0.218 0.098 Big 1.170 1.114 0.616 0.744 0.350

Panel A in Table 3 shows the average monthly excess return for 25 value-weighted portfolios, obtained through independent sorts of stocks
into five firm size (Size) groups and five book-to-market equity ratio (BE/ME) groups (5� 5 Size-BE/ME sorts). On the right side of the panel
A, t-statistics are presented. Using a similar portfolio composition method, Panel B displays the average returns and t-statistics for Size-OP
(operating profitability), Panel C for Size-CP (cash profitability), Panel D for Size-Inv (investment), and Panel E for Size-TA (total accruals) in a
5� 5 sorted portfolio. During September 1997–August 1998 and September 1999–August 2002, when conducting 5� 5 Size-BE/ME sorts,
no firms belonged to the largest Size and BE/ME groups. Therefore, the analysis was conducted by replacing this period with the excess
return being zero. Of the 10,175 portfolio years, 48 had missing data, accounting for 0.472% of the total sample period. The Nikkei Financial
Quest provided the financial data. Data were collected from September 1978 to June 2012 (407 monthly observations). The 5� 5 sorted
portfolio break points are based on the first section of the Tokyo Stock Exchange. The sample includes stocks from both the first and second
sections of the Tokyo Stock Exchange. Given that over 90% of Japanese firms have their fiscal year-end at the end of March, the portfolio
updating period has been set at the end of August each year.
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changes in accounts receivable from t-2 to t-1, inventory, and prepaid expenses, plus the change in
deferred revenue, accounts payable, and accrued expenses, all divided by book equity at the end of the
fiscal year prior to year t. Panel C shows a decline in average return as cash profitability increases, going
from low cash profitability to high cash profitability except for large market capitalization. Fama and
French (2018) demonstrated through bootstrapping simulations that their six-factor models incorporat-
ing cash profitability factors yield higher Sharpe ratios compared to those incorporating operating profit-
ability factors. Since the operating and cash profitability effects exhibit different trends from the data in
the United States, this study aims to examine both cases.

Panel D of Table 3 displays the average excess return for 25 Size-Inv portfolios, which are formed in
the same manner as the 25 Size-BE/ME portfolios, but with the second sort based on investment.
Investment (Inv) is defined as the growth of total assets for the fiscal year ending in t-1 divided by total
assets at the end of t-2. In each size quintile, the average return on the portfolio in the lowest invest-
ment quintile is higher than the return on the portfolio in the highest investment quintile. The invest-
ment effect is apparent as the average return declines from the low investment portfolio to high
investment portfolio. Although Fama and French (2015) show that a size effect is not observed in the
highest investment quintiles, in the Japanese market data, the size effects were evident across all invest-
ment categories.

Panel E of Table 3 displays the average excess return for 25 Size-TA (total accruals) portfolios, which
are formed in the same manner as the 25 Size-BE/ME portfolios, but with the second sort based on total
accruals. TA is defined as profit before income taxes minus cash flows from operating activities, divided
by the average total asset of fiscal year t-1. Because Japanese GAAP do not mandate the disclosure of
the cash flow statement before the year 2000, operating cash flow is computed using the indirect
method. The calculation method for TA follows the same approach as that by Muramiya et al. (2008).
The net income of Japanese firms shares similarities with income before extraordinary items in the U.S.
Consequently, TA is defined as the difference between net income and CFO, divided by the average
total asset of fiscal year t-1. The impact of the accruals effect is evident as the average return decreases
when moving from the low TA portfolio to high TA portfolio. The smaller the portfolio size and the
lower the total accruals, the higher the average return and the likelihood of statistically significant t-sta-
tistics. There are a few exceptions, but the overall trend is evident.

The correlation coefficients between the values of accruals and the criteria used to compose the fac-
tors in the FF5, namely firm size (Size), book-to-market equity ratio (BE/ME), operating profitability (OP),
cash profitability (CP), and investment (Inv), are indicated to be low in Panel B of Table 2. Hence, the
returns from accruals are believed to differ from those based on FF5 criteria variables.

3.2. Factor definitions

The method used to generate value factor HML (high minus low book-to-market equity) follows that of
Fama and French (1993, 2015). HML involves categorizing stocks annually into two size categories and
three book-to-market equity groups. The operating profitability RMWo (robust minus weak), cash profit-
ability RMWc, investment CMA (conservative minus aggressive), and accruals factors PMP (private minus
public) for the 2� 3 sorting method are built in a similar manner to HML, with the exception of the
second sorting criterion. The momentum factor UMD (up minus down) involves categorizing stocks
monthly into two size categories and three average monthly returns from t-12 to t-2. Let us denote
those factors as 2� 3 factors. Using the 2� 3 sorting approach, four additional Size factors are gener-
ated. Following the methodology outlined by Fama and French (2015), the two types of SMB size factors
SMBo and SMBc are calculated as the average of SMBBE/ME, SMBOP, and SMBInv, or alternatively, as the
average of SMBBE/ME, SMBCP, and SMBInv.

In addition to these factor composition methods, factors were composed using orthogonal decom-
position. To expand the asset pricing model and enhance the ability to isolate the premium in average
returns linked to Size, BE/ME, OP (or CP), Inv, and TA, the method utilizes five sorting criteria to simul-
taneously manage these five variables, ensuring they are orthogonalized with respect to each other. The
stocks are independently categorized into two Size, BE/ME, OP (or CP), Inv, and TA groups using the first
section of the Tokyo Stock Exchange. These intersections of the groups result in 32 value-weighted
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portfolios. Let us denote those factors as 2� 2� 2� 2� 2 factors. The size factor, SMB, is determined
by calculating the average return of the 16 small stock portfolios minus the average return of the 16 big
stock portfolios. Similarly, HML, RMWo (or RMWc), CMA, and PMP are derived using the same approach.
Following Kubota and Takehara (2018), the portfolio updating period has been set at the end of August
each year. The updating frequency of categories when constructing the UMD factor is monthly, while
the updating frequency of categories for other factors is annual, which is why the UMD factor was not
included in the orthogonal decomposition. Moreover, the classification of up to 6 categories result in 64
value-weighted portfolios, which are too many classifications to effectively diversify. The void portfolio
may occur in 64 classifications.

3.3. Summary statistics of factor returns

Table 4 shows the summary statistics for factor returns and correlation of factors. Panel A of Table 4
shows the market factor Mkt and two types of Size factors SMBo and SMBc. The average return of mar-
ket factor is 0.260% per month, which is not statistically significant (t-statistics is 0.988). The inclusion of
Japan’s bubble period and the subsequent long-term economic stagnation following the burst of the
bubble period is considered to have influenced the statistical insignificance of a market factor; the result
is consistent with that of Kubota and Takehara (2018). Even if market factor Mkt is not statistically signifi-
cant, Mkt is considered essential in asset pricing models and is included in all of the following models.
The difference in average returns between SMBo and SMBc is a mere 0.004%. The only difference
between SMBo and SMBc lies in their operating profitability and cash profitability, and thus, their correl-
ation coefficient is very high at 0.999.

Panel B of Table 4 shows the average return, t-statistics, and standard deviation of HML, RMWo,
RMWc, CMA, PMP, and UMD. The average return of the HML factor is 0.701% per month, which is signifi-
cantly higher compared to the other FF5 factors. Fama and French (2018) report that the value and
investment effects are roughly of the same magnitude. However, when using Japanese data, it was dem-
onstrated that the value effect is approximately 1.826 times greater than the investment effect.
Regarding profitability, as seen in the average return of the 5� 5 sorted portfolio, the trend has
reversed compared to the data in the United States, with RMWo and RMWc showing negative values.
The CMA factor representing the investment effect has an average return of 0.384% per month, with a
t-statistic of 3.003. The average return of the PMP factor representing the accruals effect is 0.269% per
month, and with a t-statistic of 2.673, it is statistically significant at the 1% level. The average return of
the UMD factor takes a value that is an order of magnitude higher when compared to that of the other
factors.

For example, when considering the HML factor, a 2� 3 factor constructs six portfolios based on size
and BE/ME criteria. Afterward, for both small size and big size categories, the HML factor is calculated by
taking the average of the portfolios return with higher BE/ME values minus the portfolios return with
lower BE/ME values. To verify whether these values differ by size, the values of the portfolios before
averaging by size are presented in the rows below. The ‘Small’ row represents the calculation for the
small size, and the ‘Big’ row represents the calculation for the large size. The ‘Average’ row is the aver-
age of these values.

The impact of the value effect is more noticeable in larger portfolios compared to smaller ones, with
a discernible variation of 0.375%. The profitability effect shows a significant reversal with United States
data in small-size portfolios, while in large-size portfolios, the profitability effect is not statistically signifi-
cant. The investment effect is observed to a similar extent in both small- and large-size portfolios, with a
difference of approximately 0.028%. The accruals effect is notably observed in small-size portfolios, being
0.129% greater than in large-size portfolios. The accruals effect in small-size portfolios is statistically sig-
nificant at the 1% level. The momentum effect is not statistically significant in small-size portfolios but is
notably accentuated in large-size portfolios, exhibiting a significant difference of 6.487%. Fama and
French (2018) observe that all of these effects (except for accruals) are more prominent in portfolios
with smaller sizes. However, when using Japanese data, it was found that in the case of the value, profit-
ability, and momentum effects, larger-sized portfolios exhibited higher average returns.
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Table 4. Average return of factors and correlation of factors.
Panel A: Summary statistics for market and size factors (2� 3)

Average return t-Statistics

Factors Mkt SMBo SMBc Mkt SMBo SMBc

0.260 0.340 0.344 0.988 1.895 1.896
Standard deviation

Mkt SMBo SMBc

0.053 0.036 0.037

Panel B: Summary statistics of value, operating profitability, cash profitability, investment, accruals, and momentum factors (2� 3)

Average return t-Statistics

Factors HML RMWo RMWc CMA PMP UMD HML RMWo RMWc CMA PMP UMD

Average 0.701 −0.237 −0.011 0.384 0.269 3.730 5.612 −1.654 −0.110 3.003 2.673 6.377
_Small 0.514 −0.475 −0.130 0.398 0.334 0.490 4.262 −3.641 −1.459 3.699 3.636 0.672
_Big 0.889 0.000 0.107 0.370 0.205 6.977 4.553 −0.001 0.664 1.954 1.296 4.498

Standard deviation

HML RMWo RMWc CMA PMP UMD

0.025 0.029 0.021 0.026 0.020 0.118

Panel C: The correlation of factors (2� 3)

Mkt SMBo SMBc HML RMWo RMWc CMA PMP UMD

Mkt 1
SMBo −0.055 1
SMBc −0.056 0.999 1
HML −0.213 0.199 0.200 1
RMWo −0.229 −0.383 −0.412 0.025 1
RMWc −0.221 −0.371 −0.376 0.098 0.738 1
CMA 0.158 0.217 0.240 0.139 −0.620 −0.236 1
PMP 0.084 −0.020 −0.001 0.006 −0.392 −0.004 0.593 1
UMD 0.000 0.036 0.034 0.062 0.039 0.033 −0.028 −0.029 1

Panel D: Summary statistics of size, value, operating profitability, cash profitability, investment, and accruals

ð2� 2� 2� 2� 2Þ Average return t-Statistics

Factors SMB HML RMW CMA PMP SMB HML RMW CMA PMP

Total Accruals _OP 0.197 0.429 −0.106 0.198 0.110 1.208 4.808 −1.236 2.699 1.804
_CP 0.208 0.458 −0.034 0.229 0.157 1.272 5.341 −0.464 2.943 2.381

DA Jones _OP 0.165 0.385 −0.054 0.131 −0.088 0.705 3.019 −0.415 1.137 −1.182
_CP 0.198 0.354 −0.025 0.159 −0.054 0.825 2.776 −0.252 1.295 −0.708

MJones _OP 0.169 0.364 −0.068 0.121 −0.051 0.718 2.854 −0.520 1.075 −0.617
_CP 0.197 0.343 −0.017 0.151 −0.032 0.828 2.733 −0.176 1.265 −0.386

CFOMJones _OP 0.147 0.360 −0.057 0.127 0.079 0.632 2.808 −0.450 1.149 0.889
_CP 0.192 0.366 −0.025 0.152 0.091 0.807 2.901 −0.263 1.288 1.031

FL _OP 0.180 0.370 −0.015 0.108 0.150 0.772 2.871 −0.115 0.937 1.774
_CP 0.202 0.353 −0.015 0.131 0.167 0.844 2.783 −0.159 1.098 2.075

NDA Jones _OP 0.178 0.409 −0.024 0.114 0.098 0.768 3.242 −0.191 0.989 1.115
_CP 0.170 0.405 0.030 0.150 0.123 0.725 3.210 0.313 1.236 1.491

MJones _OP 0.175 0.401 −0.041 0.116 0.109 0.766 3.231 −0.330 1.043 1.332
_CP 0.183 0.400 0.004 0.157 0.136 0.782 3.223 0.037 1.323 1.780

CFOMJones _OP 0.202 0.357 −0.058 0.090 −0.003 0.866 2.924 −0.453 0.777 −0.031
_CP 0.201 0.365 −0.032 0.121 −0.002 0.840 3.024 −0.329 1.008 −0.026

FL _CP 0.151 0.394 −0.024 0.117 −0.132 0.649 3.210 −0.193 1.027 −1.524
_OP 0.171 0.371 −0.025 0.148 −0.110 0.725 2.973 −0.259 1.240 −1.367

Panel E: The correlation of factors (2� 2� 2� 2� 2, OP)

Mkt SMBo HML RMWo CMA PMP UMD

Mkt 1
SMBo −0.053 1
HML −0.204 0.021 1
RMWo −0.236 −0.394 0.285 1
CMA 0.152 0.201 0.049 −0.353 1
PMP 0.002 −0.150 −0.085 −0.027 0.188 1
UMD 0.000 0.016 0.090 0.052 −0.002 −0.034 1

Panel F: The correlation of factors (2� 2� 2� 2� 2, CP)

Mkt SMBc HML RMWc CMA PMP UMD

Mkt 1
SMBc −0.045 1

(continued)
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The correlation coefficient matrix of these factors is shown in Panel C of Table 4. SMBo exhibits a rela-
tively high negative correlation of -0.383 with RMWo. Similarly, SMBc shows a negative correlation of
-0.376 with RMWc. The correlation coefficients between HML and the other factors range from -0.213 to
0.200, suggesting relatively modest levels of correlation. As expected, RMWo and RMWc exhibit a high
correlation coefficient of 0.738. Additionally, RMWo displays a high negative correlation of -0.620 with
CMA. Furthermore, RMWo has a relatively high correlation coefficient of -0.392 with PMP, but the correl-
ation between RMWc and PMP is -0.004, suggesting almost no correlation. CMA shows a high correlation
coefficient of 0.593 with PMP. Although the PMP factor exhibits high correlations with RMWo and CMA
in the 2� 3 factor model, orthogonal decomposition is performed in the 2� 2� 2� 2� 2 factor model
to extract independent components of variation, with a specific emphasis on isolating the accruals
effect. The UMD factor representing momentum effect is shown to have minimal correlation with the
other factors.

The average returns for the composition of a 2� 2� 2� 2� 2 factor model where each of the SMB,
HML, RMW, CMA, and PMP factors is orthogonally decomposed are presented in Table 4, Panel D. The
‘OP’ row represents the scenario when operating profitability is used for orthogonal decomposition,
while the ‘CP’ row indicates the situation when cash profitability is used for orthogonal decomposition.
When comparing the 2� 2� 2� 2� 2 factor model to the 2� 3 factor model, it is evident that the
average returns for SMB, HML, CMA, and PMP have decreased. This suggests that in the 2� 2� 2� 2�
2 factor model, effects that were overlapping in the 2� 3 factor model have been removed or isolated.

In the case of ‘OP’, compared to the 2� 3 factor model, the average return for PMP has decreased
from 0.269% to 0.110%, with a t-statistic of 1.804. Furthermore, in the case of ‘CP’, the average return
has decreased from 0.269% to 0.157%, with a t-statistic of 2.381.

Total Accruals is categorized into discretionary accruals (DA) and non-discretionary accruals (NDA)
using the Jones, modified Jones (MJones), CFO-modified Jones (CFO-MJones), and Forward Looking (FL)
models, and based on these components, 2� 2� 2� 2� 2 factors are constructed. Regarding the PMP
factor, the DA decomposed using the FL model are statistically significant in both the ‘OP’ and ‘CP’
cases. Additionally, NDA decomposed using the MJones model are statistically significant in the ‘CP’
case.

Not only total Accruals but also several 2� 2� 2� 2� 2 factors composed of DA and NDA were
found to be statistically significant. This suggests that these factors have the potential to improve asset

Table 4. Continued.
Panel F: The correlation of factors (2� 2� 2� 2� 2, CP)

Mkt SMBc HML RMWc CMA PMP UMD

HML −0.154 0.065 1
RMWc −0.206 −0.343 0.220 1
CMA 0.155 0.248 0.148 −0.258 1
PMP 0.096 0.039 −0.133 −0.357 0.322 1
UMD 0.000 0.017 0.100 0.023 −0.016 −0.047 1

Generating value factor HML (high minus low book-to-market equity) follows Fama and French (1993, 2015). HML categorizes stocks annually
into two firm size (Size) categories and three book-to-market equity ratio (BE/ME) groups. The operating profitability (OP) RMWo (robust
minus weak), cash profitability (CP) RMWc, investment (Inv) CMA (conservative minus aggressive), and accruals factors PMP (private minus
public) for the 2� 3 sorting method are built similarly to HML, except for the second sorting criterion. The momentum factor UMD (up
minus down) involves categorizing stocks monthly into two firm size categories and three average monthly returns from t-12 to t-2. Let us
denote those factors as 2� 3 factors. Using the 2� 3 sorting approach, four additional size factors are generated. Following Fama and
French (2018), the two types of SMB size factors, SMBo and SMBc, are calculated as the average of SMBBE/ME, SMBOP, and SMBInv or as the
average of SMBBE/ME, SMBCP, and SMBInv. Factors were also composed using orthogonal decomposition, which utilizes five sorting criteria
(Size, BE/ME, OP (or CP), Inv, and TA (total accruals)) to simultaneously manage these five variables, ensuring they are orthogonalized with
respect to each other. The stocks are independently categorized into two Size, BE/ME, OP (or CP), Inv, and TA groups using the first section
of the Tokyo Stock Exchange. These factors are denoted as 2� 2� 2� 2� 2 factors. The size factor, SMB, is determined by calculating the
average return of the 16 small stock portfolios minus the average return of the 16 large stock portfolios. Similarly, HML, RMWo (or RMWc),
CMA, and PMP are derived using the same approach. Panel A in Table 4 shows the average return, t-statistics, and standard deviation of the
market factor Mkt and two types of size factors, SMBo and SMBc. Panel B shows the average return, t-statistics, and standard deviation of
HML, RMWo, RMWc, CMA, PMP, and UMD. The correlation coefficient matrix of 2� 3 factors is shown in Panel C. In Panel D, the ‘OP’ row
represents the scenario when operating profitability is used for orthogonal decomposition, while the ‘CP’ row indicates the situation when
cash profitability is used for orthogonal decomposition. The correlation coefficient matrix of 2� 2� 2� 2� 2 factors is shown in Panels E
and F.
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pricing models. Therefore, conducting a spanning test was considered necessary to determine whether
these factors possess intercepts that cannot be explained by other factors.

Panel E of Table 4 displays the correlation coefficients for a 2� 2� 2� 2� 2 factor. In the 2� 3 fac-
tor, RMWo and CMA exhibited relatively high correlation coefficient (−0.620), and CMA and PMP showed
a correlation of 0.593. However, in the 2� 2� 2� 2� 2 factor, RMWo and CMA had a correlation of
−0.353, while CMA and PMP had correlations of 0.188 and 0.322. These values are considered relatively
low correlation coefficients. Therefore, it is inferred that the operation of orthogonal decomposition of
factors is functioning.

4. Results

4.1. Spanning regression test

A spanning regression test is conducted to determine whether a certain factor represents risks not cap-
tured by other factors. Consider ai as the intercept in the spanning regression test that factor i is
regressed on the other factors in the model, and rmsei as root mean square error of the regression. The
increase in the maximum squared Sharpe ratio for a model’s factors when factor i is added to the model
is as follows (Barillas & Shanken, 2017, 2018; Fama & French, 2018).

ai=rmsei ¼ sh2 f , ið Þ − sh2 fð Þ (33)

Fama and French (2018) defined this value as the marginal contribution to shmax2, which represents
the maximum squared Sharpe ratio. Table 5 presents the results of the spanning regression test, the val-
ues of shmax2, and the marginal contribution to shmax2 for each factor.

Table 5 in Panel A presents the results of a spanning regression test incorporating the 2� 3 factor
PMP into the 2� 3 factor FF5. When performing spanning regression test on Mkt, the intercept of Mkt
is 0.479%, and it is statistically significant (t-statistics 1.835). In Panel A of Table 4, the average return of
Mkt is 0.260%, which is not statistically significant (t-statistics 0.988). Since the coefficients for the SMBo,
HML, and RMWo factors are negative, controlling for the effects of these factors results in the intercept
showing a value 1.842 times the average return. As pointed out by Fama and French (2018), this sug-
gests that discussing the importance of factors based solely on average return may lead to incorrect
conclusions.

As discussed later, in some cases, CMA may become statistically significant, but the coefficient of PMP
on Mkt is not statistically significant, suggesting that PMP is describing different variations compared to
Mkt. With an adjusted R-squared of only 0.103, it can be said that there is relatively little variation in
Mkt that can be explained by other factors. This suggests that the diversification of portfolios based on
the 2� 3 factor composition method is functioning to some extent. shmax2, with a value of 0.1070, rep-
resents the squared Sharpe ratio of the efficient frontier generated from all independent and dependent
variables, and a2=rmse2, with a value of 0.0091, represents the marginal contribution of Mkt to shmax2:
Thus, Mkt has the second largest marginal contribution after HML.

The intercept of SMBo is not statistically significant, and its marginal contribution to shmax2 is only
0.0014. Meanwhile, the intercept of HML is statistically significant at the 1% level with a value of 0.631,
and its marginal contribution to shmax2 is 0.0711. The fact that the value effect is particularly pro-
nounced in Japanese stock market data, while the small-cap effect is not very strong, has also been
demonstrated in other empirical studies (Honda, 2008; Kubota & Takehara, 2007). Fama and French
(2018) found that when spanning regression test was applied to the HML factor, the intercept was small
and not statistically significant, indicating that it contributed little to shmax2: However, the results
derived in this study differ from those obtained using United States data.

Fama and French (2018) argue that small firms tend to have lower profitability, so the negative coeffi-
cient of RMW when SMB is regressed against other factors is consistent with this trend. They also state
that value stocks tend to have lower investments, so the positive coefficient of CMA when HML is
regressed against other factors is consistent with this trend. The dividend discount model with clean sur-
plus accounting suggests that the expected net income has a positive ceteris paribus effect on the
expected return. Additionally, the growth rate of book-equity has a negative ceteris paribus effect on
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Table 5. Spanning regression test.
Panel A a Mkt SMBo HML RMWo CMA PMP Adj R2 rmse shmax2 a2=rmse2

Mkt 0.479� −0.194�� −0.415��� −0.430��� 0.235 −0.200 0.103 5.024 0.1070 0.0091
(1.835) (−2.475) (−3.985) (−3.587) (1.628) (−1.278)

SMBo 0.120 −0.078�� 0.259��� −0.590��� 0.075 −0.406��� 0.229 3.182 0.1070 0.0014
(0.723) (−2.475) (3.923) (−8.284) (0.821) (−4.183)

HML 0.631��� −0.092��� 0.143��� 0.192��� 0.293��� −0.082 0.118 2.366 0.1070 0.0711
(5.295) (−3.985) (3.923) (3.400) (4.411) (−1.109)

RMWo 0.011 −0.072��� −0.248��� 0.146��� −0.551��� −0.136�� 0.489 2.062 0.1070 0.0000
(0.106) (−3.587) (−8.284) (3.400) (−10.460) (−2.131)

CMA 0.023 0.028 0.022 0.158��� −0.389��� 0.530��� 0.549 1.734 0.1070 0.0002
(0.255) (1.628) (0.821) (4.411) (−10.460) (11.247)

PMP 0.143� −0.020 −0.103��� −0.037 −0.082�� 0.452��� 0.378 1.602 0.1070 0.0080
(1.716) (−1.278) (−4.183) (−1.109) (−2.131) (11.247)

Panel B a Mkt SMBc HML RMWc CMA PMP Adj R2 rmse shmax2 a2=rmse2

Mkt 0.478� −0.205��� −0.399��� −0.539��� 0.373��� −0.061 0.111 5.002 0.1068 0.0091
(1.839) (−2.669) (−3.845) (−4.037) (2.882) (−0.388)

SMBc 0.116 −0.085��� 0.261��� −0.644��� 0.314��� −0.225�� 0.225 3.225 0.1068 0.0013
(0.688) (−2.669) (3.895) (−7.881) (3.797) (−2.250)

HML 0.630��� −0.089��� 0.140��� 0.224��� 0.227��� −0.143� 0.120 2.363 0.1068 0.0711
(5.290) (−3.845) (3.895) (3.540) (3.737) (−1.946)

RMWc 0.015 −0.072��� −0.208��� 0.135��� −0.186��� 0.150��� 0.237 1.834 0.1068 0.0001
(0.159) (−4.037) (−7.881) (3.540) (−3.950) (2.640)

CMA 0.026 0.054��� 0.110��� 0.148��� −0.202��� 0.740��� 0.452 1.911 0.1068 0.0002
(0.263) (2.882) (3.797) (3.737) (−3.950) (15.781)

PMP 0.138� −0.006 −0.055�� −0.065� 0.114��� 0.518��� 0.380 1.599 0.1068 0.0074
(1.666) (−0.388) (−2.250) (−1.946) (2.640) (15.781)

Panel C a Mkt SMBo HML RMWo CMA UMD PMP Adj R2 rmse shmax2 a2=rmse2

Mkt 0.334 −0.276��� −0.451��� −0.663��� 0.469�� 0.011 −0.287 0.098 5.040 0.1871 0.0044
(1.229) (−3.240) (−3.010) (−3.764) (2.487) (0.539) (−1.350)

SMBo 0.046 −0.093��� 0.165� −0.807��� 0.228�� 0.007 −0.461��� 0.212 2.925 0.1871 0.0002
(0.288) (−3.240) (1.879) (−8.419) (2.077) (0.545) (−3.795)

HML 0.400��� −0.049��� 0.053� 0.365��� 0.236��� 0.010 −0.138�� 0.143 1.662 0.1871 0.0579
(4.574) (−3.010) (1.879) (6.486) (3.830) (1.460) (−1.980)

RMWo −0.122 −0.052��� −0.187��� 0.261��� −0.317��� 0.005 −0.007 0.341 1.407 0.1871 0.0075
(−1.607) (−3.764) (−8.419) (6.486) (−6.259) (0.794) (−0.126)

CMA 0.057 0.032�� 0.047�� 0.150��� −0.282��� 0.000 0.252��� 0.192 1.326 0.1871 0.0018
(0.795) (2.487) (2.077) (3.830) (−6.259) (0.086) (4.613)

UMD 3.524��� 0.063 0.110 0.517 0.333 0.038 −0.211 −0.004 11.811 0.1871 0.0890
(5.748) (0.539) (0.545) (1.460) (0.794) (0.086) (−0.423)

PMP 0.127�� −0.016 −0.075��� −0.070�� −0.005 0.200��� −0.002 0.071 1.183 0.1871 0.0115
(1.994) (−1.350) (−3.795) (−1.980) (−0.126) (4.613) (−0.423)

Panel D a Mkt SMBc HML RMWc CMA UMD PMP Adj R2 rmse shmax2 a2=rmse2

Mkt 0.330 −0.235��� −0.412��� −0.717��� 0.586��� 0.010 −0.166 0.077 5.097 0.1920 0.0042
(1.198) (−2.788) (−2.627) (−3.502) (3.246) (0.442) (−0.777)

SMBc 0.072 −0.081��� 0.154� −0.871��� 0.426��� 0.004 −0.348��� 0.177 2.997 0.1920 0.0006
(0.441) (−2.788) (1.658) (−7.626) (4.042) (0.325) (−2.794)

HML 0.380��� −0.041��� 0.044� 0.288��� 0.271��� 0.013�� −0.145�� 0.127 1.612 0.1920 0.0556
(4.463) (−2.627) (1.658) (4.495) (4.822) (1.967) (−2.155)

RMWc 0.001 −0.041��� −0.146��� 0.167��� −0.087�� −0.001 −0.301��� 0.298 1.226 0.1920 0.0000
(0.012) (−3.502) (−7.626) (4.495) (−1.991) (−0.123) (−6.110)

CMA 0.061 0.044��� 0.092��� 0.202��� −0.113�� −0.003 0.344��� 0.214 1.393 0.1920 0.0019
(0.804) (3.246) (4.042) (4.822) (−1.991) (−0.575) (6.150)

UMD 3.472��� 0.051 0.064 0.716�� −0.059 −0.243 −0.251 −0.002 11.80 0.1920 0.0866
(5.648) (0.442) (0.325) (1.967) (−0.123) (−0.575) (−0.507)

PMP 0.150�� −0.009 −0.055��� −0.079�� −0.284��� 0.251��� −0.003 0.201 1.191 0.1920 0.0159
(2.338) (−0.777) (−2.794) (−2.155) (−6.110) (6.150) (−0.507)

Table 5 presents the results of the spanning regression test, values of shmax2, and marginal contribution to shmax2 for each factor. The
presence of a statistically significant intercept ai indicates that the factor includes a risk component that cannot be explained by other fac-
tors. shmax2 represents the squared maximum Sharpe ratio of the efficient frontier generated from all independent and dependent varia-
bles, and a2=rmse2 represents the marginal contribution of the factor i to shmax2: The marginal contribution of factor i to shmax2 is
defined as ai=rmsei ¼ sh2 f , ið Þ − sh2 fð Þ, where rmsei is root mean square error. Panel A displays the results of a spanning regression test
for the FF5, where the profitability factor is determined by operating profitability and extended by adding the accruals factor, all defined by
a 2� 3 factor. Panel B illustrates the results of a spanning regression test for a model that incorporates the accruals factor into FF5 using
cash profitability factor RMWc, all defined by 2� 3 factor. Panel C displays the results of a spanning regression test for a model that incor-
porates the accruals factor into the FF6 using operating profitability factor RMWo (FF6 includes the momentum factor UMD in addition to
FF5), which is based on a 2� 2� 2� 2� 2 orthogonalized factors structure (excluding the UMD factor). Panel D presents the results of a
spanning regression test for a model that includes the accruals factor in the FF6 using cash profitability factor RMWc, which is based on a
2� 2� 2� 2� 2 orthogonalized factors structure (excluding the UMD factor). T-statistics are presented in parentheses. �, ��, and ��� rep-
resent significance at the 10%, 5%, and 1% levels, respectively.
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the expected return. The negative ceteris paribus effect indicates that the firm has low capital efficiency.
‘Conservative’ refers to firms with high capital efficiency and do not engage in capital reinforcement
that does not affect the expected net income. Meanwhile, ‘Aggressive’ refers to firms that have low cap-
ital efficiency and actively engage in capital reinforcement that does not affect the expected net income.
Therefore, CMA (conservative minus aggressive) is considered a variable that explains the impact of the
difference in capital efficiency on returns. However, it is unclear whether the effect of an increase in
book-equity leading to an increase in expected net income is captured by RMW or CMA. If, hypothetic-
ally, this effect is captured more strongly by CMA, an increase in net income would be explained by
both CMA and RMW, making the explanatory power of RMW potentially unstable.

In Table 5, as suggested by the dividend discount model with clean surplus accounting, when the
rate of increase in profitability falls below the rate of increase in capital, a decrease in expected returns
is predicted. The negative coefficient of CMA relative to RMW is believed to indicate the extent to which
capital efficiency decreases in relation to profitability. The fact that these coefficients are negative is con-
sistent with the results of Fama and French (2018), suggesting that this spanning regression test appro-
priately captures the structure between factors.

The economic significance of PMP is considered to be the compensation that investors require for
the exposure to risk associated with adverse selection, particularly in cases where information asymmetry
is prominent. The statistical significance and sign of PMP coefficients when spanning each factor suggest
the conditions under which the compensation required by investors becomes more pronounced. Given
that the coefficient of PMP for SMBo is negative, it implies that when firms are larger, information asym-
metry is recognized as a more prominent risk. While the PMP coefficient for HML is not statistically sig-
nificant in Panel A, it becomes statistically significant and negative in subsequent analyses. The negative
coefficient for HML indicates that when there is information asymmetry in firms with growth stocks
rather than value stocks, investors perceive a higher level of risk. The signs of PMP coefficients for RMW
and CMA are negative and positive, respectively. This suggests that, despite having high capital effi-
ciency, the fact that disclosed net income is small suggests a situation where retained profits within the
firm have increased. In this scenario, investors perceive it as a higher risk. In summary, for large-cap
growth firms that disclose net income modestly, leading to an increase in book-equity, this situation
implies a significant information asymmetry. Investors require compensation for the risk associated with
adverse selection in such cases.

The sign of PMP concerning other factors naturally corresponds to the sign of the coefficients when
performing spanning regression test with PMP on those factors. Moreover, the statistical significance of
PMP’s intercept implies that PMP is describing risks that cannot be explained by other factors. In other
words, even after controlling for the attributes described by other factors, investors still perceive the
variation in information asymmetry across the entire market as a risk. In Panel A of Table 5, the intercept
of PMP has a value of 0.143%, and it is statistically significant at the 10% level. Additionally, the marginal
contribution of PMP to shmax2 is 0.0080, making it the third-largest value after HML and Mkt. This indi-
cates that PMP contributes to the efficient frontier generated using all dependent and explanatory
variables.

The intercepts of RMWo and CMA are not statistically significant, and the marginal contributions to
shmax2 for RMWo and CMA are 0.0000 and 0.0002, respectively, indicating that they contribute very lit-
tle to the improvement of shmax2: Therefore, it is anticipated that testing whether the addition of these
factors will enhance FF3 would be challenging. The underperformance of FF5 when applied to Japanese
data has also been reported in previous studies (Kubota & Takehara, 2018), which is consistent with the
current results. Fama and French (2018) have reported that using cash profitability rather than operating
profitability to construct factors results in higher shmax2: Thus, a 2� 3 RMWc factor is constructed using
cash profitability and the results of the spanning regression test are presented in Panel B of Table 5.

The insights from the results presented in Panel B of Table 5 are quite similar to those indicated by
Panel A. RMWc, similar to RMWo, has a minimal marginal contribution to shmax2, resulting in shmax2

values that are almost unchanged from those in Panel A. A notable difference between Panel A and
Panel B is that, in the spanning regression test of Mkt and SMBc, the coefficient for CMA is statistically
significant and positively observed. The positive and statistically significant coefficient of CMA for SMBc
suggests that smaller firms have higher capital efficiency.
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The 2� 3 factors used in these analyses do not perform orthogonal decomposition, so there is a pos-
sibility that the effects of each factor are mixed in their descriptions. Therefore, orthogonal decompos-
ition should be performed to construct a 2� 2� 2� 2� 2 factor, describing the independent variation
of each factor, and spanning regression test should be conducted using these factors.

Panel C of Table 5 presents the results of a spanning regression test with a 2� 2� 2� 2� 2 factor
model that includes Mkt, SMBo, HML, RMWo, CMA, PMP, and the UMD factor related to momentum.
Panel E of Table 4 shows that the correlation coefficients between the factors confirm the effectiveness
of orthogonal decomposition, with RMWo and CMA at -0.353 and CMA and PMP at 0.188. The correl-
ation coefficients between the UMD factor and other factors are relatively low and the coefficients of
the UMD factor in the spanning regression test are not statistically significant, suggesting that it cap-
tures independent variation. Furthermore, the intercept for UMD is remarkably high at 3.524%, which is
8.810 times the intercept value of HML, at 0.400%. However, the rmse of UMD is relatively high at
11.811, resulting in a UMD marginal contribution to shmax2 of 0.0890, roughly 1.537 times that of HML.
Fama and French (2018) have also reported that despite having a high intercept, UMD can have a lower
marginal contribution to shmax2 when its adjusted R-square is lower and rmse is higher compared to
other factors. The shmax2 in Panel A is 0.1070, while in Panel C, it has increased to 0.1871, indicating a
1.749-fold improvement in the squared Sharpe ratio of the efficient frontier due to the inclusion
of UMD.

When conducting spanning regression test for Mkt, RMWo, and UMD, the coefficients for PMP are not
statistically significant. Likewise, when performing spanning regression test for PMP, the coefficients for
Mkt, RMWo, and UMD do not achieve statistical significance. The intercept for PMP stands at 0.127%,
with a t-statistic of 1.994, indicating statistical significance at the 5% level. The adjusted R-squared drops
from 0.378 in Panel A to 0.071, implying that the PMP factor describes the variability component that is
not captured by other factors. The marginal contribution of PMP to shmax2 is 0.0115, ranking as the
third-largest after UMD and HML. Once again, the addition of PMP suggests the potential for improving
the asset pricing model.

Panel D of Table 5 displays the results of spanning regression test with a 2� 2� 2� 2� 2 factor
model, which includes Mkt, SMBc, HML, RMWc, CMA, PMP, and the UMD factor. The sign of the coeffi-
cients for the PMP factor during spanning regression test is negative for SMBc, HML, and RMWc and
positive for CMA, which are consistent with those in Panel A. In Panel B, the coefficient for PMP with
respect to RMWc is positive and statistically significant. However, after orthogonal decomposition, the
coefficient for PMP with respect to RMWc becomes negative and statistically significant. This result sug-
gests the potential for drawing incorrect conclusions when orthogonal decomposition is not employed.
The intercept for PMP stands at 0.150%, with a t-statistic of 2.338, indicating statistical significance at
the 5% level. The marginal contribution to shmax2 is 0.0159, ranking as the third-largest, following UMD
and HML.

The intercepts of PMP in the results presented in Panel A through Panel D of Table 5 are all statistic-
ally significant. These results suggest the existence of unique risk components within PMP, even after
controlling for attributes related to other risk factors.

4.2. Panel data analysis

Table 6 presents the results of the panel data analysis, with the return of accruals’ decile portfolios as
the dependent variable and a 2� 2� 2� 2� 2 orthogonalized factor as the independent variables. The
Hausman test supports the random effect model over the fixed effect model, and the Breusch and
Pagan test indicates that the random effect model is favored over pooled OLS. This suggests that the
covariance between time-invariant, portfolio-specific unobserved fixed effects, and factors is close to
zero. It could be hypothesized, for instance, that the presence of extreme-rank portfolios with distorted
accounting information might lead to a time-invariant tendency in portfolios. The suggestion implies
that the covariance between such unobserved fixed effects and factors is close to zero.

To investigate whether returns unexplained by factors vary across accruals’ ranks, dummy variables
and the interaction terms of dummy variables with factors are included in the regression equation for
random effect panel data analysis. The coefficients presented in Table 6 represent the differences
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between the coefficients of each rank, with rank 10 serving as the reference for accruals’ decile
portfolios.

Panel A presents the results of the verification using the FF6 model. The intercept a shows the most
significant difference between the ranks 1 and 10 of accruals, with a gap of 0.194%, and this difference
is statistically significant. Additionally, a statistically significant difference is observed for rank 2.

The Mkt coefficients for rank 1 and rank 2 are not statistically significantly different from the Mkt
coefficient of rank 10. This suggests that the extent to which these portfolios are exposed to the fluctua-
tions in Mkt risk is similar for rank 10 as well.

Moreover, regarding the coefficients for SMBc, the difference between the coefficients of rank 1 and
rank 10 is not statistically significant, while the differences between the coefficients of rank 10 and the
other ranks are statistically significant with negative values. Therefore, it is suggested that the differences

Table 6. Panel data analysis.
Panel A.

a Mkt SMBc HML RMWc CMA UMD

dummy_1 0.194�� −0.005 −0.032 −0.041 −0.227��� 0.659��� 0.008
(1.986) (−0.260) (−1.074) (−0.737) (−3.210) (10.572) (1.000)

dummy_2 0.167� −0.024 −0.138��� −0.060 −0.276��� 0.681��� 0.007
(1.713) (−1.363) (−4.601) (−1.066) (−3.895) (10.920) (0.960)

dummy_3 0.151 −0.033� −0.130��� −0.007 −0.328��� 0.581��� 0.003
(1.548) (−1.879) (−4.324) (−0.118) (−4.623) (9.321) (0.417)

dummy_4 0.097 −0.046��� −0.105��� −0.083 −0.221��� 0.534��� 0.006
(0.997) (−2.586) (−3.509) (−1.487) (−3.116) (8.565) (0.745)

dummy_5 0.021 −0.099��� −0.137��� −0.005 −0.301��� 0.402��� 0.006
(0.219) (−5.547) (−4.553) (−0.088) (−4.253) (6.443) (0.808)

dummy_6 0.034 −0.083��� −0.128��� −0.074 −0.165�� 0.369��� 0.002
(0.349) (−4.645) (−4.260) (−1.328) (−2.325) (5.916) (0.258)

dummy_7 −0.096 −0.063��� −0.091��� 0.009 −0.128� 0.272��� 0.008
(−0.985) (−3.525) (−3.027) (0.164) (−1.802) (4.361) (1.003)

dummy_8 −0.081 −0.062��� −0.123��� −0.033 −0.099 0.280��� 0.007
(−0.829) (−3.465) (−4.097) (−0.590) (−1.393) (4.499) (0.894)

dummy_9 −0.105 −0.029 −0.098��� 0.019 −0.062 0.156�� 0.011
(−1.080) (−1.638) (−3.266) (0.345) (−0.878) (2.500) (1.436)

rank 10 −0.033 1.031��� 0.832��� 0.476��� 0.073 −0.245��� −0.002
(−0.476) (81.871) (39.202) (12.023) (1.466) (−5.555) (−0.447)

Panel B.

a Mkt SMBc HML RMWc CMA UMD PMP

dummy_1 0.053 0.004 0.020 0.033 0.040 0.422��� 0.010 0.943���
(0.566) (0.232) (0.682) (0.623) (0.571) (6.815) (1.383) (13.022)

dummy_2 0.008 −0.015 −0.080��� 0.025 0.026 0.413��� 0.010 1.063���
(0.086) (−0.864) (−2.766) (0.458) (0.369) (6.674) (1.383) (14.691)

dummy_3 0.027 −0.026 −0.084��� 0.059 −0.093 0.373��� 0.005 0.827���
(0.292) (−1.534) (−2.929) (1.100) (−1.318) (6.025) (0.729) (11.424)

dummy_4 −0.022 −0.039�� −0.061�� −0.020 0.006 0.333��� 0.008 0.800���
(−0.241) (−2.292) (−2.131) (−0.373) (0.090) (5.373) (1.065) (11.051)

dummy_5 −0.099 −0.091��� −0.092��� 0.059 −0.073 0.200��� 0.008 0.803���
(−1.059) (−5.407) (−3.214) (1.096) (−1.043) (3.226) (1.132) (11.089)

dummy_6 −0.027 −0.079��� −0.105��� −0.042 −0.049 0.266��� 0.003 0.407���
(−0.287) (−4.670) (−3.665) (−0.788) (−0.700) (4.303) (0.414) (5.622)

dummy_7 −0.157� −0.059��� −0.068�� 0.041 −0.012 0.169��� 0.009 0.407���
(−1.684) (−3.491) (−2.378) (0.775) (−0.170) (2.736) (1.198) (5.627)

dummy_8 −0.117 −0.060��� −0.110��� −0.014 −0.031 0.221��� 0.007 0.238���
(−1.249) (−3.519) (−3.818) (−0.265) (−0.443) (3.562) (1.024) (3.288)

dummy_9 −0.138 −0.027 −0.086��� 0.036 −0.001 0.102 0.012 0.216���
(−1.476) (−1.608) (−2.993) (0.681) (−0.013) (1.639) (1.587) (2.984)

rank 10 0.054 1.026��� 0.800��� 0.430��� −0.090� −0.100�� −0.004 −0.577���
(0.811) (85.718) (39.328) (11.381) (−1.817) (−2.279) (−0.757) (−11.273)

Table 6 presents the results of panel data analysis with the return of accruals’ decile portfolios as the dependent variable and factors as the
independent variables. Panel A presents the outcomes of the examination utilizing the FF6 model with a 2� 2� 2� 2� 2 orthogonalized
factor structure (excluding the UMD factor), whereas Panel B illustrates the findings of the analysis conducted with the ACCcm model. The
ACCcm model incorporates the FF6 model with the addition of PMP, featuring a 2� 2� 2� 2� 2 orthogonalized factor structure (exclud-
ing the UMD factor). The Hausman test favors the random effect model over the fixed effect model, and the Breusch and Pagan test sup-
ports the random effect model over the pooled OLS. To investigate whether returns unexplained by factors vary across accruals’ ranks,
dummy variables and the interaction terms of dummy variables with factors are included in the regression equation for random effect model
panel data analysis. The coefficients presented in Table 6 represent the differences between the coefficients of each rank, with rank 10 serv-
ing as the reference for accruals’ decile portfolios. T-statistics are presented in parentheses. �, ��, and ��� present significance at the 10%,
5%, and 1% levels, respectively.
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in the returns of accruals’ decile portfolios cannot be explained by the small-cap effect. Furthermore, as
there is no observed difference between rank 10 and other ranks for HML, variations in the returns of
accruals’ decile portfolios cannot be explained by differences in the value effect.

RMWc exhibits statistically significant negative differences in coefficients from ranks 1–7 compared to
rank 10, while CMA shows statistically significant positive differences in coefficients from ranks 1–9 com-
pared to rank 10. This suggests that in situations with high capital efficiency but modestly disclosed
profit amounts, the returns of accruals’ portfolios increase. Instances where capital efficiency is high but
profits are disclosed modestly may indicate a high degree of asymmetric information. In such circum-
stances, the elevated level of asymmetric information may lead investors to require compensation for
the exposure to the risk associated with adverse selection.

Furthermore, even after controlling for the risks represented by RMWc (cash profitability) and CMA
(capital efficiency), the statistically significant intercept a for ranks 1 and 2 indicates the presence of
remaining unexplained risks. UMD shows no statistically significant differences in coefficients at any
rank, suggesting that it fails to capture the variability in returns attributable to accruals.

Panel B displays the results of the validation using the ACCcm model, which incorporates the PMP
factor into the FF6 model. The coefficients for the PMP factor are statistically significant at all ranks. With
a coefficient of -0.577 for rank 10, the actual values of the coefficients for the PMP factor are 0.366 for
rank 1 and 0.486 for rank 2. The lack of a significant difference in the intercept a between ranks 1 or 2
and rank 10 suggests that PMP has effectively accounted for the return variations across different ranks.

Additionally, for the coefficient of RMWc, the difference with rank 10 is not statistically significant,
and for the coefficient of CMA, the difference with rank 10 is relatively small in actual value compared
to the estimates in Panel A. In Panel A, the noticeable differences in RMWc and CMA coefficients with
rank 10 were likely due to RMWc and CMA inadvertently explaining the variability in returns that should
have been attributed to PMP. However, in Panel B, where PMP is explicitly included and accounts for
return variability, the differences in coefficients with rank 10 for RMWc and CMA are reduced.

4.3. GRS and its Bayesian model comparison

Barillas and Shanken (2018) pointed out that all models are a simplification of complex reality, and
when conducting empirical analysis, asset pricing models are validated using proxies for the relevant
theoretical factors. Thus, it is believed that verifying the models through posterior provability given the
data, rather than testing with a sharp null hypothesis, can sometimes provide insight into the models.
Therefore, considering the evaluation of model fitness in a Bayesian setting is warranted.

Barillas and Shanken (2017) emphasize that in model comparisons, what matters most is the explana-
tory power of the model regarding the factors included in other models. This also implies that the test
asset irrelevance should hold when conducting model comparison. If the model under consideration is
correct, the intercepts or ‘alphas’ resulting from regressing the factors included in other models on the
model under consideration should be jointly zero. Therefore, a GRS test is conducted to verify whether
the intercepts are jointly zero. By defining a Bayes Factor (BF) based on the ratio of the marginal likeli-
hoods between the model with a zero constraint on the intercepts and the model without such a con-
straint, the posterior probability of the model, given the data, can be evaluated.

Panel A of Table 7 presents the results of the GRS test, which tested the comparison between CAPM
and (FF3, FF5, FF6, ACCc, and ACCcm), and the Bayes Factor using the Bayesian marginal likelihood
model comparison method, as modified by Chib et al. (2020) following Barillas and Shanken (2018).
ACCc is a model that adds the accruals factor to the FF5 model, which calculates the profitability factor
as cash profitability. Meanwhile, ACCcm is a model that adds the accruals factor to the FF6 model, which
calculates the profitability factor as cash profitability. Additionally, factors are orthogonalized, exclud-
ing UMD.

In the GRS test, when testing whether FF3 improves upon CAPM, the left-hand side (LHS) comprises
SMBc and HML, while the right-hand side (RHS) consists of Mkt. If CAPM is correct, the intercepts of the
regression should be jointly zero. This test aims to determine whether adding SMBc and HML to Mkt
enhances the squared Sharpe ratio of the efficient frontier. The GRS test statistic is 15.918, and the p-
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value is 0.000, indicating the statistical significance of the joint non-zero intercepts resulting from the
regressions of SMBc and HML on Mkt.

The Bayes Factor, computed through equations (30) and (31) for Bayesian marginal likelihood, is
0.000. Since the probability of the alternative being true is complementary to the probability of the null
being true, we can deduce that the posterior probability of the null hypothesis being correct is BF/
(1 ± BF) when both models have prior probabilities of 0.5. This gives a posterior probability of 0.0% for
the CAPM with the Bayes Factor of 0.000. According to the well-known Jeffreys (1961) criteria for the
Bayes Factor, there is ‘decisive’ evidence against the CAPM.

The rows below Panel A illustrate the comparisons of FF5, FF6, ACCc, and ACCcm with the CAPM,
respectively. The Bayesian model comparison test results indicate that all these models enhance the
CAPM, with a posterior probability of 0.0% for the CAPM in each instance.

Panel B of Table 7 presents the GRS test for FF3 vs. (FF5, FF6, ACCc, and ACCcm), as well as the Bayes
Factor and posterior probability for FF3. The GRS test statistic for FF3 vs. FF5 is 1.548 with a p-value of
0.214. Furthermore, the Bayes Factor is 0.993, and the posterior probability for FF3 is 0.498, suggesting
that the hypothesis of a jointly zero intercept when regressing RMWc and CMA on FF3 is not rejected.
This result is in line with the prediction, given that the spanning regression test found no statistical sig-
nificance in the intercept of RMWc and CMA.

When comparing FF3 to ACCc, the GRS test statistic is 2.789, which is statistically significant at the
5% level. The posterior probability for FF3 is 25.5%. The Bayes Factor is 0.341, indicating that the evi-
dence against FF3 is ‘not worth more than a bare mention’, according to Jeffreys’ (1961) criteria.
However, the data favor the conclusion that the three additional alphas of RMWc, CMA, and PMP are
not jointly zero, with odds of approximately 3 to 1. As mentioned earlier, since RMWc and CMA are con-
sidered to contribute little to model improvement, PMP enhances the model.

FF6 and ACCcm, which include the UMD factor, also show improvements over FF3, as demonstrated
by both the GRS test and Bayesian model comparison. This finding aligns with the observation of a sig-
nificant intercept for the UMD factor in the spanning regression test.

Panel C of Table 7 displays the results of the model comparison between FF5 and (FF6, ACCc, and
ACCcm). The GRS test statistic to assess whether ACCc can improve upon FF5 is 5.237, which is statistic-
ally significant at the 5% level. Additionally, the posterior probability for FF5 is 21.5%, and the Bayes
Factor is 0.274, indicating ‘substantial’ evidence against FF5.

Furthermore, Panel D of Table 7 presents the results of the test between FF6 and ACCcm. The GRS
test statistic is 5.468, which is statistically significant at the 5% level. The posterior probability for FF6 is
19.9%, and the Bayes Factor is 0.248, suggesting ‘substantial’ evidence against FF6. In other words, the
data support the hypothesis that adding the PMP factor to FF6 can enhance the model. These results
are consistent with the statistical significance observed when regressing PMP on other factors in the
spanning regression test. These results show that the PMP factor can improve CAPM, FF3, FF5, and FF6.

The total accruals were decomposed into discretionary accruals and non-discretionary accruals using
the Jones, MJones, CFO-MJones, and the FL models. Subsequently, 2� 2� 2� 2� 2 portfolios were
constructed based on the orthogonal decomposition criteria of firm size, book-to-market, cash profitabil-
ity, investment, and (discretionary accruals or non-discretionary accruals). Then, ACCc and ACCcm models
with PMPd (discretionary PMP) and PMPnd (non-discretionary PMP) as PMP factors are evaluated. To
save space, only the results of models using PMPd from the CFO-MJones and FL models and those using
PMPnd from the Jones and MJones models are shown. Model comparisons are presented only for the
cases of FF5 vs. (FF6, ACCc, and ACCcm) and FF6 vs. ACCcm.

In Panels E and F of Table 7, it is indicated that the PMPd composed by the CFO-MJones model can-
not improve FF5 or FF6. However, in Panel G, it is shown that the PMPd composed by the FL model can
enhance FF5. The GRS test statistic is 3.908, which is statistically significant at the 5% level. Additionally,
the Bayes Factor is approximately 0.459, and according to Jeffreys’ (1961) criteria, the evidence against
FF5 is ‘not worth more than a bare mention’. However, the data favor the conclusion that the additional
alpha of PMPd is not zero, with odds of approximately 2–1. Furthermore, the GRS test statistic to assess
whether PMPd can improve FF6 was 2.490, with a p-value of 0.116. The Bayes Factor is approximately
0.757, indicating that incorporating the PMPd factor does not improve FF6.
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Panels I and J of Table 7 show that PMPnd from the Jones model cannot improve FF5 or FF6.
However, in Panel K, it is indicated that PMPnd composed by the MJones model can enhance FF5. The
GRS test statistic is 4.309, which is significant at the 5% level. Furthermore, the Bayes Factor is 0.394,

Table 7. GRS model comparison test and its Bayesian framework.
Panel A RHS Mkt(CAPM) Panel B RHS Mkt,SMBc,HML(FF3)

LHS GRS
GRS

p-value BF BF/(1þ BF) LHS GRS
GRS

p-value BF BF/(1þ BF)

SMBc,HML(FF3) 15.918 0.000 0.000 0.000
SMBc,HML,RMWc,CMA(FF5) 8.755 0.000 0.000 0.000 RMWc,CMA(FF5) 1.548 0.214 0.993 0.498
SMBc,HML,RMWc,CMA,UMD(FF6) 13.884 0.000 0.000 0.000 RMWc,CMA,UMD(FF6) 11.686 0.000 0.000 0.000
SMBc,HML,RMWc,CMA,PMP(ACCc) 8.125 0.000 0.000 0.000 RMWc,CMA,PMP(ACCc) 2.789 0.040 0.341 0.255
SMBc,HML,RMWc,CMA,UMD,PMP
(ACCcm)

12.610 0.000 0.000 0.000 RMWc,CMA,UMD,PMP
(ACCcm)

10.229 0.000 0.000 0.000

Panel C RHS Mkt,SMBc,HML, RMWc,CMA(FF5) Panel D RHS Mkt,SMBc,HML, RMWc,CMA,UMD(FF6)

LHS GRS
GRS

p-value BF BF/(1þ BF) LHS GRS
GRS

p-value BF BF/(1þ BF)

　 　
　 　
UMD(FF6) 31.724 0.000 0.000 0.000 　
PMP(ACCc) 5.237 0.023 0.274 0.215
UMD,PMP(ACCcm) 18.773 0.000 0.000 0.000 PMP(ACCcm) 5.468 0.020 0.248 0.199

Panel E
DA_CFOModifiedJones

RHS Mkt,SMBc,HML,
RMWc,CMA(FF5)

Panel F
DA_CFOModifiedJones

RHS Mkt,SMBc,HML,
RMWc,CMA,UMD(FF6)

LHS GRS p-Value BF BF/(1þ BF) LHS GRS p-Value BF BF/(1þ BF)

UMD(FF6) 90.489 0.000 0.000 0.000 　
PMPd(ACCc) 0.668 0.415 1.130 0.531
UMD,PMPd(ACCcm) 45.714 0.000 0.000 0.000 PMPd(ACCcm) 0.957 0.329 1.105 0.525

Panel G
DA_ForwardLooking

RHS Mkt,SMBc,HML,
RMWc,CMA(FF5)

Panel H
DA_ForwardLooking

RHS Mkt,SMBc,HML,
RMWc,CMA,UMD(FF6)

LHS GRS p-Value BF BF/(1þ BF) LHS GRS p-Value BF BF/(1þ BF)

UMD(FF6) 90.643 0.000 0.000 0.000 　
PMPd(ACCc) 3.908 0.049 0.459 0.315
UMD,PMPd(ACCcm) 46.889 0.000 0.000 0.000 PMPd(ACCcm) 2.490 0.116 0.757 0.431

Panel I
NDA_Jones

RHS Mkt,SMBc,HML,
RMWc,CMA(FF5)

Panel J
NDA_Jones

RHS Mkt,SMBc,HML,
RMWc,CMA,UMD(FF6)

LHS GRS p-Value BF BF/(1þ BF) LHS GRS p-Value BF BF/(1þ BF)

UMD(FF6) 88.058 0.000 0.000 0.000 　
PMPnd(ACCc) 1.171 0.280 1.072 0.517
UMD,PMPnd(ACCcm) 44.237 0.000 0.000 0.000 PMPnd(ACCcm) 0.590 0.443 1.131 0.531

Panel K
NDA_ModifiedJones

RHS
Mkt,SMBc,HML, RMWc,CMA(FF5)

Panel L
NDA_ModifiedJones

RHS Mkt,SMBc,HML,
RMWc,CMA,UMD(FF6)

LHS GRS p-Value BF BF/(1þ BF) LHS GRS p-Value BF BF/(1þ BF)

UMD(FF6) 87.837 0.000 0.000 0.000
PMPnd(ACCc) 4.309 0.039 0.394 0.283
UMD,PMPnd(ACCcm) 44.994 0.000 0.000 0.000 PMPnd(ACCcm) 1.811 0.180 0.927 0.481

Panel A of Table 7 presents the results of the GRS model comparison under the assumption of test asset irrelevance, which tested the com-
parison between CAPM and (FF3, FF5, FF6, ACCc, and ACCcm), and the Bayes Factor using the Bayesian marginal likelihood model compari-
son method. ACCc is a model incorporating the accruals factor into the FF5 model, where the profitability factor is computed as cash
profitability. Meanwhile, ACCcm is a model that incorporate the accruals factor into FF6 model, where the profitability factor is determined
by cash profitability. Furthermore, the factors are orthogonalized, with the exception of UMD. Bayesian marginal likelihood is computed as
Equations (30) and (31). BF/(1 ± BF) presents posterior probabilities for the RHS model, when both compared models have prior probabilities
of 0.5. Panel B presents the GRS test for FF3 vs. (FF5, FF6, ACCc, and ACCcm), as well as the Bayes Factor and posterior probability for FF3.
Panel C displays the results of the model comparison between FF5 and (FF6, ACCc, and ACCcm). Furthermore, Panel D lists the results of the
test between FF6 and ACCcm. The total accruals were decomposed into discretionary accruals (DA) and non-discretionary accruals (NDA)
using the Jones model, modified Jones model (MJones), CFO-modified Jones model (CFO-MJones), and the Forward Looking (FL) model.
Subsequently, 2� 2� 2� 2� 2 portfolios were constructed based on the orthogonal decomposition criteria of firm size, book-to-market,
cash profitability, investment, and (discretionary accruals or non-discretionary accruals). Then, ACCc and ACCcm models with PMPd (discre-
tionary PMP) and PMPnd (non-discretionary PMP) as PMP factors are evaluated, by conducting GRS model comparison for FF5 vs. (FF6, ACCc
and ACCcm) and FF6 vs. ACCcm. Panels E and F present verification results on whether PMPd, composed by the CFO-MJones, can improve
FF5 or FF6. Similarly, Panels G and H show results for the potential improvement of FF5 or FF6 using PMPd composed by the FL model.
Panels I and J display verification results on whether PMPnd, composed by the Jones model, can enhance FF5 or FF6. Panels K and L provide
verification results for the potential improvement of FF5 or FF6 using PMPnd composed by the MJones model.
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suggesting that the data support the inference that the additional alpha of PMPnd is not zero, with
odds of approximately 2.5–1. Additionally, the GRS test statistic for testing whether PMPnd can improve
FF6 is 1.811, with a p-value of 0.180. Given a Bayes Factor of 0.927, including the PMPnd factor does not
enhance the performance of FF6.

It can be argued that PMP composed by total accruals can substantially improve both FF5 and FF6.
Furthermore, the results indicate that PMPd and PMPnd composed of DA and NDA may have the poten-
tial to improve FF5 in certain cases.

4.4. Model comparison using modified HJ-Distance

The HJ-distance was devised to measure the specification errors of the SDF models and is the least-
squares distance between the proposed SDF model and the set of theoretical SDFs that price all assets
correctly.

As the proposed SDF y is viewed as an approximation, and its empirical counterpart to the proposed
SDF is error-ridden, the proposed SDF y cannot belong to the family of theoretical SDFs M: Therefore,
the distance between the proposed SDF and the set of theoretical SDFs is minimized with respect to
L2-norm. The distance |m�-y| between m� 2 M and the proposed SDF y is the minimum adjustment
that makes the proposed SDF y belong to the family of theoretical SDFs. Since there exists nuisance par-
ameter h to describe the proposed SDF y, HJ-distance is to minimize |m�-y| for the SDF parameters h:
The minimum distance is the deviation width between the proposed SDF and the set of theoretical
SDFs; this distance is the projection of the deviation width m − y onto the payoff space. In other words,
the minimum adjustment that makes the proposed SDF y belong to the family of theoretical SDFs is
measuring the deviation width, affecting the asset prices.

The estimated values of the modified HJ-Distance and the estimated values of the SDF parameter
that minimizes the modified HJ-Distance are presented in Table 8. The value multiplied by the variance
of the factor corresponding to the SDF parameter is equivalent to the risk premium, so the statistical sig-
nificance of the SDF parameter implies that the corresponding factor is a priced systematic risk. As
shown in Section 2.5, both the modified HJ-Distance and the model comparison using the GRS test can
be achieved to satisfy the concept of test asset irrelevance. The results of model comparison tests using
the modified HJ-Distance to satisfy test asset irrelevance are presented. The HJ-Distance and SDF param-
eter are calculated under both the assumption of a correctly specified model and the assumption of a
potentially misspecified model. However, in this context, the results primarily focus on the assumption
of a potentially misspecified model. The asymptotic distribution of HJ-Distance and SDF parameters, as
well as the asymptotic distribution for model comparison using HJ-Distance and SDF parameters, are
presented in Appendix B. The factors used in the analysis are orthogonal decomposed 2� 2� 2� 2� 2
factors, and the profitability factor RMW is based on RMWc in the case of cash profitability.

Panel A of Table 8 displays the modified HJ-Distance for CAPM, FF3, FF5, FF6, ACCc, and ACCcm. The
test assets used are the 5� 5 Size-BE/ME sorts portfolios, which are portfolios commonly employed in
empirical analysis. The t-statistics are computed under the assumption of a potentially misspecified
model, while the p-values are computed under the assumption of a correctly specified model.

The values of the modified HJ-Distance indicate that CAPM has the highest value at 0.441, with FF3
at 0.309 and FF5 at 0.307. There is little difference between FF3 and FF5, which is consistent with the
findings of spanning regression tests and GRS analysis. FF6 and ACCc show smaller modified HJ-Distance
values compared with FF5, suggesting potential improvements over FF5 through UMD and PMP.
Additionally, ACCcm exhibits the smallest value. However, it is important to note that under the assump-
tion of a potentially misspecified model, the t-statistics are 5.494, whereas under the assumption of a
correctly specified model, the p-value is 0.143. This implies that without considering model misspecifica-
tion, one might draw incorrect conclusions. Considering the high value of the t-statistics, it is advisable
to base the analysis on the assumption of a potentially misspecified model.

Panel B of Table 8 presents the SDF parameters that minimize the modified HJ-Distance along with
their t-statistics. Furthermore, Panel C of Table 8 shows the risk premiums for the factors. Since it is
believed that the SDF parameter and risk premium should take positive values, a one-sided test is
conducted.
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Table 8. HJ-distance and SDF parameter.
Panel A HJDm t_statistics p_value

CAPM 0.441 7.634 0.000
FF3 0.309 6.109 0.043
FF5 0.307 6.225 0.031
FF6 0.288 5.864 0.072
ACCc 0.293 5.968 0.053
ACCcm 0.271 5.494 0.143

Panel B SDF_parameter t_statistics

Mkt SMBc HML RMWc CMA UMD PMP Mkt SMBc HML RMWc CMA UMD PMP

CAPM 0.008 CAPM 2.991
FF3 0.018 0.008 0.196 FF3 2.535 0.807 3.139
FF5 0.015 0.002 0.177 0.027 0.076 FF5 1.769 0.122 2.525 0.218 0.619
FF6 0.015 0.016 0.130 0.100 0.094 0.038 FF6 1.441 0.658 1.725 0.699 0.694 1.399
ACCc 0.020 0.023 0.197 0.082 −0.024 0.160 ACCc 2.082 1.024 2.565 0.711 −0.171 2.012
ACCcm 0.021 0.038 0.148 0.165 −0.013 0.041 0.174 ACCcm 1.659 1.292 1.858 1.163 −0.083 1.692 1.743

Panel C Risk premium

Mkt SMB HML RMWc CMA UMD PMP

CAPM 0.238
FF3 0.515 0.085 0.584
FF5 0.425 0.026 0.527 0.057 0.187
FF6 0.430 0.171 0.386 0.215 0.232 5.328
ACCc 0.575 0.247 0.587 0.176 −0.058 0.285
ACCcm 0.593 0.419 0.442 0.353 −0.031 5.656 0.308

Panel D Tðd̂21 − d̂
2
2Þ p-Value

CAPM FF3 FF5 FF6 ACCc CAPM FF3 FF5 FF6 ACCc

FF3 42.183 FF3 0.001
FF5 47.127 4.846 FF5 0.001 0.107
FF6 80.857 39.869 34.137 FF6 0.000 0.000 0.000
ACCc 52.484 11.554 5.573 2.844 ACCc 0.001 0.012 0.009 0.358
ACCcm 87.667 47.885 43.054 7.960 34.620 ACCcm 0.000 0.000 0.000 0.013 0.000

Tðhþ2 0Avarðhþ2 Þ−1hþ2 Þ p-Value

CAPM FF3 FF5 FF6 ACCc CAPM FF3 FF5 FF6 ACCc

FF3 9.888 FF3 0.007
FF5 9.895 0.484 FF5 0.042 0.785
FF6 9.537 2.082 1.958 FF6 0.089 0.556 0.162
ACCc 9.621 5.030 4.047 ACCc 0.087 0.170 0.044
ACCcm 9.066 4.381 4.107 3.037 2.862 ACCcm 0.170 0.357 0.128 0.081 0.091

Panel E

DA_CFOModifiedJones
Tðd̂21 − d̂

2
2Þ p-Value

PMPd(ACCc) t-Statistics Risk premium CAPM FF3 FF5 CAPM FF3 FF5

0.022 0.280 0.038 ACCc 28.419 15.188 1.716 ACCc 0.004 0.032 0.193
DA_ForwardLooking Tðd̂21 − d̂

2
2Þ p-Value

PMPd(ACCc) t-Statistics Risk premium CAPM FF3 FF5 CAPM FF3 FF5

0.154 1.519 0.216 ACCc 28.963 19.120 4.495 ACCc 0.012 0.021 0.052
NDA_Jones Tðd̂21 − d̂

2
2Þ p-Value

PMPnd(ACCc) t-Statistics Risk premium CAPM FF3 FF5 CAPM FF3 FF5

0.156 1.749 0.219 ACCc 33.206 13.406 3.399 ACCc 0.001 0.023 0.077
NDA_ModifiedJones Tðd̂21 − d̂

2
2Þ p-Value

PMPnd(ACCc) t-Statistics Risk premium CAPM FF3 FF5 CAPM FF3 FF5

0.110 1.839 0.161 ACCc 26.472 6.956 3.842 ACCc 0.000 0.047 0.013

Table 8 displays the following information: the estimated values of the modified HJ-Distance in Panel A, the estimated values of the SDF par-
ameter that minimizes the modified HJ-Distance in Panel B, risk premium in Panel C, model comparison using modified HJ-Distance and SDF
parameters with total accruals of PMP in Panel D, and model comparison using modified HJ-Distance with PMPd of PMPnd in Panel E. The
asymptotic distribution of HJ-distance and SDF parameters were both calculated under the assumption that SDF is a correctly specified (CS)
model and a potentially misspecified (MS) model as one of 2p times frequency zero spectral density estimators, which are heteroskedasticity
autocorrelation consistent. The optimal lags were those chosen by Newey and West (1994). However, in this context, the results primarily
focus on the assumption of a potentially misspecified model. The factors used in the analysis are 2� 2� 2� 2� 2 orthogonalized factors,
and profitability factor RMW is based on RMWc in the case of cash profitability.
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For the Mkt, the SDF parameter is 0.008, with a t-statistic of 2.991, making it statistically significant at
the 1% significance level. The statistical significance of the SDF parameter for the Mkt factor implies that
the Mkt factor represents priced systematic risk. Since the risk premium is the product of the SDF par-
ameter and the factor’s variance, the risk premium for Mkt is 0.238.

In the case of ACCcm, the SDF parameter for SMBc is statistically significant at the 10% significance
level. While adding the UMD factor in FF6 does not make SMBc’s SDF parameter statistically significant,
including UMD and PMP in the ACCcm model demonstrates that SMBc functions as a risk factor. As indi-
cated by the spanning regression test, when regressing SMB on other factors, the coefficient of the PMP
factor is negative. Therefore, SMB and PMP describe opposite characteristics concerning firm size.
Therefore, the lack of apparent functionality of SMBc in FF3, FF5, and FF6 is likely due to not controlling
for the PMP factor.

The SDF parameters for the HML factor are statistically significant at the 1% level in FF3, FF5, and ACCc,
and at the 5% level in FF6 and ACCcm. In FF3, the risk premium for the Mkt factor is 0.515 and that for
HML is 0.584. Controlling for other factors has led to a significantly higher risk premium for Mkt compared
to the CAPM case, and the risk premium for Mkt is shown to be approximately equal to that of HML.

The SDF parameters for RMWc and CMA are not statistically significant in any of the models, which is
consistent with the results of spanning regression and GRS tests. Therefore, when analyzing Japanese
market data, it is believed that RMWc and CMA are not priced factors, and their status as systematic risks
is not statistically supported.

In FF6, the SDF parameter for UMD is statistically significant at the 10% level, while in ACCcm, the
SDF parameter for UMD is statistically significant at the 5% level. Furthermore, the risk premiums for
UMD are notably higher in FF6 (5.328) and ACCcm (5.656) than the other factors, which is also sug-
gested by the magnitude of the intercept in spanning regression test. In FF6, owing to the significant
contribution of the UMD factor, the value of the modified HJ-Distance decreases from 0.307 to 0.288.
Therefore, based on these results, it is expected that FF6 will outperform FF5 in model comparisons.

The SDF parameter for the PMP factor is 0.160 in ACCc and 0.174 in ACCcm, both statistically signifi-
cant at the 5% level. This indicates that PMP is a priced factor and that it represents systematic risk. The
risk premiums for PMP are 0.285 in ACCc and 0.308 in ACCcm. Although they are approximately half the
size of the risk premiums for Mkt and HML, they are statistically significant. Therefore, the inclusion of
PMP suggests the potential for improving FF5 and FF6.

The results of model comparisons to satisfy test asset irrelevance using the modified HJ-Distance are
presented in Panel D of Table 8. Model comparisons based on the HJ-Distance are demonstrated in
studies by Hansen et al. (1995) and Hansen and Jagannathan (1997), and model comparisons based on
the SDF parameter are shown in Kan and Robotti’s (2009) study. When using the squared HJ-Distance,
the test statistic for CAPM versus FF3 is 42.183 with a p-value of 0.001. When using the SDF parameter,
the test statistic is 9.888 with a p-value of 0.007. As noted in Hansen and Jagannathan (1997), the HJ-
Distance represents the maximum pricing error per unit of payoff 1 norm. The modified HJ-Distance for
CAPM is 0.441, while the modified HJ-Distance for FF3 is 0.309. This indicates that FF3 has smaller pric-
ing errors and is considered to dominate CAPM in asset pricing.

In both cases using the squared HJ-Distance and the SDF parameter, no statistical significance is
noted regarding FF5 improving upon FF3. This was predicted, as the statistical significance of the SDF
parameters for RMWc and CMA is not demonstrated.

When comparing FF3 and FF6, using the squared HJ-Distance results in statistical significance at the
1% level, but when using the SDF parameter, it is not statistically significant. When conducting model
comparison tests with SDF parameters, the test statistic is a quadratic form of the estimated parameter
with a weighting matrix of asymptotic variance. The influence of the larger variance of the UMD factor
compared to other factors likely contributes to such results. A similar observation can be made for FF3
vs. ACCcm.

When conducting a model comparison between FF3 and ACCc using the squared HJ-Distance, it is
statistically significant at the 5% level. However, when using the SDF parameter, it is not statistically sig-
nificant. This is likely because RMWc, CMA, and PMP, which are additionally included in ACCc, are eval-
uated together. In other words, the estimated SDF parameter of RMWc and CMA have larger variances
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compared to their estimated values, rendering them statistically insignificant, and this lack of signifi-
cance affects the test statistic when considering the combined set of RMWc, CMA, and PMP.

When comparing FF5 and FF6, the squared HJ-Distance is statistically significant at the 1% level, but
when using the SDF parameter, it is not statistically significant. This value is believed to be influenced
by the high variance of the UMD factor, similar to the cases of FF3 versus FF6 and FF3 versus ACCcm.

Since FF6 and ACCc are not nested models, model comparison was performed only using the squared
HJ-Distance, and the estimation was based on Proposition 6 by Kan and Robotti (2009). In this case, test
asset irrelevance is not satisfied. The modified HJ-Distance value for FF6 is 0.288, and for ACCc, it is
0.293. This suggests that UMD is a factor that reduces pricing error more than PMP. Therefore, the
test statistic for FF6 vs. ACCc is 2.844 with a p-value of 0.358, indicating that ACCc does not outper-
form FF6.

The comparison of FF6 vs. ACCcm aims to test whether adding PMP to FF6 improves the model.
ACCcm has a modified HJ-Distance value of 0.271, smaller than all other models, and when performing
model comparison between FF6 and ACCcm using the squared HJ-Distance, the test statistic is 7.960
with a p-value of 0.013. Furthermore, when conducting model comparison using the SDF parameter, the
test statistic is 3.037 with a p-value of 0.081. Therefore, it is statistically significant that PMP can enhance
FF6, and ACCcm can be said to dominate FF6.

ACCc is compared to ACCcm to test whether adding UMD improves ACCc. When using the squared
HJ-Distance, the test statistic is 34.620 with a p-value of 0.000, whereas when using the SDF parameter,
the test statistic is 2.862 with a p-value of 0.091, which is significant at the 10% level.

Fama and French (2018) seemed hesitant to add UMD to their model; in the current analysis, the
uniqueness of the UMD factor is also evident. Specifically, in model comparisons that include the UMD
factor, it is often observed that significant improvements are achieved when using the squared HJ-
Distance but statistically significant improvements are not observed in most cases when using the SDF
parameter. UMD exhibits a significant intercept, as shown in the spanning regression test. The lack of
statistical significance in model comparisons using the SDF parameter may be due to the high variance
in the UMD factor.

According to Fama and French (2018), empirical analysis should be grounded in theoretical models,
and adding factors to the model that lack economic meaning, even if strongly suggested by empirical
results, can raise concerns about the nature of data mining. The factors composing FF5, namely
SMBc, HML, RMWc, and CMA, have a theoretical basis in the discount dividend model with clean
surplus accounting. Additionally, the PMP factor is theoretically grounded as discussed in Section 2.3.
In model comparisons using PMPd constructed from discretionary accruals and PMPnd constructed
from non-discretionary accruals, UMD is excluded from further analysis because there is a possibility that
the functionality of PMPd and PMPnd is disrupted and cannot be observed due to the uniqueness
of UMD.

Panel E of Table 8 presents the analysis for the cases where the intercept was significant in the span-
ning regression test, specifically for DA_CFO-MJones, DA_FL, NDA_Jones, and NDA_MJones.
Furthermore, in the analysis, similar to the case of total accruals, orthogonal decomposed 2� 2� 2�
2� 2 factors were used, and RMW employs RMWc for cash profitability. To conserve space, Panel E of
Table 8 displays the estimated values of SDF parameters and risk premiums corresponding to PMPd and
PMPnd in the ACCc model, along with the results of model comparison tests ACCc versus (CAPM, FF3,
and FF5) using modified HJ-Distance.

The corresponding SDF parameter for PMPd in the DA_CFO MJones model is 0.022, which is not stat-
istically significant. However, in the DA_FL model, the corresponding SDF parameter for PMPd is 0.154,
statistically significant at the 10% level. The risk premium is 0.216, which is slightly smaller than the pre-
mium calculated for total accruals. Additionally, ACCc significantly improves upon CAPM, FF3, and FF5 at
the 5%, 5%, and 10% levels, respectively.

For the NDA_Jones model, the corresponding SDF parameter for PMPnd is 0.156, which is statistically
significant at the 5% level. The risk premium is 0.219. In this case, ACCc significantly improves upon
CAPM, FF3, and FF5 at the 1%, 5%, and 10% levels, respectively.

The corresponding SDF parameter for PMPnd in the NDA_MJones model is 0.110, which is statistically
significant at the 5% level. The estimated values of SDF parameters are smaller compared to the DA_FL
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model and NDA Jones model, but owing to the smaller variance of SDF parameter, the t-statistics are
the highest among the case of DA_FL, NDA_Jones and NDA_MJones. Additionally, the value of the risk
premium is slightly modest at 0.161. ACCc significantly improves upon CAPM, FF3, and FF5 at the 1%,
5%, and 5% levels, respectively.

The statistical significance of SDF parameters indicates that the corresponding risk factors are priced
risk factors, which represent a systematic risk. Therefore, the ACCc model that includes the PMPd and
PMPnd factors is believed to be able to dominate over CAPM, FF3, and FF5 in several cases.

5. Discussion

Accruals are regarded as investments in working capital and are an integral component in the growth
process of firms. Assuming asymmetry of information among investors when predicting the returns on
such investments, investors are exposed to adverse selection problems. Consequently, in market equilib-
rium, investors are believed to require compensation for the systematic risk associated with adverse
selection exposure.

By constructing the accruals factor as a variable to proxy for such risks, it is demonstrated that the
accruals factor is priced and can enhance existing asset pricing models. Moreover, categorizing accruals
into discretionary and non-discretionary components and constructing accruals factors from these com-
ponents yields similar results.

These findings were derived by applying the GRS model comparison, its Bayesian framework, and HJ-
distance. Having conducted an analysis using GRS model comparison based on test asset irrelevance
(Barillas & Shanken, 2017, 2018; Chib et al., 2020) and model comparison using HJ-Distance to satisfy
test asset irrelevance, it is believed that the issue of ‘Home Game’ has been overcome.

Fama and French (2018) proposed the FF6, which adds momentum factor UMD introduced by
Carhart (1997) to FF5 somewhat reluctantly to satisfy popular demand. Because they believe that theory
can limit the range of competing models and the robustness of results is another limiting consideration,
they emphasize that a certain umbrella theory such as the dividend discount model or the production-
based model of Cochrane (1991) should exist as a precondition to choose factors. Consequently, they
were concerned that an undisciplined search that lacks theoretical motivation would bring us to a dark
age of data mining.

Accordingly, the accruals anomaly ought to be elucidated through theory proposed by Easley and
O’Hara (2004). They showed that the systematic risk associated with adverse selection induced by com-
position of public and private information affects capital cost. The dividend discount model with clean
surplus accounting, by which FF5 is motivated, does not consider this perspective.

Disclosing information about the actual state of corporate management, which includes internal and
external finance, is believed to have a dual effect on the cost of capital. On one hand, it alleviates infor-
mation asymmetry with investors, thereby lowering capital costs. On the other hand, during the process
of firms expanding their business through investment activities, the discretion given to managers, which
increases asymmetric information, is thought to increase capital costs. Hence, there is a trade-off rela-
tionship between these effects. Consequently, the issue of asymmetric information will persist, and so
will adverse selection problems. Investors seeking to address the adverse selection problem will continue
to require a risk premium.

The results derived from the empirical verification are consistent with Jensen’s (1986) free cash flow
hypothesis. Managers increase their discretionary power by increasing the resources under control with
accruals. The increase in the free cash flow and discretion of the firm’s manager also increases the
agency costs that investors bear, and they require a risk premium for the excessive discretion entrusted
to the firm’s manager. Hence, the more significant the discretion granted to managers, the more pro-
nounced the adverse selection problem.

As accounting standards act as filters that convert economic events into information, they cover the
entire capital market and affect the informational environment. As the economy develops or fluctuates,
the domain of functions assumed by the accounting standard or the firm manager’s disclosure policy
becomes unstable. An economic event that investors could not predict in the previous informational
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environment would become an uncertainty embedded in the system design. Therefore, economic
growth or fluctuations in the economy can influence the information structure.

As pointed out by Khan (2008), the risk factors in equilibrium pricing models such as the ICAPM
(Campbell, 1993; Merton, 1973) originate from the examination of how investors’ preferences impact
their decisions regarding consumption and savings. These risk factors are inherently general since the
model is developed without specifying the risk or cross-section of returns.

In the context of the ICAPM, the factors in the FF5 model, motivated by the dividend discount model
with clean surplus accounting, are considered factors related to Nd (news or revision in expectation at
time t of future dividend growth). Meanwhile, the systematic risk associated with adverse selection
induced by the information structure, as examined in this study, is believed to be a factor related to Nr
(news or revision in expectation at time t of future discount rates). Therefore, it is suggested that the
proxy for the systematic risk associated with adverse selection can complement the FF5.

The concept of parsimony, aiming to describe an asset pricing model with a high Sharpe ratio using
as few factors as possible, is considered valid, as seen in previous studies (Ali & €Ulk€u, 2021). However,
there may be periods when the problem of adverse selection is prominently evident and those when it
is not, depending on the economic conditions. Additionally, the sensitivity to adverse selection risk will
fluctuate. While it is crucial to eliminate redundant bases of the asset pricing model, caution should be
exercised to avoid excluding risk factors necessary for understanding real-world phenomena during the
excessive process of contraction in analysis.

The impact of omitting systematic risk from the benchmark asset pricing model in the Mishkin test
was explained in Section 2.2. The extensive body of research supporting earnings fixation hypothesis
simultaneously suggests the presence of omitted risk factors related to accruals. In particular, this is
believed to be associated with issues related to adverse selection. Therefore, analyses based on this
premise are expected to become future research topics.

Hirshleifer et al. (2012) conducted an analysis using the approach proposed by Daniel and Titman
(1997) and Fama and MacBeth (1973) regressions, and argued that the accruals anomaly is not explained
by the risk premium of factors composed of accruals but rather by behavioral mispricing resulting from
investors’ limited attention to the characteristics of accruals.

However, applying the assumptions from Daniel and Titman (1997) that firm characteristics are ‘slowly
varying firm attributes’ in the analysis of accruals is inappropriate, since accruals are variables that may
reverse in the subsequent period. Even if factor loadings for individual assets are estimated using data
from the past five years (at least two years), assuming that this enables the estimation of expected
returns for the next period, accurate estimates cannot be obtained for accruals based on the assumption
of reversal. There is also a possibility that the estimated values of factor loadings may oscillate in some
cases. Therefore, it is challenging to expect returns to vary based on the magnitude of factor loadings
when forming portfolios through a three-stage sort of accruals, size, and factor loading.

Furthermore, even if their assumptions were correct (excluding the fact that accruals undergo radical
changes), the simultaneous inclusion of accruals and factor loadings as explanatory variables in the
Fama and MacBeth (1973) regression is expected to lead to a severe issue of multicollinearity. The coeffi-
cients obtained by regressing return on factor loadings are expected to represent the factor’s expected
return. They compose the factor by taking the difference between the average return of portfolios with
low accruals and that with high accruals. Therefore, after normalizing accruals to take values between
−0.5 and 0.5, it is expected that the coefficients obtained by regressing return on accruals will be the
values obtained by multiplying the factor’s expected return by −1. Since two variables with the
expected same coefficients but opposite signs are simultaneously included in the regression analysis,
the issue of multicollinearity cannot be ignored.

This argument illustrates the difficulty of capturing the risk represented by accruals at the individual
firm level. While it may initially appear as the idiosyncratic risk of individual assets, in market equilibrium,
it is believed that accruals serve as a proxy for the risk associated with adverse selection. Adverse selec-
tion depends on the degree of asymmetric information in the cross-section. Therefore, even if a signifi-
cant turnover occurs between firms incorporated into portfolios representing the asymmetry of
information in period t and those in period tþ 1, the overall degree of information asymmetry in the
economy between periods t and tþ 1 may not change significantly. Consequently, when examining
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individual firms over time, the degree of risk exposed to adverse selection is expected to fluctuate dra-
matically. A method of estimation based on such assumptions is deemed necessary and is considered a
suitable avenue for future research.

According to Zhang (2007), accruals are an integral component in the growth process of firms. Given
the asymmetric information among investors when forecasting returns on such investments, investors
face adverse selection problems. Consequently, in a market equilibrium, investors are believed to require
a premium as compensation for being exposed to the risk associated with adverse selection. Therefore,
the risk premium associated with adverse selection induced by the information structure is considered a
first-order effect of accruals. The subjective measurement of accruals and profit manipulation by manag-
ers are viewed as second-order effects of accruals, as analyzed by Kothari et al. (2006), who were moti-
vated by the agency theory of overvalued equity (Jensen, 2005).

Wu et al. (2010), motivated by the q-theory of Tobin, demonstrated the relationship between risk,
return, and financial activities on the production side. Assuming asymmetric information, this study
empirically illustrated the relationship between risk, return, and financial activities on the investor side.
Within the framework of general equilibrium, as these aspects may complement each other, constructing
a model that can simultaneously address these issues is believed to contribute to further research.

The results presented in this study provide valuable insights for regulators and policy planners work-
ing in the capital market space. Given the presence of adverse selection problems, whether in internal
or external finance, frameworks must be established to encourage more proactive information disclosure,
particularly regarding accruals related to investment in firm growth and aspects of information asym-
metry such as transparency and corporate governance structure. This could lead to a reduction in the
overall cost of capital in the economy, with the potential to enhance economic welfare.
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Appendix A: The definition of discretionary accruals and non-discretionary accruals

The method to estimate non-discretionary accruals (NDA) is as follows. Discretionary accruals (DA) are calculated by
subtracting estimated non-discretionary accruals from total accruals.

i) Jones model:
According to Jones (1991), the change in revenues (D Rev) and gross property, plant, and equipment (PPE) affect
NDA. D Rev was included in the expectation model because NDA are affected by changes in the working capital,
and PPE was regarded as non-discretionary depreciation expenses. The expected NDA from the Jones model are
as follows:

NDAj, t

TAj, t−1
¼ b0, j

1
TAj, t−1

þ b1, j
DRevj, t
TAj, t−1

þ b2, j
PPEj, t
TAj, t−1

þ ej, t , (34)

where NDAj, t is firm j’s NDA in year t, TAj, t−1 is the total asset at the beginning of year t, DRevj, t is the change in
revenues, and PPEj, t denotes PPE. b0, j, b1, j, and b2, j were estimated based on pre-event 15 years data for each firm,
and the NDA was calculated for the event year using a pre-estimated coefficient.

ii) Modified Jones model:
Dechow et al. (1995) modified the Jones model by subtracting the change in receivables (D Rec) from D Rev as
changes in receivables may include managers’ intended manipulation. The NDA expected from the modified Jones
model are as follows:

NDAj, t

ATAj, t−1
¼ b0, j

1
ATAj, t−1

þ b1, j
ðDRevj, t − DRecj, tÞ

ATAj, t−1
þ b2, j

PPEj, t
ATAj, t−1

þ ej, t , (35)

where DRecj, t is change in accounts receivable. ATAj, t−1 represents average total assets of fiscal year t � 1: NDA
were estimated using Equation (35) based on the pre-event 15 years data for each firm.

iii) CFO-modified Jones model:
Kasznik (1999) suggested that D CFO should be included in the modified Jones model to control for the component
of NDA caused by a change in the CFO. As the proposed model is based on cross-sectional regression, firms are
assigned to the estimation portfolio p according to the TOPIX17 industry code (the 17 classifications of the stocks
listed on the Tokyo Stock Exchange). Using the estimated coefficients of assigned portfolio p, the NDA for each
firm-year observation are as follows:

NDAj, t

ATAj, t
¼ b0, p, t

1
ATAj, t

þ b1, p, t
ðDRevj, t − DRecj, p, tÞ

ATAj, t
þ b2, p, t

PPEj, t
ATAj, t

þ b3, p, t
DCFOj, t

ATAj, t
þ ej, t (36)

where DCFOj, t is the change in cash flow from operation.
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iv) Forward-looking model:
A growing firm tends to increase inventory due to future sales. This increase in inventory is not the result of earn-
ings manipulation. Dechow et al. (2003) suggested that including future sales growth (GRSale) in the NDA estimate
would smooth financial reports. As accruals could be predicted by the previous year’s accruals, the lagged value of
total accruals (LagTA) should also be included in the NDA estimate. The cross-sectional NDA of the forward-looking
model are as follows:

NDAj, t

ATAj, t
¼ b0, p, t

1
ATAj, t

þ b1, p, t
ðð1þ kÞDRevj, t − DRecj, p, tÞ

ATAj, t
þ b2, p, t

PPEj, t
ATAj, t

þ b3, p, t
LagTAj, t

ATAj, t
þ b4, p, t

GRSalej, t
ATAj, t

þ ej, t (37)

where LagTAj, t is the lagged value of total accruals, GRSalej, t is the change in sales from the current year to the
next year, scaled by current sales, and k is estimated for each TOPIX17 industry grouping as DRec ¼ b0 þ kDSalesþ
e, restricted to between 0 and 1.

Appendix B: Model comparison using HJ-distance

The results of the model comparison test using the HJ-distance are as follows. Let yt be a proposed SDF described
as yt ¼ 1-h0ft—a linear function of k systematic risk factors ft and SDF parameter h: Let the excess return and the
mean excess return be denoted by Ret and r ¼ E½Ret �, respectively. The deviation from the mean is rt ¼ Ret − r: The
systematic risk factor ft is denoted as the deviation from its mean. Let M denote the set of theoretical SDFs that
correctly price all the payoffs. Solving the problem of minm2M |m-y|2 s:t:E mr½ � ¼ 0, the SDF parameter h is estimated
to minimize the HJ-distance. The estimated SDF parameter h and estimated HJ-distance d are as follows:

d ¼ r 0var rtð Þ−1r − r 0var rtð Þ−1E rtft
0½ � E ftr

0
t


 �
var rtð Þ−1E rtf

0
t


 �� �−1
E ftrt

0½ �varðrtÞ−1r (38)

h ¼ E ftr0t

 �

var rtð Þ−1E rtf 0t

 �� �−1

E ftrt 0½ �varðrtÞ−1r (39)

The estimated HJ-distance provides the maximum pricing error per unit norm (Hansen & Jagannathan, 1997).
The multiplication of the estimated SDF parameter and variance of systematic risk factor implies the risk premium
required by market investors as compensation for bearing the exposure to systematic risks per unit. Consequently,
statistically significant estimators of the SDF parameters imply the evidence of systematic risk.

Some SDFs are assumed to be misspecified; thus, statistical tests should be performed for both SDF as correctly speci-
fied and potentially misspecified model. As the asymptotic variances of the SDF parameters are larger under the assump-
tion of potentially misspecified models than under correctly specified models (Kan & Robotti, 2009), the test statistics are
larger when assuming a correctly specified model. Ignoring the model misspecifications may lead to incorrect
conclusions.

Under the assumption that the SDF is correctly specified (i.e., d ¼ 0), the asymptotic distribution of the estimated
HJ-distance (d̂

2
) is shown as follows (Jagannathan & Wang, 1996):

Td̂
2 �

XN-k−1
i¼1

uixi (40)

where xi is an independent v21 random variable, and the weight ui is equal to the nonzero eigenvalue of

S
1
2var rtð ÞS1

2 − S
1
2var rtð Þ−1E rtft

0½ � E ftr0t

 �

var rtð Þ−1E rtf
0
t


 �� �−1
E ftrt 0½ �varðrtÞ−1S1

2 (41)

where S is the asymptotic covariance of 1ffiffi
T

p
PT

t¼1ðrtft0hÞ:
Meanwhile, under the assumption of potentially misspecified (i.e., d 6¼ 0), the asymptotic distribution of the HJ-

distance is shown as follows (Hansen et al., 1995; Hansen & Jagannathan, 1997):ffiffiffi
T

p
d̂
2
− d2

� �
� Nð0, Avarðd̂2ÞÞ (42)ffiffiffi

T
p

d̂-dð Þ � N ð0, Avarðd̂2Þ=4d2Þ (43)

where Avar d̂
2

� �
¼P1

j¼-1 E½qtqtþj�, qt ¼ y2t − yt-g
0rt

� �
− 2g0r − d2 and g ¼ var rtð Þ−1ðr-E½rtft 0�hÞ:

In conducting statistical tests, asymptotic distribution is denoted as 2p times frequency zero spectral density esti-
mators—the heteroscedasticity autocorrelation consistent (HAC) estimators (Newey & West, 1987). Thus, Avar d̂

2
� �

is
estimated by using 2p times the spectral density of qt at frequency zero estimator. Optimal lags were chosen follow-
ing Newey and West (1994).

The asymptotic distribution of the SDF parameter under the assumption of potentially misspecified (d 6¼ 0) is
shown as follows (Kan & Robotti, 2008): ffiffiffi

T
p

ĥ-hð Þ � N ð0, Avar ĥð ÞÞ (44)

where Avar ĥð Þ ¼P1
j¼-1 E hth

0
tþj

h i
, ht ¼ HE ftrt0½ �var rtð Þ−1rt 1 − ytð Þ þ H ft-E ftrt 0½ �var rtð Þ−1rt


 �
ut þ h, H ¼ ðE ftr0t


 �
varðrtÞ−1

E½rtf0t�Þ−1, ut ¼ e0varðrtÞ−1rt, and e ¼ r-E rtf
0
t


 �
h: Assuming that the SDF is correctly specified (d ¼ 0), ht can be simpli-

fied to ht ¼ HE ftrt0½ �var rtð Þ−1rt 1 − ytð Þ þ h, as we have e ¼ 0 and ut ¼ 0:
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Kan and Robotti (2009) formally tested whether the candidates for the two linear asset-pricing models have the
same HJ-distance. Let the risk factor of Model 1 be ft, 1 2 R

k1 : Subsequently, the SDF of Model 1 is yt, 1 ¼ 1 − h1
0ft, 1

with SDF parameter h1 2 R
k1 : Let the risk factor of Model 2, which nests Model 1, be ft, 2 ¼ ðf10, fþ2 Þ0 2 R

k1þk2 , and
the SDF of Model 2 is yt, 2 ¼ 1 − ðh10, hþ0

2 Þ0ðft, 1, fþt, 2Þ with SDF parameter hþ2 2 R
k2 corresponding to additional risk fac-

tor fþ2 2 R
k2 : To test the hypothesis that Model 2 can improve Model 1, the null hypothesis H0 : d

2
1 ¼ d22 was tested,

and the asymptotic distribution of d̂
2
1 − d̂

2
2 is as follows:

T d̂
2
1 − d̂

2
2

� �
�
Xk2

i¼1
wix1 (45)

where xi are independent random variables distributed on the v21 random variable, and the weight wi is equal to
the eigenvalues of H−1

2, 22Avarðĥ
þ
2 Þ: H2, 22 is a component of H2 ¼ ðE fþ2 r

0
t


 �
var rtð Þ−1E½rtfþ0

2 �Þ−1 2 Rk2 �Rk2 : Avarðĥþ2 Þ is
the asymptotic variance of the SDF parameter hþ2 , assuming that the SDF is potentially misspecified (d 6¼ 0). This is
because, without considering the potential model misspecification, one might mistakenly reject H0 : d

2
1 ¼ d22: As

d21 ¼ d22 if and only if hþ2 ¼ 0K2 , to test the equality of the HJ-distances of the two models, one can simply test H0 :
hþ2 ¼ 0k2 : Under the null hypothesis, the test statistics are as follows:

Tĥ
þ0
2 Avar ĥ

þ
2

� �−1
ĥ
þ
2 � v2k2 (46)
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