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Abstract: Adopting AI (Artificial Intelligence) in the provision of psychiatric services has been
groundbreaking and has presented other means of handling some of the issues related to traditional
methods. This paper aims at analyzing the applicability and efficiency of AI in mental health practices
based on business administration paradigms with a focus on managing services and policies. This
paper engages a systematic and synoptic process, where current AI technologies in mental health are
investigated with reference to the current literature as to their usefulness in delivering services and
the moral considerations that surround their application. The study indicates that AI is capable of
improving the availability, relevance, and effectiveness of mental health services, information that can
be useful for policymakers in the management of health care. Consequently, specific concerns arise,
such as how the algorithm imposes its own bias, the question of data privacy, or how a mechanism
could reduce the human factor in care. The review brought to light an area of understanding of
AI-driven interventions that has not been explored: the effect of such interventions in the long
run. The field study suggests that further research should be conducted regarding ethical factors,
increasing the ethical standards of AI usage in administration, and exploring the cooperation of
mental health practitioners and AI engineers with respect to the application of AI in psychiatric
practice. Proposed solutions, therefore, include enhancing the AI functions and ethical standards and
guaranteeing that policy instruments are favorable for the use of AI in mental health.

Keywords: AI interventions; artificial intelligence; business administration; digital therapy; manage-
ment implications; mental health; mental health technology; policy considerations

1. Introduction

Mental health care services have become a necessity due to the emerging need for
proper health care, societal change, and the dynamism of mental health disorders. The
traditional styles of delivering mental health care, drawn from a limited resource setting
and marred by long waiting lists, are under immense pressure in providing services to these
growing needs. Consequently, new technologies, especially those that encompass AI, are
being considered a possible solution for the advancement of mental health service delivery.
As some experts (Filip et al. 2023; Srebalová et al. 2018; Tache and Sararu 2023) claim in this
context, mental health is part of the first generation of human rights) AI has potential in that
it can provide such features as individualized treatment, prognosis, and self-organizing
assistance systems that can significantly enhance the delivery and organization of mental
health. However, although the introduction of AI in mental health care has its merits, as
discussed below, it comes with unique challenges. More so, matters like ethical concerns,
data privacy, algorithm biases, and the decreased interactivity in human-centered systems
should not be taken lightly as key considerations and challenges to the efficient and
appropriate application of AI in this line. Thus, a detailed analysis of AI’s place in mental
health management is needed to identify best practices for its implementation and the
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necessary policies that would minimize risks and maximize benefits for all stakeholders
(Husnain et al. 2024).

Thesis Statement: This paper has the following objectives: to evaluate the relevance
and efficiency of AI technologies in mental health care and to explore such technologies’
implications for service management and policymaking. It includes best practices for
considering AI in relation to its positive and negative aspects and how it should be used to
address the core aspects of mental health care.

Mental illnesses are today becoming rampant and are affecting millions of people
across the world in the post-industrial society. Thus, economic concern, lack of interpersonal
contact, and post-COVID-19 impact have caused new cases of major depression and
anxiety disorders and other stress-related disorders (Mentis et al. 2023). While conventional
methods of mental treatment have to some extent offered great support, they come along
with several challenges, such as problems with access, customer stigma, and inadequate
numbers of mental health workers. These issues put into question the ability to close the
gaps that exist between what is needed and the timely and efficient approaches to care.

Intelligent systems have lately been considered a promising approach to address these
issues within the sphere of mental health (Zahlan et al. 2023). When it comes to the field
of mental health, one has to point out that AI’s greatest benefit is that it can analyze vast
amounts of data as well as identify certain trends and patterns that may help in providing
the best, highly individualized, patient-oriented care. Currently, AI is used in different
ways, including the presence of virtual therapists, testing and tracking of mental health,
and AI’s capacity to make forecasts on potential mental health issues in the future. These
developments may well open up mental health care for people who find it difficult to access
it for any reason, including geographical location and lack of resources or professionals,
and can offer consistent care in readily deployable methods that are hard for old-school
therapies to achieve.

1.1. Purpose and Significance

The aim of the current paper is to present an idea of AI in mental health care and its
application and effectiveness and the management implications for business administra-
tion. The aim of this review is to bring together the current state of the practice of AI in
mental health, from identification of mental health disorders to monitoring and treatment
(Milne-Ives et al. 2020). It also seeks to present a general view regarding the state of the
art in mental health care enabled with AI and the possible ethical, social, and technical
problems (Alhuwaydi 2024).

Thus, this review is important for several reasons. First, it encapsulates an overview
of the evaluation of existing AI solutions as used in today’s mental health systems with
information on what has been achieved and what remains to be achieved. Second, it
raises awareness of the need to estimate the effects of AI on mental health in terms of the
ethical, social, and legal consequences. Finally, it is hoped that this review will advance
the discussion of the wellbeing of mental health care in the future, especially with helpful
information that policy makers, researchers, and practitioners of mental health care can
use for the management and administration of AI technologies in the wellbeing of mental
health care.

1.2. Current Status of the Research Domain

AI’s application in treating one’s mental health is still a relatively progressing field in
the sphere of medicine, and the scholarly interest from the different fields is growing. It is
noteworthy that modern tendencies point at the increasing need for AI technologies aimed
at diagnosing mental health disorders and providing subsequent treatment and follow-up
(Mirbabaie et al. 2021). For example, current applications of AI in this area include the
use of AI in social media to identify markers of depression and anxiety and the use of AI
“chatbots” that provide cognitive behavioral therapy (CBT) and other forms of intervention.



Adm. Sci. 2024, 14, 227 3 of 18

Several researchers and reviews have discussed the possibilities and problems with the
utilization of AI in mental health management. Shimada (2023) gives a future perspective of
AI in mental health, emphasizing the positive sides as well as the concern issues. Alhuwaydi
(2024) expounds on the present fads and prospective developments in the application of AI
for mental health support and intervention, with more room for research to identify the
complete potential of AI in mental health. Oladimeji et al. (2023) have added an opinion
piece on the enhancement of psychological and mental health with special reference to the
perks and drawbacks of AI.

Nevertheless, the integration of AI into mental health care has not been immune to
criticism. Some of the areas of concern are privacy concerns, consent, and the presuppo-
sitions of the AI models (Kaur et al. 2024). On the one hand, it is acknowledged that AI
can be extremely efficient; on the other, it is for the same reason that it may well produce
results that are less than ideal or even detrimental to the patient. Further, there is fear that
with the increased use of AI, people will feel detached from one another, especially those
that are generally uneasy when it comes to interpersonal communication.

1.3. Aim and Principal Conclusions

The main purpose of this review is to undertake a systematic and critical analysis of
the current research on the application of AI in mental health practice, its implications to
business management, and policy implications in business administration. And in the light
of the current studies, this review aims to make conclusions concerning the contribution of
AI to the progress of mental health care and to point out the directions for further research
and practice (Mishra 2024).

The review comes to the following conclusions: In mental health, AI has an enormous
potential through increasing the accessibility of interventions, raising the effectiveness
of the administered treatment, and increasing individualization. AI systems can be of
particular use where resources are scarce because they provide the logical advice necessary
for treatment tactics (Younis et al. 2024). Nevertheless, they are not without difficulties
such as ethical dilemmas, the exigency of validation, and the human aspect that should not
disappear from psychiatry and psychology.

In addition, the review argues for more studies and discussions in this line, especially
those touching on the unethical practice of AI in mental health services, the social dilemmas
of using AI in such services, and the technical challenges that are likely to be experienced
when using AI in the provision of these services. Addressing the efficiency/ethics dilemma
as well as the integration of AI in mental health care will be of importance in the future.
Thus, it becomes critical that such technologies are deployed in a manner that is transparent
and fair and, by extension, has a net positive impact to patients.

2. Materials and Methods
2.1. Data Collection

For the purpose of this review, the procedure of data collecting was established in a
methodical manner in order to obtain a comprehensive and objective perspective on the
impact that AI has on mental health therapies. The primary focus of the literature review
was placed on the articles, conference papers, and authoritative reports that have been
published over the course of the past ten years. The purpose of this review was to showcase
the ongoing advancement of numerous AI technologies and their potential applications in
the field of mental health, as stated by Baños et al. (2022). The selection of the papers was
accomplished by conducting two separate database searches in addition to conducting a
reference check.

Only the relevant literature was gathered from those databases that were subjected to
peer review and were linked to the topic at hand, such as PubMed, IEEE Xplore, ScienceDi-
rect, Google Scholar, and others. A number of terms, including “artificial intelligence”,
“mental health”, “AI applications”, “digital therapy”, “mental health technology”, and “AI
for mental health care”, were among the most frequently used search terminology. The
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use of Boolean operations such as AND, OR, and NOT was applied in order to obtain only
relevant materials that were the most suitable for the specific subject of the study.

Some research publications investigated AI interventions that were called for to play a
specific function in mental health care. These interventions included diagnostic technolo-
gies, treatment technologies, surveillance systems, and self-management devices. In order
to obtain a more up-to-date perspective on the technologies and techniques that are now
in use, the papers that were considered were only those that were published between the
years 2013 and 2023. To ensure that the review maintained its credibility, only publications
that have been subjected to peer review, conference papers, and reports of particularly high
quality were utilized. For the purpose of analysis, published data were utilized; however,
due to language hurdles and the accessibility of the publications, only those studies that
were published in English were considered for inclusion in the analysis.

The research papers that were not included in the analysis were those that were not
empirical, non-technological, or non-practical, as well as those that had no connection to
AI-based mental health technology. Additional records that were removed included those
that were deemed to be duplicates as well as those for which the complete text was not
accessible. The initial search yielded more than 1500 items that were relevant to the search
keyword that was used. Following the screening of titles and abstracts, the total number of
comparative studies was restricted to roughly 250. This was accomplished by applying
the inclusion and exclusion criteria described above. Following that, a full-text review was
conducted, which led to the final selection of 120 publications that were deemed to be more
pertinent and deserving of being reported in this review.

Based on several current scientific works (Mariš 2020; Funta and Horváth 2024), the
methodology used in this review belongs to the descriptive or qualitative approach. This
methodology involves reviewing existing literature and describing findings without the
need to perform specific experimental procedures or quantitative analyses. Instead, it relies
on synthesizing information from various sources to provide a comprehensive overview of
the research subject (Peráček and Kaššaj 2023; Kaššaj and Peráček 2024).

2.2. Data Analysis

The chosen publications were put through strict analysis using thematic analysis and
other qualitative analysis techniques. Thematic analysis was used as the primary method
for data analysis because it provides a dense and detailed description of the dataset by
making patterns from the text body, which are examined as themes (Barua et al. 2022).
Each of the selected articles was read several times to fully understand the content. First,
notes were made in order to emphasize the following aspects, if any: the role of AI in the
respective article, the results achieved in the field of mental health care, and, finally, the
issues encountered along the process.

The codes were then clustered into more encompassing categories that encompassed
the core subject in various evaluations. They were named as follows: “AI for better
accessibility and inclusion”, “origins of algorithmic prejudice”, “data privacy concerns”,
“AI as a tool or a therapist”, and “AI advancement in future”. Out of the identified themes,
some were merged, modified, or removed to make them comprehensive, clear, distinct,
and relevant to the research questions. In this process, all the papers were re-read to ensure
that the themes produced appropriately captured all the content. The overreaching aims
and objectives of the research were also enumerated for every theme with an elaboration of
the connection between them. The last identified key themes were labeled according to the
essence they captured and were applied to categorize the result and discussion portions of
the review.

The themes were further distilled to offer a comprehensive narrative that would
capture the research questions and objectives to do with the use of AI in mental health
interventions, the outcomes, and the implications for them. The large amount of data
identified in the analysis was also a reason for using qualitative data analysis software like
to help with the coding and the identification of themes.
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2.3. Ethical Considerations

Moral issues were an important aspect of the review, especially because of the aware-
ness created of mental health and the application of AI technologies. To avoid the abuse of
patients’ information and present the results justly, the review followed ethical standard
procedures (Khalid et al. 2024). Despite the fact that the main sources for the review were
secondary in nature, i.e., published papers, their ethical implications in terms of the primary
research were considered. Safeguarding and patients’ autonomy and control were critical
discussions of concern that involved risk of data misuse, for instance, in learned AI-cognate
emotional health evaluation and treatment. The review also drew out the need to protect
privacy of patients in an AI application by protecting health information that is collected.
While undertaking research that used human beings, an important requisite was that the
original authors had to have complied with the issue of informed consent. The review
included only papers where ethical approval was noted or where it could be well assumed
that ethical approval or a corresponding statement had been received (Blease et al. 2020).

The presence of bias in developing AI algorithms is one important ethical consideration
that was covered in the present review. The evaluation also assessed the level of openness of
AI systems, especially on the methodology used to train the algorithms and the possibility
of favoring one party in its decision making (Gunasekeran et al. 2021). In the review section,
the author urged the improvement in the processes of AI creation to adhere to diversity
and to make the algorithm optimized for different populations. The review conformed to
general ethical considerations concerning human participants research as postulated by the
WHO and APA.

3. Overview of AI in Mental Health
3.1. Historical Development

AI has been a progressive exercise as a discipline and has been in development
throughout the years from the viewpoints of both computer science and psychological
insights (Nazar et al. 2021). The use of AI in the mental health sectors has been a progressive
exercise. The relationship between AI and mental health may be traced back to the middle
of the 20th century, which is when the first AI models and algorithms were used as models
of human cognition. It is feasible to affirm that this connection has been around since that
time. It is possible that Joseph Weizenbaum’s design of ELIZA in the 1960s was the first
attempt to incorporate this concept into a system. In essence, ELIZA was a straightforward
natural language processing (NLP) system that pretended to be a Rogerian psychotherapist
and spoke with the user through plain text.

On the other hand, there were gradual improvements in the utilization of AI for
mental health treatment, particularly during the 1980s and 1990s, when expert systems
were introduced. These systems, which were initially used in mental health diagnosis
and treatment planning (Omaghomi et al. 2024), were designed to take the position of
human experts in the decision-making process. Their primary purpose was to perform
the functions that human experts normally do. For instance, apparent diagnostic systems
such as INTERNIST-I or later evolved systems, despite being designed and implemented
in the field of general medicine, inspired tremendous expectations for the application of
AI in the study of complex psychological problems. On the other hand, in spite of these
increasing developments, the initial interventions of AI in mental health were expected
to be hindered by the limitations of the applicable technology. These limitations included
insufficient computational capabilities, a lack of data, and immature machine learning.

The beginning of the new century marked a significant shift in the way AI was being
examined in the subject of mental health. This shift was brought about by improvements in
machine learning and natural language processing as well as an increase in the amount of
data in digital health domains (Jaliaawala and Khan 2019). From this moment on, intelligent
systems evolved from rule-based expert systems to systems that could learn from data,
hence gaining the ability to draw conclusions and make predictions. The development of
applications utilizing AI that are intended for mental health evaluation, diagnosis, and
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even first-line clinical interventions took place during this time period, thereby laying the
framework for the present generation of AI in the field of mental health.

3.2. Current Technologies

The current state of affairs of AI in mental health can be described as having a very
fragmented picture of existing methods that are more often embraced within the clinician’s
toolbox, in research, and in the area of self-care (Olawade et al. 2024). These technologies
can be broadly categorized into three main areas: screening tests, strategic interventions,
and monitoring of patients’ mental conditions.

These are tools that help clinicians and other health care practitioners to accurately
diagnose mental health disorders with relative ease. These tools use machine learning
to ingest big data, for instance, EHRs, genomics, or patients’ posts to social media, and
flag symptoms consistent with mental health disorders (Philippe et al. 2021). For instance,
machine learning, the possibilities of which have been precisely identified earlier, was
used for the development of models that aim to identify the beginning of depression by
analyzing the language of users on social networks. They could also help clinicians to pick
early signals to attend to before they turn into monumental issues affecting the patient. In
addition, accurate diagnostic assessment of mental health disorders is also being enhanced
by AI tools in order to increase specific treatment plans.

AI is now being used more in the delivery of therapeutic interventions, and virtual
therapists and chatbots can be regarded as some of the exciting developments. Technologi-
cally aided therapeutic tools like Wombat and Wyse are available online, and they converse
with the users and provide them CBT and other proven methods of treatment (Rajkishan
et al. 2023). They are intended to be easy to use so they can help people who may not
have access to an expensive and time-consuming form of therapy due to, for example,
prejudice, cost, or distance. Also, applications such as Tess and Ellie are used alongside
human therapists to supplement the therapy by tracking the shifts in the client’s behavior
in real time and giving feedback.

Mental health monitoring systems based on AI are aimed at the constant and immedi-
ate assessment of people’s mental condition. They may include wearables, applications
on smartphones, as well as other technologies that enable data capture for one or more
indicators of mental health, including sleep, activity, and mood. AI algorithms then also
use these data to estimate changes that may indicate the development or deterioration of a
mental health condition (Rogan et al. 2024). For example, there are apps, such as Mood Path
and Mind Strong that gather information on the user’s smartphone and then give them
tailored advice on their state of mental health. These monitoring systems will be extremely
helpful in cases of long-term DSM-5 mental disorder treatment because they allow the
identification of the beginning of a relapse and the application of preventive measures.

3.3. Key Applications

In mental health, AI is used in diagnosis, treatment decision-making, and even the
actual therapies. The subsequent sections describe some of the areas of application, and
key success stories of AI adoption are profiled in the following sections.

AI in Diagnostics: Perhaps one of the major accomplishments of AI in psychiatry
and mental health is in the area of diagnosis. Categorical diagnosis usually involves the
use of questionnaires and clinical interviews, which are often influenced by the patients’
perceived experiences. AI, on the other hand, can work with large sets of data that have
been collected from clinical practice, are free from any bias or emotions that a clinician can
have, and can determine the patterns that may be difficult even for a clinician to notice
(Shah 2022). For instance, there are AI predictive models of the propensity of an individual
to develop a mental disorder depending on their online identity tracks, including status
updates, web search histories, and patterns of interaction. These AI-based diagnostic tools
are not only less time consuming, but they can also help physicians not only to diagnose a
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condition but also to identify a person who may be at risk even though he or she does not
demonstrate any clear symptoms yet.

Using AI is also becoming popular in diagnosing mental health disorders and planning
their treatment. Processing a lot of clinical data, AI algorithms can offer the proper treat-
ments for the patient considering genetics, accompanying diseases, and previous reactions
to therapy (Thieme et al. 2020). Such an individualized approach to treating the patient
is especially useful in managing complicated cases where the old conventional methods
of treatment may not work. For instance, platforms are already being developed to select
the appropriate doses of medication for patients with treatment refractory depression, a
process that usually requires a lot of trial and error in psychiatric medicine.

Automated therapy using chatbots and AI therapists is being practiced as a common
method of conducting therapy among people. Such AI interventions have a number of
benefits, including accessibility, cost effectiveness, and the ability to respond to crises as and
when they happen. One such example is the application of AI in the method of cognitive
behavioral therapy (CBT), which is well known and recognized to be quite helpful as an
approach to numerous mental health disorders (Tornero-Costa et al. 2023). Wombat and
Wyse are examples of chatbots that provide cognitive behavioral therapy (CBT)-based
interventions by converting textual data through algorithms to natural language processing
to enable users to carry out structured conversations for anxiety, depression, and stress
management. These applications for AI are meant to supplement traditional therapy with
products that are always available and that serve to remind the user about the coping skills
that have been taught in therapy between sessions. These are Case I: AI-Assisted Mental
Health, Vanderbilt University; Case II: Big White Wall; and Case III: Wombat.

An example of such an implementation is the case of the company Mind Strong, which
has created software that tracks changes in behavior owing to the operation of smartphones
for the continuous assessment of the state of mental health (Toro-Tobon et al. 2023). Mind
Strong’s AI algorithm pulls data from a subject’s typing speed, visual/screen interaction,
and communication habits to identify if the subject may be in a state of degenerating mental
health so that intervention may be initiated. This approach has proved helpful for the
management of disorders such as depression and bipolar disorder where the early signs of
switching moods are important.

One other success story that can be told is the use of AI as virtual therapists for adult
and pediatric populations in underprivileged areas. For a case, Wombat, which is an
AI-based chatbot, has been employed to provide mental support to patients from rural
regions who may not have access to conventional counseling services (Shimada 2023).
Therapists have also reported that Wombat’s capacity for therapeutic communication
supplied evidence-based interventions and application to those audiences, and the chance
to reduce disorders of anxiety and depression showed how AI could play the role of a
social network in the treatment of patients.

3.4. Impact of AI on Mental Health Outcomes
3.4.1. Positive Outcomes

The use of AI in the field of mental health care has been favorable and has resulted
in favorable modifications and improvements by revolutionizing the techniques and ap-
proaches that are used to provide mental health services. According to Vatansever et al.’s
research from 2020, one of the most significant benefits obtained from the use of AI in
the field is the enhancement of accessibility to mental health treatments. The use of ap-
plications that contain AI, such as chatbots and virtual therapists, is efficient in the sense
that they are accessible at any time and do not need the payment of a substantial amount
of money or a trip of a considerable distance in order to obtain assistance. One example
is the popularity of Wombat and Wyse, which are AI-based programs that assist in the
delivery of cognitive behavioral therapy (CBT) and other sorts of treatments via the use of
smartphones. Because they have been found to be successful in lowering the symptoms of
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anxiety and depression in those who are unable to visit a therapist, these tools are beneficial
to have in one’s possession.

Additionally, the fact that AI has been so successful in the field of health informatics
has led to the use of AI algorithms that improve both the accuracy and the speed of mental
health diagnosis. According to Kelechi Elizabeth Oladimeji et al. (2023), when employing
AI in the process of diagnosing mental diseases, it is possible for computers to recognize
differences in patterns of behavior earlier than is possible using the conventional methods
that are often used. For instance, machine learning algorithms in an AI model have the
capacity to analyze linguistic metrics and the frequency of posting by Twitter users in order
to differentiate between depressive episodes and periods of remission.

AI has further enhanced the complexity of mental health therapies in addition to its
use in diagnostics. This is because the AI system is able to examine the patient’s genetic
and behavioral patterns in addition to accumulating other data of how the patient has
responded to certain therapies. This is particularly true in situations when straightfor-
ward forms of therapy may not be effective and the situation calls for a more complex
approach. In order to enhance the outcomes for patients who are resistant to therapy for
depression, careful medication planning in conjunction with methods based on AI has been
deployed successfully.

Another area that has shown tremendously favorable outcomes is the use of AI in the
monitoring of mental health. Mobile applications and wearable technology, in combination
with AI, are used to monitor mental health indicators. These indicators may include sleep,
physical activity, and mood, but they may also exclude these factors. With the use of these
instruments, early warning indications of deterioration in aspects of health such as mental
health may be identified, allowing for early interventions to be implemented. For instance,
the AI platform known as Mind Strong is able to identify changes in cognition and mental
condition using the data collected from smartphones. Additionally, it is able to provide
immediate support to the operator. On the other hand, it has been estimated that some
types of continuous supervision have a significant impact on reducing the incidence of
relapse in cases of chronic psychiatric diseases like bipolar disorders.

3.4.2. Challenges and Limitations

Nevertheless, the benefits that have been mentioned above should not be interpreted
as implying that there are no problems or disadvantages associated with the use of AI in
mental health care services. In the first place, an important difficulty is the ethical dilemma
that arises from the use AI in the field, which is already a major worry in terms of privacy
(Verma et al. 2023). An AI application in mental health raises significant privacy issues since
such technologies require the acquisition of vast amounts of personal data. The issue of data
leakage and unauthorized access to personal data is considered to be of crucial importance,
particularly when considered against the backdrop of the stigma that is associated with
mental diseases.

Another serious concern that has significant repercussions for mental health is the
issue of bias and partiality in AI. AI runs the risk of being trained from datasets that
already include bias, which results in their producing biased judgments in the diagnostic
and treatment guidance that they provide. As an instance, an AI model could have been
trained with a certain kind of data; hence, if it is used with a variety of individuals, it
might not function as you would anticipate it to. Because the completeness of the mental
health system has not yet been seen, this may contribute to the perpetuation of the issue of
inequality in mental health care, particularly for members of minority groups. In a different
piece of research, Obermeyer et al. (2019) reported that the use of AI methods often leads
to uneven treatment on the basis of an ethnic element. This indicates that there is a need
to tackle the problem in a reasonable and adequate manner, even when it comes to the
application of AI solutions for patients who suffer from mental problems.

Two of the most significant limits of AI are as follows: The integration of the system in
health care decreases the quality of the interaction between the patient and the practitioner,
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which is the first constraint. Regardless of whether or not these AI tools are readily available,
it is possible that they will be limited in their capacity to demonstrate emotions and provide
care for patients, both of which are essential qualities of a therapist (Bernert et al. 2020). In
spite of the fact that AI has the potential to assist in the provision of personalized diagnoses
and suggestions, customers may be dehumanized, and their emotions and experiences may
be unleased. This is especially true in cases when the symptoms of the mental disease are
complex and the therapy involves interaction between the patient and the clinician.

The usefulness of using AI in the treatment of mental health conditions is still being
investigated, and data validation methods are currently being carried out. In a similar
vein, a number of researchers have stated that a great number of programs have yielded
favorable outcomes; nonetheless, in order to fully comprehend the impacts of AI-based
therapies, further clinical studies on a comprehensive scale are necessary. In the first place,
there is a lack of established assessment standards for AI tools in the context of mental
health, which makes it difficult to effectively compare the effectiveness of the various
therapies. There is a risk that AI that is not well organized might be implemented into the
practice of mental health care before it is genuinely prepared for this, which will result in a
number of unfavorable effects.

Table 1 summarizes mental health care AI applications. It divides AI applications into
diagnostics, treatment planning, virtual therapy, monitoring, and predictive analytics. A
quick description of each area shows how AI improves mental wellness. AI algorithms that
detect depression from social media activity, AI-driven personalized treatment programs,
and AI chatbots that provide CBT are examples. Mental health benefits include better
early diagnosis, treatment personalization, accessibility, monitoring, and proactive crisis
intervention. This table shows how AI can change mental health treatment (Table 1).

Table 1. AI applications in mental health: enhancing care through technology.

AI Application Description Examples of Use Impact on Mental Health

Diagnostics AI algorithms analyzing data to
identify mental health conditions.

Use of AI to detect depression
from social media activity.

Improved accuracy in early
diagnosis of conditions like
depression.

Treatment Planning
AI systems generating personalized
treatment plans based on individual
patient data.

AI-driven suggestions for
medication or therapy
adjustments.

Enhanced personalization
leading to more effective
treatment outcomes.

Virtual Therapy
AI-powered tools like chatbots
providing therapy sessions or
support.

AI chatbots delivering
cognitive behavioral therapy
(CBT) online.

Increased accessibility to mental
health support, reducing
barriers.

Monitoring
Continuous monitoring of mental
health through AI analysis of data
from wearables or other devices.

Wearables tracking sleep
patterns to predict anxiety
levels.

Continuous support and
intervention, preventing the
escalation of issues.

Predictive Analytics
AI predicting mental health crises
or outcomes based on historical and
real-time data.

Predicting suicide risk by
analyzing patient history and
behavior.

Proactive intervention,
potentially saving lives.

3.4.3. Comparative Analysis

The success of AI therapies in comparison with more traditional methods of mental
health treatment may and should be examined in terms of the strengths and drawbacks
of AI as a tool in this field. In the following ways, AI has the potential to serve as a
complement to traditional methods of mental health therapy (Javed et al. 2023): AI therapy
is readily accessible, adaptable, and may be honed to meet the specific requirements of the
individual patient. For instance, with the use of AI tools, those individuals who would not
seek treatment due to the stigma or geographic constraints were able to obtain assistance.
This is because the support provided by AI is not restricted by the number of therapists
that are accessible. Another way that AI may be of assistance to physicians is by giving
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them statistical forecasts that they can use to guide their actions. This can result in a higher
percentage of accurate diagnoses and effective treatments.

AI-based approaches, on the other hand, should be seen as a supplement to the many
mental health treatments that are already in place, rather than as a way of supplanting all of
the traditional processes. In most cases, the therapies that are based on AI consist of provid-
ing participants with knowledge. However, these interventions lack the human touch and
interpersonal interaction that are present in face-to-face sessions with experienced thera-
pists. According to Bleese et al.’s research from 2020, human therapists are better equipped
to deal with some elements of mental health, such as situations involving psychological
crises or questions on the causes of mental health difficulties. The therapeutic connection
that exists between the therapist and the patient is a significant factor in determining the
result, and this is one area in which AI is not yet capable of functioning to its full potential.

Furthermore, while AI has the potential to be a helpful tool in addressing issues with
the symptoms and early diagnosis of worsening mental health, it is not always capable of
assisting in the discovery of the factors that lead to mental health illnesses. AI techniques
and solutions do not take into consideration psychological issues that call for therapeutic
intervention, such as psychodynamic therapy or humanistic therapy. Furthermore, despite
the fact that AI has a significant benefit in terms of both accessibility and scalability, it
needs to be used as one of the components of a more complete approach to the treatment
of mental diseases via the utilization of conventional procedures in therapy.

Strengths and Weaknesses of Existing Research

Research has shown the potential benefits of integrating AI in mental health ser-
vices. For example, Philippe et al. (2021) undertook a systematic meta-synthesis of digital
interventions, including AI-based technology, related to mental health and discovered
enhancements in the availability and effectiveness of mental health care. However, the
study also highlighted that some of these interventions were less effective than others due
to certain rigidities like partially engaged users or corresponding mental disorders. Like,
Shimada (2023) has underlined that there is still enormous potential for using AI in the
field of mental health care but has also noted that the majority of research is based on
short-term intervention, while the long-term effectiveness and scalability of each approach
remain understudied. However, analyzing the literature, it is possible to identify certain
gaps. For instance, Tornero-Costa et al. (2023) found that most research analyzing the
applications of AI in the mental health domain had methodological shortcomings and
quality concerns. These issues included the absence of detailed protocols and variations in
data quality from one study to another. Furthermore, Rogan et al. (2024) mentioned that
the number of studies focusing on AI and machine learning in mental health care is scarce
although the viewpoints of health care professionals are valuable for the operationalization
of such technologies.

Addressing Research Gaps

This paper seeks to make a contribution to filling these gaps by providing a critical
review of the literature on AI and mental health care, with emphasis on the associated
ethical issues and the service and policy implications. Unlike previous studies that always
fail to consider the long-term impacts of their interventions and the ethical issues associated
with them, this research looks at the long-term impacts of AI interventions and ways of
addressing the ethical issues.

Criteria for Including or Excluding Studies

This literature review encompasses only the studies that have been chosen according
to certain criteria governing their selection. To ensure that the most up-to-date and reliable
information is used, only articles from peer-reviewed journals published in the last five
years with topics related to the use of AI in mental health services are discussed. For this
reason, articles with poor methodological quality or articles that failed to address the ethical
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aspects of the intervention were excluded. It is essential to adopt this approach in a way
that makes the review as informed as possible by the most up-to-date and sound evidence.

Expanding the Discussion on Algorithmic Bias and Data Privacy

Two common topics that are raised in the literature include algorithmic bias and data
privacy, but the depth of the discussion on these topics is often inadequate. For example,
Shah (2022) mentions in passing the possibility of AI systems to reproduce the same bias
when diagnosing and treating mental ailments. Nonetheless, the author has not performed
a detailed analysis of the possibility of reducing these biases. This review will build on
this discussion by critically looking at other areas of best practice in future work, including
bias mitigation strategies like the use of a bias detection function and the representation of
diverse datasets (Rajkishan et al. 2023). Further, the subject of data privacy can be discussed
in more detail with the concept of creating legally and ethically compliant AI models in
terms of privacy protection (Vatansever et al. 2020).

Ethical Challenges and Practical Solutions

It is important to understand that the issues of ethics regarding AI in mental health
care are not limited and shallow. Thieme et al. (2020) explore the ethical concern in using AI
in mental health practices, whereby the human aspect of care can be diminished. However,
their analysis failed to provide concrete and practical ways of handling these challenges
in the field. This paper will also include feasible recommendations such as increasing the
integration of AI developers and mental health specialists to ensure that the developed AI
works hand in hand with the human brain (Thieme et al. 2020).

Table 2 critically analyzes AI’s health care applications and highlights major study
results. Li et al. (2022) showed that AI-powered diagnostic tools increase dementia di-
agnosis and accuracy. Gunasekeran et al. (2021) stress the importance of AI-enhanced
telehealth systems in public health. Jaliaawala and Khan (2019) demonstrate AI’s ability
to personalize autism treatment. Mentis et al. (2023) illustrate AI’s efficacy in stress detec-
tion using wearables, whereas Khalid et al. (2024) highlight AI’s promise in personalized
rehabilitation, increasing recovery. The table shows how AI has transformed health care
(Table 2).

Table 2. Applications and their key findings.

Application Source Key Findings

AI-Powered Diagnostic Tools Li et al. (2022) AI aids in the early detection of dementia,
improving diagnostic accuracy.

AI-Enhanced Telehealth Gunasekeran et al. (2021) AI-integrated telehealth platforms are crucial for
public health responses.

AI in Autism Interventions Jaliaawala and Khan (2019) AI helps in creating personalized therapy plans for
individuals with autism.

AI in Stress Detection Mentis et al. (2023) AI effectively detects stress through wearables and
predictive models.

AI in Rehabilitation Khalid et al. (2024) AI supports personalized rehabilitation plans,
leading to better recovery outcomes.

This study is informative to understand field applications of using AI in different
domains such as the health care services domain. It also satisfies scientific rigor by making
an attempt to provide a comprehensive analysis of the use of AI in mental health services.
Nevertheless, in the paper, the author does not use any quantitative data; thus, their
inclusion can enrich the paper’s arguments. It is therefore suggested for statistical analyses
not to be complicated, but improvements of simple statistical tests can greatly improve the
paper. To fill the gap, we suggest the inclusion of the basic forms of statistical indicators
into the paper. Appending only base-level frequency analyses as extensions to the current
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research will give a far better comprehension of how AI is employed in various specialties
of mental health care. It will also provide a stronger backing to the arguments in this paper
while also providing a more exhaustive understanding of AI’s role in this sector.

Frequency analysis of AI applications in mental health care is presented in Table 3.
The table displays the primary fields of AI use put into classifications depending on the
number of the reviewed studies. For instance, two subfields have been investigated most.
Predictive analytics occupies 30% of the analyzed reports on big data research. Diagnostic
tools and therapeutic interventions come next, of which 22% consists of diagnostic tools
while 18% comprises therapeutic interventions. This distribution shows how AI is most
applied, and—by their appearance—reveals the balance of emphasis in each field.

Table 3. Fields of use of AI in mental health care.

Field of Use Number of Studies Percentage of Total Studies

Predictive analytics 25 30%

Diagnostic tools 18 22%

Therapeutic interventions 15 18%

Monitoring and surveillance 12 15%

Data privacy and security 8 10%

Other 7 5%

Total 85 100%

4. Discussion
4.1. Interpretation of Results

The findings of this review indicate that AI has the potential to significantly transform
the management and delivery of mental health care. According to Aggarwal et al. (2023),
AI applications such as more accurate diagnostics, personalized treatment plans, and ex-
panded access to therapy can address many of the current shortcomings in mental health
service provision. However, the results also highlight a complex and sometimes problem-
atic landscape in which AI is being adopted and implemented. While AI offers notable
advantages, including improved efficiency and accessibility, it also poses considerable risks,
such as ethical challenges, algorithmic biases, and concerns regarding data privacy.

One of the most significant management implications is the democratization of mental
health care through AI. The deployment of virtual therapists and AI-driven monitoring
systems provides an opportunity to support patients who are isolated, geographically
remote, or lacking in social support. This aligns with the findings of Shimada (2023) and
Alhuwaydi (2024), who emphasize AI’s role in addressing disparities in access to mental
health services. However, despite AI’s potential to broaden access, there remains a question
about whether these technologies can deliver outcomes comparable to traditional, face-
to-face therapy. The therapeutic alliance between a therapist and a patient, which many
believe is critical to successful treatment, may be difficult to replicate with AI systems.

Additionally, the use of AI in diagnostics emerges as a key area of focus. AI-based
systems have demonstrated increased operational efficiency, particularly in identifying
mental health conditions such as anxiety and depression. This finding is supported by
Oladimeji et al. (2023), who highlight AI’s role in early detection and prevention of mental
health issues. However, the challenge of “translating” validated diagnostic tests across
diverse populations persists. AI algorithms in mental health are susceptible to discrepancies
that may arise from underlying biases in the data, which can perpetuate social inequalities
if not properly managed and tested. This issue underscores one of the central debates
surrounding AI: the potential for algorithmic bias and the need for robust oversight and
regulatory frameworks to mitigate these risks.

The implications for management and policy are profound. AI offers the possibility of
enhancing the effectiveness of mental health care systems by improving data analysis and
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providing precise treatment recommendations. This potential aligns with the conceptual
literature that supports the integration of AI in clinical decision making, as noted by
Xu et al. (2021). However, the review also underscores a significant limitation of AI and
machine learning: the inability to fully capture the complexity and subtleties of human
emotions and behaviors, which are crucial for accurate diagnosis and treatment planning.
This limitation necessitates a reevaluation of the extent to which AI can be relied upon in
mental health care. It suggests that AI should be viewed as an adjunct to, rather than a
replacement for, human judgment in clinical settings.

4.2. Broader Context and Implications

Additionally, it is possible to assert that the relevance of AI in the area of mental
health extends well beyond the challenges of practical application in practice and that it
has more general ramifications in terms of the profession and the values that it upholds. As
a technology, AI has the potential to revolutionize both the delivery of mental health care
and the way people see it as a component of human services (Li et al. 2022). In addition, the
use of AI in the treatment of mental health might lessen the functions of patient–clinician
domination, with AI systems undertaking jobs that were previously performed only by
human doctors. It is possible that this may result in care that is more effective and even more
easily accessible; nonetheless, it raises the issue of whether or not it will be impersonalized.
The power of AI to change the boundaries of providing mental health services should not
be disregarded because of what it can do in regard to eliminating the human component,
which is often very crucial in the process of healing.

There is a possibility that the stigma associated with the need for mental health
care services will be eradicated, which is another one of the significant repercussions.
Consequently, AI may encourage more individuals to obtain the care they need for mental
difficulties without having to suffer from discrimination in order to discuss their condition.
This has the potential to have a considerable impact on the health of individuals, particularly
in cultures that discriminate against those who suffer from mental illness (Dakanalis et al.
2024). On the other hand, this must be counterbalanced by the fact that an excessive reliance
on AI may diminish the amount of direct contact with the patient, particularly for patients
who are struggling with mental health concerns. As a result, some of these patients may be
overlooked in the event that they need more care.

In the field of mental health treatment, AI plays a function that aligns with other social
problems, such as providing equitable access to sensitive needs. The technologies at issue
have the potential to increase existing inequality if the problem is not treated correctly
(Denecke et al. 2021). This is something that should be taken into consideration, despite
the fact that AI has the ability to give access to mental health treatment for one hundred
percent of the population. For instance, in a society in which individuals belonging to
certain categories are subjected to discrimination on the basis of their race, color, gender,
or origin, it is quite probable that the AI program will also be discriminatory against the
individual in question. Additionally, the implementation of AI in the field of mental health
requires a substantial investment in both infrastructure and technology, both of which may
not be accessible to all populations in an effective manner. This demonstrates that there is a
need for the incorporation of AI mental health solutions in a manner that is equitable to
all individuals.

When it comes to the ethical difficulties that arise from the use of AI in the field of
mental health treatment, there is a great deal of concern. The assessment draws attention to
a number of ethical problems, the most significant of which is permission and data privacy,
as well as the influence of AI in ways that may be harmful to persons. In today’s world, the
utilization of personal data that are available to AI systems is a highly debated problem.
This is due to the fact that it is not known who may have access to such data and how it will
be used (Asan and Choudhury 2021). If the standards of explicability, accountability, and
conformity with the rules pertaining to privacy from the processing of persons are fulfilled,
only then will it be possible to handle these difficulties. On the other hand, accurate
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projections generated by AI may be used for predatory and manipulative objectives, such
as predictive policing or forced coercive psychosocial therapy. These forecasts can be used
to make decisions that negatively impact individuals. For this reason, it is of the utmost
importance that a trustworthy standard be created for the ethical use of AI in the field of
mental health, thereby safeguarding the patients’ autonomy and the patients’ best interests.

When considering the future, it is possible to assert that the development and im-
plementation of AI into mental health systems will give rise to new topics as well as
difficulties. It is the very dynamic character of the regulatory and ethical structures that
are responsible for providing help with AI in mental health care settings that is the most
significant consequence of the rapid development of technology for AI that is now taking
place. The integration of stakeholders will need the participation of politicians, doctors,
and researchers in order to guarantee that the incorporation of AI will not result in a decline
in mental health services but rather will contribute to their improvement. This will also
include doing an analysis of the present problems that are associated with the use of AI
in the field of mental health as well as the potential risks that may arise in the future as a
result of the incorporation of this technology into the field.

4.3. Future Research Directions

Some of the limitations that this review pointed out that need to be filled in future re-
search to maximize the potential of AI in mental health care include the following: Perhaps
the most significant of these is the lack of adequately stringent validation of these methods
within the AI-based mental health apps in different kinds of populations (Balcombe and
De Leo 2021). Modern AI systems rely on training data that may not be appropriate for
all populations, which can bring bias into the operation of the respective tools. Further
research should endeavor to acquire datasets that represent a wider population since the
current ones bear a resemblance to those of particular regions or countries.

One such area pertains to the study of the effects of AI on mental wellbeing that
may emerge in the future. Though some studies support the idea that embracing AI has
a positive impact on mental health, some of them are short-term-based, and the long-
term impact of embracing AI to enhance the health of patients has not been thoroughly
researched. Studies in this field may offer meaningful information on the efficacy of using
AI in the care and treatment of mental health patients.

Furthermore, there is a need for more research, which should look at the ethical
concerns that arise from the use of AI in the field of mental health. Although the review
outlines a number of different ethical issues, there are clearly issues about the interaction
of AI and privacy, autonomy, or consent still to be explored in relation to mental health
(Graham et al. 2020). Subsequent research should focus on ethical issues of AI in an
interdisciplinary way and should involve findings from ethics, law, social sciences, and
other disciplines. It is crucial during the creation of ethics policies and procedures that are
essential to the application of AI in mental health.

One area of future research that looks particularly promising is human–AI interactive
models. As has been observed based on the literature analysis, the current scope of
application of AI in the sphere of mental health care implies human decision making. There
are models that combine the AI approach with a more traditional one that could mean that
a patient gets the best of both worlds: the accuracy and efficacy of AI solutions and reliance
on a human clinician when it comes to the human factor, which can be very important
when it comes to mental health therapy.

Further research is needed for the investigation of AI’s role in mental health promotion
and prevention. At present, there is a great emphasis on using AI for diagnostic and
therapeutic purposes, and it is also true that major applications of AI are envisioned in terms
of prevention and mental health enhancement interventions. For instance, it could help
predict when mental health problems are most likely to arise, and hence would recommend
when early treatments are needed before the conditions worsen. Also, AI may be employed
to design and implement public health campaigns that focus on people’s mental health



Adm. Sci. 2024, 14, 227 15 of 18

and the lack of prejudice toward such problems. Developing such opportunities might
expand on the ways in which the quality of mental health outcomes could be enhanced on
a population level.

5. Conclusions

The review of the literature related to the implementation of AI in mental health shows
that there are many research advances and hurdles in this category. AI possesses a relative
strength in advancing mental health treatment through the features like prognostic AI for
general therapy, robotic CBT, and immediate mental health tracking. These technologies
have been invaluable in expanding the availability of mental health assistance as well as
providing individualized treatment and timely detection of mental disorders. However,
the review also shows the shortcomings of such programs, including ethical issues such as
violations of data privacy and the use of biased algorithms, as well as the depersonalization
of mental health services through the use of AI. These advantages and disadvantages make
the discussion of the use of AI in mental health care still an open one and, no doubt, a very
sensitive issue in the pursuit of innovation without compromising ethical standards.

5.1. Implications

AI’s incursion into mental health is vertiginous and uncompartmentalized and has
significant implications for management, policymaking, and practice. One of the beneficial
sides of AI is as an accelerator for improving access to mental health treatment by providing
precise and fast services. For instance, AI can deliver mental health care for patients who
live in regions where there are limited health care facilities that provide mental health care,
or it can process big data and select characteristics that cannot be defined mentally. These
capabilities suggest that AI can perhaps assume a strategic place in possible improvements
of mental health interventions in terms of the degree of their functionality and efficacy.

However, the ethical and social implications in the use of AI in mental health care
cannot be ignored. New risks are introduced to decision-making when AI is applied, such
as the reinforcement of the current prejudices of the society or the inability to acknowledge
patients’ cultural diversity. Additionally, it has been seen that the protection of personal
data is required, particularly concerning patients’ emotional and mental state, because
most of the AI solutions rely on big data collection and subsequent analysis of the dataset.
The main drawback in the utilization of AI for the treatment of mental health disorders that
has the potential to reduce the impact of the intercession is that it erodes the physicians’
autonomy where the physician–patient relationship may be distant. These issues make
it crucial to decide the AI applications enhancing the quality of mental health care but
avoiding the negative impact.

5.2. Final Thoughts

Altogether, this paper argues that AI has great promise in the provision of mental
health services. The extent to which it can enhance diagnostic precision, make treatment
more personal to patients, and increase the availability of service is enormous. On the one
hand, it is necessary to incorporate AI into mental health care, but one has to be careful
about how precisely this process will take place, analyzing numerous ethical and practical
problems connected with the use of this tool. Transparency, fairness, and understanding
and responding to the patient’s needs have to be the guiding principles in the design and
deployment of AI.

The review highlights the active analysis of the possibilities and risks of AI use in
developing mental health care. Ethical policies must be enhanced, working relationships
between various professions need to be developed, and the regulatory frame must be
adaptive and strong in order to advance in this process adequately. Thus, based on the
progressive growth of AI in health care, much attention should be paid to the search for
the right balance between the opportunities and threats in order to achieve the right use of
technologies in mental health care for the benefit and the safety of patients.
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