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Appendix D: Additional tables and figures

D.1 Power plots

In Section 4.3, we presented truncated power plots for the first and third configurations
in order to make the horizontal axes the same as that of the second power plot. In Figure
D.1, we present plots showing the entire “S” shape of the power curves for MT and MT2
under all three configurations.

D.2 Comparing superpopulation and finite population inference

In this section, we compare the coverage properties of confidence intervals constructed
using our proposed variance estimator versus two other well-known estimators, under
both the super and finite population approaches to inference. First, we revisit the setting
introduced in Section 4.2, but now we consider only the matched tuples design (MT),
and construct confidence intervals for the parameter �ν1−1

using one of three variance

estimators:

1. the variance estimator V̂ν,n introduced in Section 3.1,

2. a standard heteroskedasticity-robust variance estimator obtained from the regres-
sion in (4), and

3. the block-cluster variance estimator considered in Theorem 3.4.

For the superpopulation simulations, we generate the data as in Section 4.2. For the
finite population simulations, we simply use each DGP to generate the covariates and
outcomes once, and then fix these in repeated samples.
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Figure D.1. Reject probability under various τs for the alternative hypothesis.

Table D.1 presents coverage probabilities and average confidence interval lengths
(in parentheses) with varying sample sizes, based on 2000 Monte Carlo replications. As
expected given our theoretical results, V̂ν,n delivers exact coverage in large samples un-
der the superpopulation framework in all cases, whereas the robust variance estimator
and BCVE are both generally conservative. In the finite population framework, we find
that both V̂ν,n and BCVE deliver exact coverage for some model specifications in large
populations, but all three methods are generally conservative. V̂ν,n displays some un-
dercoverage in small populations relative to BCVE, but as the population size increases,
V̂ν,n generally produces narrower confidence intervals.

Next, we repeat the above exercise using a calibrated simulation design analogous to
that used in Section 4.3, but utilizing the wave 6 data from Fafchamps, McKenzie, Quinn,
and Woodruff (2014). To construct our data generating process, we run an OLS regres-
sion of Yi on a constant and the seven covariates Xi employed for matching, obtaining β̂

and residuals ε̂. Subsequently, for d ∈ {0, 1, 2} we compute Yi(d) based on the following
model:

Yi(d) =X ′
iβ̂+ (Xi − X̄i )

′β̂ · γ · d + εi,

with Xi drawn from the empirical distribution of the data and εi ∼ N(0, var(ε̂)). Note
that when γ = 0 we obtain a model with a constant treatment effect of zero, but that as γ
increases so does the amount of treatment effect heterogeneity. For the superpopulation
simulations, the data is regenerated for each of the Monte Carlo replications. For the
finite population simulations, the data is generated only once and then fixed in repeated
samples. In each experimental assignment, we match the units into triplets and assign
one unit to each of d ∈ {0, 1, 2}.

Table D.2 presents coverage probabilities and average confidence interval lengths
(in parentheses) for the parameter �ν = E[Yi(1) − Yi(0)], based on 2000 Monte Carlo
replications. Our first observation is that given the results for γ = 0, it is clear that the
covariates Xi explain little of the variation in experimental outcomes in our simulation
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design since all three variance estimators obtain exact coverage. However, as we artifi-
cially increase the amount of treatment effect heterogeneity by increasing the parame-
ter γ, we find that, in line with our theoretical results, both the robust variance estimator
and BCVE become slightly conservative. Moreover, in the finite population framework,
V̂ν,n starts to become conservative as well.

D.3 Calibrated simulation design details

In this section, we provide details for the calibrated simulation study considered in Sec-
tion 4.3. Following Branson, Dasgupta, and Rubin (2016), we consider data obtained
from the New York Department of Education, who were considering implementing a
25 factorial experiment to study five new intervention programs: a quality review, a peri-
odic assessment, inquiry teams, a schoolwide-performance bonus program and an on-
line resource program; details about each of these programs can be found in Dasgupta,
Pillai, and Rubin (2015). The data set contains covariate information for 1376 schools. As
in Branson, Dasgupta, and Rubin (2016), we consider experimental designs constructed
using nine covariates, which were deemed likely to be correlated with schools’ perfor-
mance scores: total number of students, proportion of male students, enrollment rate,
poverty rate, and five additional variables recording the proportion of students of vari-
ous races.

Since the NYDE has yet to run such an experiment, and given the limitations of
the available data set, we select one covariate (“number of teachers”) from the original
data set to use as the potential outcome under control, and then construct the poten-
tial outcomes under the various treatment combinations using the model described in
Section 4.3. Specifically, we first demean and standardize all 9 covariates (denoted X̃i),
and then estimate a parameter vector β by ordinary least squares in the following linear
model specification for Yi(−1, −1, � � � , −1):

Yi(−1, −1, � � � , −1) = γ(−1,−1, ���,−1)X̃
′
iβ+ εi, (S1)

where γ(−1,−1, ���,−1) = −1 as defined in Section 4.3. Table D.3 presents the regression
results. For each treatment combination d, we then compute Yi(d) using the model from

Table D.3. Model (S1) OLS regression results.

Coef Std Err z P > |z| [0.025 0.975]

constant 2.824e−06 0.007 0.000 1.000 −0.014 0.014
Total −0.9808 0.016 −60.609 0.000 −1.012 −0.949
NativeAmerican 0.0374 0.054 0.699 0.485 −0.068 0.143
Black 2.9378 3.175 0.925 0.355 −3.285 9.160
Latino 2.6158 2.836 0.922 0.356 −2.942 8.174
Asian 1.6866 1.822 0.926 0.355 −1.884 5.258
White 1.9064 2.150 0.887 0.375 −2.308 6.121
Male −0.0379 0.007 −5.355 0.000 −0.052 −0.024
Stability 0.0045 0.007 0.636 0.525 −0.009 0.018
Poverty Rate −0.1818 0.011 −16.350 0.000 −0.204 −0.160
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Table D.4. Point estimates and standard errors for testing the treatment effects of cash and in-
kind grants using different methods (wave 7).

All High Initial Low Initial
Firms Males Females Profit Women Profit Women

(1) (2) (3) (4) (5)

OLS without
group fixed
effects

Cash treatment 18.02 56.17 −8.43 −15.32 −3.84
(29.66) (67.95) (18.25) (38.99) (17.14)

In-kind treatment 31.59 62.02 4.63 42.10 −13.40
(21.63) (40.60) (20.97) (48.82) (16.08)

Cash = in-kind (p-val) 0.680 0.938 0.484 0.171 0.554

Matched tuples Cash treatment 18.02 56.17 −8.43 −15.32 −3.84
(26.07) (60.09) (17.25) (42.10) (16.60)

In-kind treatment 31.59 62.02 4.63 42.10 −13.40
(19.47) (39.02) (18.57) (45.30) (14.32)

Cash = in-kind (p-val) 0.641 0.931 0.456 0.147 0.556

Section 4.3 given by

Yi(d) = τ ·
⎛
⎝d(1) + 1

K − 1

∑
2≤k≤K

d(k)

⎞
⎠ + γdX̃

′
iβ+ εi,

where X̃i is drawn from the empirical distribution of the data and εi ∼ N(0, 0.1), where
we note that 0.1 is approximately equal to the sample variance of the residuals of the
regression in (S1).

D.4 More results for the empirical application

In Table D.4, we repeat our analysis for the data on long-term effects obtained through
the final round (wave 7) of surveys from the original paper. For the analysis of long-term
effects, we follow the same procedure as in the original paper, except we additionally
drop the four groups with sizes ranging from 5 to 8. Note that the estimated effects are
different for the fixed-effect regression. This is because, as in the analysis in the original
paper, we do not drop entire quadruplets from our data set whenever one member of
the quadruplet was missing due to nonresponse in the final survey round.

References

Branson, Zach, Tirthankar Dasgupta, and Donald B. Rubin (2016), “Improving covariate
balance in 2K factorial designs via rerandomization with an application to a New York
City Department of Education High School Study.” The Annals of Applied Statistics, 10
(4), 1958–1976. https://doi.org/10.1214/16-AOAS959. [6]

Dasgupta, Tirthankar, Natesh S. Pillai, and Donald B. Rubin (2015), “Causal inference
from 2k factorial designs by using potential outcomes.” Journal of the Royal Statistical
Society: Series B (Statistical Methodology), 77 (4), 727–753. [6]

https://www.e-publications.org/srv/qe/linkserver/setprefs?rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:1/rubin2016&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://doi.org/10.1214/16-AOAS959
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:2/dasgupta2015causal&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:1/rubin2016&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:1/rubin2016&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:2/dasgupta2015causal&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:2/dasgupta2015causal&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D


8 Bai, Liu, and Tabord-Meehan Supplementary Material

Fafchamps, Marcel, David McKenzie, Simon Quinn, and Christopher Woodruff (2014),
“Microenterprise growth and the flypaper effect: Evidence from a randomized ex-
periment in Ghana.” Journal of Development Economics, 106, 211–226. https://www.
sciencedirect.com/science/article/pii/S0304387813001375. [2]

Co-editor James Hamilton handled this manuscript.

Manuscript received 14 March, 2023; final version accepted 10 February, 2024; available on-
line 13 February, 2024.

https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:3/McKenzie2014&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.sciencedirect.com/science/article/pii/S0304387813001375
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:3/McKenzie2014&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/qe/linkserver/openurl?rft_dat=bib:3/McKenzie2014&rfe_id=urn:sici%2F1759-7323%282024%2915%3A2%2B%3C1%3ASTIFMT%3E2.0.CO%3B2-D
https://www.sciencedirect.com/science/article/pii/S0304387813001375

	Appendix D: Additional tables and ﬁgures
	Power plots
	Comparing superpopulation and ﬁnite population inference
	Calibrated simulation design details
	More results for the empirical application

	References

