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On 20 March 2025, The New York Times reported the story 
of Joseph Coates, who owes his life to artificial intelligence 
(AI). Mr Coates was affected by a rare blood disease and 
was too sick to receive a stem cell transplant. An AI-pow-
ered model suggested an untested formula combining im-
munotherapy, chemotherapy and steroids, and Mr Coates 
is now in remission (Morgan, 2025). This story epitomises 
the incommensurable potential of frontier technologies to 
revolutionise people’s life expectations.

Advanced technologies may be a lifeline to the economy, 
too. A growing body of literature supports the existence 
of large productivity gains resulting from AI adoption.1 For 
example, Brynjolfsson et al. (2025) find that AI assistance 
increases worker productivity by 15% on average.2

This explains Europe’s current fear of missing out. In the 
face of apparent significant gains that advanced tech-
nologies bring about, several indicators suggest that the 
European Union is lagging in technological development 
and uptake. For example, in 2024, European AI startups 
raised $12.5 billion compared to $81.4 billion raised by 
US-based AI startups (Saharova et al., 2025). In the same 
year, only 13.5% of European companies with ten or more 
employees used AI-powered technologies to conduct 
their business (Eurostat, 2025).

However, during the European Commission President 
Ursula von der Leyen’s first mandate (2019-2024), regu-
lation, rather than direct industrial support, has come to 
embody the EU priorities for the digital economy. In re-
cent years, the EU has produced a considerable amount 
of new regulations directly applicable to digital markets. 
To mention a few: the Digital Markets Act (DMA, Regula-
tion (EU) 2022/1925), the Digital Services Act (DSA, Regu-

1 For an overview, see Filippucci et al. (2024).
2 For a general review of the relation between data analytics and pro-

ductivity, see Bogdan and Borza (2019).

lation (EU) 2022/2065), the Artificial Intelligence Act (AIA, 
Regulation (EU) 2024/1689). And the list goes on and on.3 

In the EU digital policy debate, two questions are thus 
gaining increasing traction: does the EU technology regu-
lation bear at least some responsibility for the technologi-
cal gap between the EU and other comparable econo-
mies? If so, should the EU embark on a deregulatory 
agenda to attempt to fill that gap?

The Commission’s present approach, featuring a struc-
tural recalibration from regulation to competitiveness, 
seems to be based on an affirmative answer to both ques-
tions.4 For example, after proposing simplifying rules on 
sustainability reporting and investment in the EU with a 
first and a second Omnibus package,5 the Commission 
has proposed to ease its privacy regulation for small 
and medium-sized enterprises (European Commission, 
2025b).

Little has been done, however, to lay out a sound eco-
nomic framework in which those questions can be mean-
ingfully assessed. In this paper, I aim to address that de-
ficiency, suggesting a way to coherently evaluate digital 
regulation and its effects on EU digital markets.

The methodology I propose is based on the definition 
of two distinct categories of goals that can be pursued 
through digital regulation: efficiency-oriented goals and 
distributive goals. With the former, regulation contributes 
to expanding the amount of value that the economy pro-
duces. With the latter, instead, regulation contributes to 
defining how that value is distributed within society.6 A 
regulatory norm may be motivated by efficiency and dis-
tributive goals, so explicitly separating them is often not 
obvious. For example, a regulation intended to open mar-
kets to competition can be motivated by efficiency goals 

3 For a full overview of EU digital legislation, see: https://www.bruegel.
org/dataset/dataset-eu-legislation-digital-world.

4 At the beginning of her second mandate, President von der Leyen 
anticipated a slowing down on potential new regulatory actions and 
initiatives to reduce regulatory burden to unleash companies’ growth 
potential. Commission Work Programme 2025 – Moving forward to-
gether: A Bolder, Simpler, Faster Union.

5 Omnibus package contains different independent proposals aimed at 
the simplifications of EU directives or regulations.

6 This classification is broadly consistent with the mainstream econom-
ic literature on regulation. See, for example, Joskow and Rose (1989) 
and Baldwin et al. (2011).
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(competition increases productivity) and distributive goals 
(competition transfers surplus from sellers to buyers).

Both categories of goals are very relevant in the context of 
digital markets. Digital services, for example, tend to ben-
efit from scale and network externalities, and they thus 
have a natural tendency to concentrate (Mariniello, 2022). 
Concentrated markets allocate resources less efficiently 
than competitive markets and beg for efficiency-oriented 
regulatory intervention. Similarly, distributive goals also 
matter significantly in digital markets, given technology’s 
deep societal implications. For example, even seemingly 
harmless AI features may ultimately entail all-encompass-
ing cultural effects, and these can be mitigated through 
distributive regulation.

In this paper, I anchor these two categories of goals to 
examples from the EU digital regulatory playbook. The 
main policy suggestion is to deploy a regulatory strategy 
hinging on a clear layout and analysis of efficiency and 
distributive goals. Whenever possible, efficiency can be 
improved with simplifying actions (e.g. refining or repeal-
ing current laws) or with complementary actions (e.g. de-
ploying new regulations to make the current ones more 
effective). When, instead, regulation implements political 
choices that entail unavoidable distributive trade-offs, 
this should be stated explicitly.

This is important because the predominant policy narra-
tive around European competitiveness does not explicitly 
recognise the contrast between efficiency and value dis-
tribution. The distributive dimension rarely emerges as a 
relevant element explaining the differences in the perfor-
mance of countries’ digital economies. For example, in his 
report on The Future of European Competitiveness, Mario 
Draghi (2024) articulates several factors that explain why 
the EU lags behind the US and China on key digital econ-
omy indicators. However, none of those factors refer to 
the EU’s distributive choices, despite inevitably affecting 
digital business performance. For example, the EU has 
high privacy protection standards. If European data com-
panies face restrictions on data use, they would naturally 
be disadvantaged compared to Chinese companies that 
are not entangled in the same constraints.7

7 Researchers have attempted to explain that there is no regulation vs 
competitiveness dichotomy (see, for example, Bradford (2024)). I see 
merit in this argument, to the extent that many factors influence com-
petitiveness, and regulation cannot be considered the primary culprit 
for low economic performance. However, assuming everything else is 
equal, regulatory constraints, by definition, affect competitiveness. To 
be binding, a regulatory constraint must prevent rational players from 
implementing actions they would otherwise undertake to maximise 
their profits. Thus, for example, a rule forcing companies not to use 
personal data without consent, if binding, necessarily implies a re-
duction of companies’ potential profits.

Recognising the distinct existence of efficiency and dis-
tributive goals leads to two important insights.

First, the EU can improve its performance on efficiency 
grounds and reduce the perceived gap with internation-
al competitors. However, to the extent that their digital 
economies are conditioned by different underlying struc-
tural social preferences, the European, American and 
Chinese digital economies are not comparable.

Second, a corollary of the first point is that observing that 
the European economy does not match the performance 
of American and Chinese digital economies should not, 
as such, be concerning. It is certainly worrisome when 
that happens by accident due to an inefficient design or 
enforcement of the EU regulatory framework. It may not 
be the case, when the alleged “underperformance” is un-
derpinned by a deliberate political choice based on citi-
zens’ democratically expressed preferences (voters may 
be willing to sacrifice competitiveness to support other 
conflicting goals, for example).

The primary advantage of spelling out the underlying 
goals of regulatory choices is to identify clearly where de-
regulation may be helpful and where, instead, it conceals 
backtracking on political commitments.

Two caveats are due. First, the focus of this paper is EU 
regulation. However, it should not be forgotten that a sig-
nificant part of European companies’ regulatory burden 
originates in their countries’ national legislation.8 Second, 
I venture only marginally into speculating on the relative 
significance of EU digital regulation as compared to other 
factors potentially hampering growth. There are indica-
tions that excessive EU regulation is not the primary rea-
son why the EU is lagging in the tech space.9 However, the 
scope of this paper is limited to considering the relative 
effect of EU regulation, taking all other potential factors 
that may limit growth as given.

The next section introduces the concept of efficiency-
oriented goals and analyses their application in the EU 
digital market context. The subsequent section discusses 
distributive goals and distributive choices made by the EU 
legislator. The paper concludes with policy recommenda-
tions.

8 See Draghi (2024), for example.
9 According to a 2024 European Investment Bank survey, for example, 

European companies believe that the major obstacle to investment is 
their inability to find employees with the right skills, rather than regula-
tion. See https://www.eib.org/en/press/all/2024-386-eib-investment-
survey-2024-more-than-60-of-european-companies-have-invested-
in-climate-mitigation-and-adaptation-and-more-than-70-in-their-
digital-transformation.
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Efficiency-oriented goals

Efficiency-oriented goals guide regulation towards max-
imising the absolute value that an economy can produce. 
Value is an all-encompassing concept that includes 
measurable quantities (such as companies’ profits or total 
output), but also hardly objectively quantifiable benefits, 
such as product quality and variety.

Theoretically, “frictionless” markets maximise value au-
tonomously: producers’ self-interested decisions and 
consumers’ preferences steer the economy to produce 
and consume according to its possibilities.10 In practice, 
however, no market is frictionless. To an extent, all exist-
ing markets fail to deliver their full potential. That happens, 
for example, because they are not competitive enough11 
or because there is a mismatch between what companies 
consider valuable and what is beneficial for the economy 
as a whole.12

Regulation can maximise efficiency by removing the 
sources of market failures that prevent digital markets 
from generating their potential value.

By far, the primary way in which EU regulation of the digi-
tal space pursues efficiency goals is through an expan-
sion of digital markets from national to European. It does 
so by homogenising regulation over the European terri-
tory: it fixes common supranational rules that supersede 
national approaches. In other words, it contributes to cre-
ating a Digital Single Market (DSM).

To see this, note that the production and provision of digi-
tal products significantly benefit from scale. Thus, the val-
ue generated in a hypothetically completed DSM would 
be greater than the value obtained by summing up the 
value generated within each EU member state, if consid-
ered in isolation. A completed DSM minimises uncertainty 
for business (when facing 27 national frameworks, future 
regulatory risk is less predictable)13 and increases market 
competition.

10 This is a cornerstone of liberal economic thinking. See Smith (2000).
11 Competition increases the value generated in an economy by forcing 

companies to expand their supply, become more efficient and inno-
vate to stay ahead of their rivals. Competition selects market play-
ers based on their efficiency performance (inefficient companies that 
cannot withstand competition must exit the market).

12 That is: companies do not “internalise” the (positive or negative) “ex-
ternalities” that their products have on the economy. Thus, they make 
suboptimal decisions that do not maximise the total value that the 
market can produce. For example, they may decide not to share their 
data with other companies, even if data sharing would not be costly 
for them and would enable others to produce additional value.

13 According to the EIB survey mentioned in footnote 9, uncertainty is 
considered a major obstacle to investment by 44% of European com-
panies, while regulation by 32%. 

Generally speaking, provided that EU regulation fills gaps 
that could be filled by national regulators, it likely pro-
duces efficiency effects. For example, the Platform Work 
Directive (PWD, Directive 2024/2831) introduces a meth-
odology to classify the employment status of individu-
als providing services through online platforms, such as 
Uber or Deliveroo. Its main advantage consists in reduc-
ing uncertainty: by 2023, more than 100 court judgments 
in EU countries had already dealt with platform workers’ 
employment status, reaching different conclusions (Euro-
pean Parliament, 2023).

As a second example, consider the General Data Protec-
tion Regulation (GDPR, Regulation 2016/679), aimed at 
protecting personal data within the EU, and the Regula-
tion for the Free Flow of Non-Personal Data (Regulation 
2018/1807). The two regulations, taken together, should 
in principle allow for the seamless movement of any data 
across the EU territory, overcoming national barriers, ex-
panding the data market from the national to the EU level, 
with significant pro-efficiency effects.14

Finally, consider the DMA, a regulatory framework de-
signed to make digital markets fair and contestable. 
The DMA mandates online platforms enjoying highly en-
trenched market power (aka “gatekeepers”) to, for exam-
ple, make some of their services interoperable. Without 
that regulatory provision, competition in those markets 
would remain low because the gatekeepers benefit from 
large network effects, giving them an enormous advan-
tage vis-à-vis potential challengers. By opening markets 
up to competition, the DMA aims to tap into their potential 
and drive them to generate more value for the economy 
than they currently do.

The DSM is, however, far from being completed, and of-
ten regulations that are good on paper fail to deliver when 
implemented.15 That is probably the better explainer of the 
competitive disadvantage suffered by the EU when com-
pared with much less fragmented economies, such as the 
US or China (Letta, 2024; Draghi, 2024). Europe currently 
lacks large companies (aka European champions) that 
can rival global digital giants. Rather than excessive EU 
regulation, the reason may be traced to the fragmented 
EU market, which is not a good basis for businesses to 
get started, financed and scaled up.

14 For an estimation of the efficiency effects of larger EU data markets, 
see, for example: https://ec.europa.eu/newsroom/repository/docu-
ment/2025-13/EDM_2024__2026__First_Report_on_Facts_and_Fig
ures_9cU0iIjcuSZhjmwI9TchwqenidQ_114043.pdf.

15 The enforcement of the GDPR, for example, is not uniform throughout 
the EU, as it should be. See Gentile and Lynskey (2022).
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Contrary to the general sentiment, EU regulation has the 
potential, if well-crafted, to support, rather than hinder, 
the emergence of European champions.

Regulation, however, does not come for free. Three cat-
egories of efficiency costs should be associated with it:

• administrative and enforcement costs for public au-
thorities

• compliance costs for business
• market distortion risks.

As an example of administrative and enforcement costs 
for public authorities, consider the DSA. The DSA at-
tempts to limit the spread of illegal and/or harmful content 
on online platforms. In 2024, the European Commission 
spent €50 million on DSA enforcement (70% of which 
covered operation and administrative costs; European 
Commission, 2024).

As an example for compliance costs for business, con-
sider the GDPR. Its average compliance costs have been 
estimated to amount to €500,000 for small and medium 
enterprises (SMEs) and up to €10 million for large organi-
sations (Draghi, 2024).

Regarding market distortion risks, note that whenever 
regulators introduce constraints to companies’ behav-
iour, they interfere with natural market dynamics; this may 
result in inefficient outcomes. For example, regulators 
may reduce competition by (intentionally or inadvertent-
ly) erecting barriers to market entry. Or they may favour 
companies that do not deserve to be advantaged be-
cause they are less efficient than their competitors. As an 
illustration, consider the EU Copyright Directive (Directive 
2019/790). The directive introduced a right for publishers 
to be remunerated for the use of small news excerpts by 
online news aggregators. Since online news aggregators 
and publishers supply largely complementary (not substi-
tute) products, the introduction of the new right has cre-
ated inefficient frictions, potentially leading to more con-
centration in both markets.16

Another example of a regulation introducing significant 
distortions is the GDPR.17 One of the most consequen-
tial of those distortions derives from the introduction of 
mandatory data management processes for companies 

16 Online news aggregators use small news excerpts to promote the 
publishers’ content. Thus, they increase feeding traffic to publishers. 
The introduction of frictions in the use of exerts thus tend to penalise 
those publishers that need feeding traffic the most, i.e. smaller ones. 
See Quintais (2019) and Mariniello (2022).

17 For an overview of competitive effects of the GDPR, see Gal and Aviv 
(2020).

that meet certain requirements (such as dealing with large 
or highly sensitive datasets). The adoption of the manda-
tory data management processes entails high fixed costs. 
This implies that, among those companies that meet the 
requirements, the larger ones have a comparative advan-
tage (the cost of complying with the GDPR is for them 
relatively small compared to the cost for medium com-
panies, due to the resulting economies of scale). Peukert 
et al. (2020) report evidence that web technology service 
markets became more concentrated after the introduc-
tion of the GDPR.

The risk of distortion can never be fully eliminated when 
regulation is adopted. However, it can be minimised by re-
stricting regulatory intervention to what is strictly needed 
to enhance market efficiency. That is, by making sure that 
existing regulations are tightly bound to the market fail-
ure that they intend to correct. In other words, regulation 
should not tackle issues that the market can sort out by 
itself.

This is often not the case with EU regulation. Consider, for 
example, the AIA, a comprehensive framework regulat-
ing the development, placing on the market, putting into 
service, and use of AI systems in the EU. Article 15 of the 
AIA mandates that AI systems considered high-risk (i.e. 
with a higher potential to harm) are accurate, robust and 
cyber-secured. Competition in the design of AI systems 
is, however, high, and accuracy is one parameter in which 
developers compete most strenuously.18 Therefore, one 
should expect the market to incentivise and reward more 
accurate AI systems. The need for a regulatory require-
ment for accuracy is thus all but evident.

Distributive goals

Since efficiency entails an increase in the aggregate val-
ue produced by the economy, when pursuing efficiency 
goals, regulatory or deregulatory strategies have the po-
tential to make everybody happy (when the pie gets bigger, 
subsequent arrangements can theoretically be made so 
that no one is worse off).19 However, regulation also direct-
ly determines how that value is redistributed. Regulation 
affects the value share that different market players, us-

18 According to the Stanford 2025 AI Index Report, “The [AI] frontier is 
increasingly competitive—and increasingly crowded.” (Maslej et al., 
2025).

19 Technically, there is scope for efficiency gains if a Pareto improve-
ment is possible. That is, resources can be allocated in such a way 
that the value for at least one market player is increased while value 
is not reduced for any of the remaining market players. Thus, if an ef-
ficiency-oriented regulation initially causes a loss for a market player, 
that loss can always be compensated through transferring value from 
one player to the other, for example, through efficient taxation (this is a 
version of the Coase’s theorem (Coase, 2013)).
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ers, platforms, traditional industries, developers, citizens, 
etc., receive. For example, a regulatory framework may be 
friendly to data business models, with few restrictions on 
personal data use, favouring AI system developers. Con-
versely, a strict privacy regime may grant a higher service 
quality for users, for example, because they are exposed 
to a lower risk of misuse of their personal information 
when using social network services. However, this may re-
duce the amount of data available to companies and thus 
reduce their competitiveness.20 In other words, regulation 
also entails making political, distributive choices.

For several reasons, there is a limit to how much markets 
can achieve. Efficiency goals alone cannot ensure that 
value distribution would be considered fair by members of 
society, even if those members operate and manifest their 
preferences in the economy’s markets.21

Policies with distributive effects also affect productivity. 
And a more symmetric distribution of resources does 
not necessarily entail worse economic performance. The 
most obvious example is policies to foster market compe-
tition: they induce a redistribution of value from producers 
to consumers, but they also expand production, making 
the economy richer.

However, in this paper, I specifically focus on distributive 
goals as regulatory goals that always involve a trade-off. 
When considering those goals, the value in the economy 
is assumed to be given and fixed (recall that value is not 
only how much output is produced in the economy, but 
also the quality and variety of production). Thus, with dis-
tributive goals, the regulator chooses between different 
combinations of the factors (such as competitiveness, 
privacy, safety, etc.) that generate the same amount of 
value. Each combination involves different winners and 
losers.

First, even the most efficient regulation cannot eliminate 
all possible sources of market failure. The most straight-
forward illustration is individual behaviour. If users behave 
irrationally (i.e. they make suboptimal choices that do not 
maximise their interest),22 the market cannot reach fully 
efficient outcomes (this is obvious because there is a mis-
match between how much individuals are willing to pay 
for a product and how much they really value it). Regula-

20 Note that the trade-off between privacy and competitiveness is not 
always the case. Sometimes, privacy protection can enhance com-
petitiveness. See Acquisti et al. (2016) and OECD (2024).

21 What “fairness” amounts to is a matter for political philosophy. For a 
discussion, see, for example, Rawls (2001) and Rawls (2005).

22 The extensive work by Daniel Kahneman and Amos Tversky has 
proved that this is indeed the case in the greatest number of cases, 
and that humans’ choices are constrained by their bounded rational-
ity. See Kahneman (2003).

tion cannot correct that source of market failure directly. It 
can only mandate the outcome regulators believe should 
emerge if individuals were rational.

For example, consider the privacy paradox:23 when ac-
cessing social networks, users may relinquish their per-
sonal information as they perceive it as having little value. 
At the same time, when surveyed, they may express strong 
preferences for high privacy standards. This may motivate 
more prescriptive privacy regulation, such as forbidding 
specific personal data uses, and go beyond the efficiency 
goal of transparent and competitive data markets. Bonne-
fon et al. (2016) identify another illustrative paradox. They 
find that people favour programming automated vehicles 
to sacrifice their passengers to avoid killing a greater num-
ber of people in a road accident. However, the same re-
spondents would refrain from buying such cars. Thus, mar-
kets would be unlikely to yield socially optimal equilibria, 
begging for prescriptive regulatory intervention.

Second, markets can be fully efficient (i.e. produce all the 
value they can) and still lead to outcomes deemed unfair 
by common standards. Consider, for example, discrimi-
nation. The data economy is founded on the idea that us-
ers’ information can be employed to produce value. The 
more producers know about their customers, the more 
they can tailor their offer to their users’ preferences. On-
line e-commerce platforms can, for example, set higher 
prices for buyers who have a higher willingness to pay.24 
At an aggregate level, this may be efficient because the 
supplier (the e-commerce platform) sells to everyone and 
sells as much as it can. However, most of that aggregate 
value is absorbed by the discriminating platform. In the 
extreme case of first-price perfect discrimination, us-
ers are left only with the consumption value (Mariniello, 
2022).25 They enjoy no “surplus”, i.e. the possible differ-
ence between how much they are willing to pay and how 
much they actually pay. Since they all pay different prices, 
they may feel unfairly treated.

Discrimination is opposed by the EU digital regulator, and 
this is reflected in several explicit regulatory provisions. 
For example, Article 6(12) DMA prohibits gatekeepers 
from imposing “discriminatory general conditions of ac-
cess” for business users. Article 10(2) AIA mandates data 
governance requirements to mitigate discrimination by 
high-risk AI systems. Article 9 GDPR prohibits the pro-
cessing of personal data that would lead to discrimina-

23 See Acquisti (2004) and Kokolakis (2017).
24 Chen et al. (2016) shows, for example, that sellers on Amazon Mar-

ket Place would adjust their pricing even hundreds of times per day 
through algorithmic optimisation.

25 First-price perfect discrimination occurs when a supplier has full in-
formation about its customers’ willingness to pay for its products.
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tory outcomes (such as ethnic origin or religious beliefs). 
All these provisions express a distributive choice by the 
regulator because, on purely efficiency grounds, discrimi-
nation could theoretically be justified.26

Finally, markets may be efficient within their boundaries. 
But they usually have social spillover effects. For example, 
consider the market for algorithmic management (AM), or 
the use of AI by employers willing to monitor and man-
age their employees. This market may be very efficient, 
but the ones who are mostly affected by it are outside 
its boundaries. They are the AM customers’ employees. 
Without regulatory intervention overseeing the use of AI in 
job places, the AM markets would likely harm workers.27

Figure 1 describes an illustrative trade-off by plotting the 
value generated in the economy as a concave line using 
different combinations of two commodities: innovation/
competitiveness (on the y-axis) and privacy (on the x-ax-
is). The further the value line moves away from the origin, 
the higher the value (thus V’ > V).

By adjusting its regulatory action according to its ef-
ficiency goals, the EU can aim to hop on combinations 
where the total value is higher. For example, eliminating 
the distortions introduced by the GDPR could increase 
privacy (because of a more efficient implementation) and 
innovation/competitiveness (because companies would 
face fewer constraints). An efficient revision of the GDPR 
would allow the EU economy to move from V to V’.

However, there is a limit to how much efficiency can be 
achieved. That limit is represented by the purple line, the 
production-possibility frontier (PPF).28 Once the economy 
is on that line, the value pie cannot get bigger. Then, po-
litical choices determine whether the economy should 
yield relatively more privacy compared to competitive-
ness (thus choosing to be at the combination point A’) or 
vice versa.

Disentangling efficiency from fairness in the EU de-
regulatory strategy

Regulatory laws should not just be counted: quantification 
brings little information about their impact on the econo-
my. Regulation should rather be weighed and assessed 

26 There are many reasons why discrimination can decrease or increase 
efficiency. It depends on the context. For an analysis, see Papandro-
poulos (2007).

27 For an overview of AM’s harmful effects, see Wood (2021). The Eu-
ropean Commission is currently considering whether to complement 
the AIA with an AM dedicated regulation (Kroet, 2025).

28 The use of the production-possibility frontier is a standard economic 
methodology for the graphical appreciation of trade-offs. See Lovell 
(1993).

in the context in which it is implemented. In principle, 
the European Commission has the tools to make such a 
qualitative assessment: its “better regulation toolbox” in-
cludes an impact assessment process through which the 
Commission is supposed to assess the implications of EU 
laws for all relevant stakeholders (users, suppliers, small 
companies, citizens, etc.).29 In practice, however, impact 
assessments are often used to justify ex post policy deci-
sions taken before the start of the evaluation process.30

There is a high risk that this could be the case when con-
sidering the Commission’s strategy for the deregulation 
of the EU digital economy. Facing increasing public pres-
sure to ease EU regulation,31 the Commission has grown 
a prejudice against the regulatory burden that companies 
developing or adopting digital services must bear. In its 
Competitiveness Compass, the European Commission 
(2025a) sets an overarching target of reducing the cost of 
all administrative burdens for companies by 25% (35% for 
SMEs).

However, the size of the quantitative cut cannot be pre-
determined. It should rather be the end result of a rea-
lignment of regulation with its efficiency and distributive 
goals (the qualitative assessment may well indicate that a 
quantitative cut of the overall regulatory burden is neces-
sary; as I have explained, this is most certainly the case 
for the GDPR, for example). In other words, the Commis-
sion is inverting the logic, assuming what should come at 
the conclusion of a coherent evaluative process. It has 
internalised (without justifying it) the mantra put forward 

29 See https://commission.europa.eu/law/law-making-process/better-
regulation/better-regulation-guidelines-and-toolbox/better-regula-
tion-toolbox_en.

30 For an analysis of the reasons why impact assessments tend to be 
ineffective, see Carroll (2010).

31 Most notably, Draghi (2024).

Figure 1
Distributive trade-off

Source: Author’s own elaboration.
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by business lobbies, that regulation as such is a neces-
sary evil, and that if the EU intends to be successful in the 
digital space, it must reduce the regulatory burden to the 
maximum possible extent.32

In this paper, I propose a way to escape that form of regu-
latory capture. This consists of laying out explicitly what 
parts of EU regulations primarily stem from efficiency-ori-
ented considerations and which ones are instead primar-
ily distributive-oriented choices.

Explicitly disentangling the two categories of goals brings 
a significant advantage. It forces EU policymakers to take 
responsibility for the political choices they make. At the 
same time, it narrows the discussion on efficiency im-
provements at the technical level: economics, not poli-
tics, should determine how to reduce small companies’ 
administrative burdens, for example.

When making its political choices, the Commission 
should openly admit the costs that those choices entail. 
Assuming that political preferences may be more homo-
geneous within than between the EU, the US or China 
(for example, for cultural and historical reasons), those 
choices necessarily affect those economies’ comparative 
economic performance. China may have a structural ad-
vantage in the data economy if, for example, EU citizens 
attach a stronger value to privacy than Chinese citizens, 
on average.

Some may feel disturbed by the gloomy corollary of this 
analysis: that, because of its social model, on several 
metrics, the European digital economy may never be able 
to catch up with the US or China. However, that conclu-
sion is disturbing only to the extent that the relevant met-
rics used for international comparison focus on the quan-
titative rather than the qualitative aspects of the value that 
the different economies produce. The qualitative aspects 
of digital goods and services (such as their safety, their 
social impact, or the risk they pose to privacy) are very 
relevant too. However, there can be no objective indicator 
capturing quantitative and qualitative elements together 
for international comparison, simply because citizens in 
different economies express different preferences. There-
fore, their appreciation of the combination of quantitative 
and qualitative elements differs. International compari-
sons can thus achieve very little, besides providing some 
rough indications of the areas where economies can be-
come more efficient, mirroring what others are doing.

This suggests that it would make little sense if the EU 
were to attempt to bridge its technological gap by com-

32 See Nielsen (2024).

promising on its distributive choices, rather than just fo-
cusing on efficiency gains and acknowledging that some 
of its structural differences with other economies limit 
what it can achieve.

In his recipe for the EU economy, Mario Draghi had one 
simple, powerful selling point for investing in competi-
tiveness: refrain from investing, and by 2050, the EU will 
not be able to “preserve our [European] values” (Draghi, 
2024). Given how rapidly the digital economy is trans-
forming society, the EU will not have the luxury to wait un-
til 2050 to pursue its distributive choices.
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