A Service of

ECOMNZTOR pr

Make Your Publications Visible.

Leibniz-Informationszentrum
Wirtschaft

Leibniz Information Centre
for Economics

Serra-Garcia, Marta

Working Paper

The Attention-Information Tradeoff

CESifo Working Paper, No. 11885

Provided in Cooperation with:

Ifo Institute - Leibniz Institute for Economic Research at the University of Munich

Suggested Citation: Serra-Garcia, Marta (2025) : The Attention-Information Tradeoff, CESifo Working

Paper, No. 11885, CESifo GmbH, Munich

This Version is available at:
https://hdl.handle.net/10419/320106

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dirfen die Dokumente nicht fiir 6ffentliche oder kommerzielle
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewahrten Nutzungsrechte.

WWW.ECONSTOR.EU

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

Mitglied der

Leibniz-Gemeinschaft ;


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/320106
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

cesifo 11885

WORKING e
PAPERS

The Attention-Information
Tradeoff

Marta Serra-Garcia

CEsifo



Impressum:

CESifo Working Papers

ISSN 2364-1428 (electronic version)

Publisher and distributor: Munich Society for the Promotion of Economic Research - CESifo
GmbH

The international platform of Ludwigs-Maximilians University’s Center for Economic Studies
and the ifo Institute

Poschingerstr. 5, 81679 Munich, Germany

Telephone +49 (0)89 2180-2740, Telefax +49 (0)89 2180-17845, email office@cesifo.de

Editor: Clemens Fuest

https://www.ifo.de/en/cesifo/publications/cesifo-working-papers

An electronic version of the paper may be downloaded

- from the SSRN website: www.SSRN.com

- from the RePEc website: www.RePEc.org

- from the CESifo website: https://www.ifo.de/en/cesifo/publications/cesifo-working-papers




The Attention—Information Tradeoff

Marta Serra-Garcia*

This version: March 2025

Abstract

How does information transmission change when it requires attracting the attention
of receivers? This paper combines an experiment that varies freelance professionals’
incentives to attract attention about scientific findings, with several online experiments
that exogenously expose receivers to the content created. Attention incentives lead to
significantly less information being transmitted, but not more factually inaccurate con-
tent. These incentives increase information demand and the knowledge of interested
receivers. However, among the majority of receivers who do not demand more infor-
mation, attention incentives lower knowledge and increase biases in beliefs, revealing

that missing information can be a channel through which misperceptions arise.
JEL Classification: D83, D91, C72, C91.
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“Knowledge isn’t free. You have to pay attention.”

Richard P. Feynman

1 Introduction

Attention is a scarce cognitive resource that is fundamental to decision making in many
settings (e.g., Simon, 1971; Kahneman, 1973; Krajbich et al., 2010; Bordalo et al., 2022;
Loewenstein and Wojtowicz, 2023). One such setting is the Internet, where an important
goal of stakeholders is to attract individuals’ attention. The Internet has been portrayed as
“a battleground for clicks and eyeballs” (Wu, 2017) among content producers, who seek clicks
and the sharing of the information they post. The incentive to grab attention has raised
concerns because of its potential impact on the accuracy of the information that citizens are
exposed to and pay attention to online (Pariser, 2011). Given these concerns, it is critical
to carefully examine the relationship between attention and information transmission.

Important existing work has studied what kind of content attracts individuals’ attention
in online settings. It has shown that emotional and arousing content can receive more
clicks and shares (e.g., Berger and Milkman, 2012; Serra-Garcia and Gneezy, 2021; Qiu and
Golman, 2022; Robertson et al., 2023), but also documented that predicting attention is
difficult (Bakshy et al., 2011; Banerjee and Urminsky, 2023).

This paper contributes novel evidence by taking a step back and asking: How does
the incentive to grab attention affect the content that is generated and, subsequently, the
information that is transmitted? In an experiment that exogenously varies the incentives of
freelance professional writers, the paper first studies how incentives to grab attention affect
the supply of content, studying the content’s accuracy, focus, and style. Then, leveraging
online experiments that control individuals’ exposure to content, the paper examines how
content generated with incentives to grab attention affects individuals’” knowledge, attention
allocation and subsequent beliefs.

The paper studies information transmission about scientific findings, with a focus on four
topics: cancer, sleep, vaccines, and climate. Information about these topics can influence
important beliefs and behaviors, such as immunization choices or actions against climate

change. But information about them can be false, incomplete, and misleading (e.g., Chou



et al., 2018; Allen et al., 2024), and spread virally online (e.g., Vosoughi et al., 2018).

How attention incentives affect content and receiver behavior is ex-ante unclear. First,
these incentives could result in a distortion in the information transmitted or a reduction
in the amount of information transmitted. Distortion could occur, if to generate curios-
ity among readers, the content generated includes more false information about scientific
findings (e.g., exaggeration). Alternatively, a reduction in the amount of information could
arise, if the content highlights what readers do not yet know and introduces information gaps
(Loewenstein, 1994; Golman and Loewenstein, 2018). Second, a scarcely examined effect of
the incentive to grab attention is to increase readers’ attention, which leads to the con-
sumption of more information. This compensating effect of increased information demand
is central to the attention-information tradeoff.

To study the relationship between attention and information, the experimental paradigms
in this paper are designed to align with important features of online attention markets, while
preserving experimental control over the incentives of content producers and over the ex-
posure to content of those receiving information. In the pre-registered Sender experiment
freelance professionals who specialize in writing social media copy or research summaries
write a total of 595 summaries about recent research findings. These professionals receive
written materials about four research articles and write summaries, consisting of a headline
and a three-sentence description, with the incentive to inform receivers (Info-Incentives), or
to attract the attention of receivers in one of two ways. The first is to have receivers demand
more information, by clicking on a button that delivers detailed information about the re-
search (Clickbait-Incentives). The second is to create a summary which receivers believe is
likely to be shared virally on social media, generating the “eyeballs” or views of many others
(Viral-Incentives). These two incentives focus on fundamentally different forms of attention,
both of which are often discussed in the context of online communication.'

To measure the impact of incentives on the content produced by senders, we adapt the

method developed for political communication in Carlson (2018) to science communication.

1Since Large Language Models (LLMs) could produce content like professionals, in a complementary
experiment we use an LLM (GPT-3.5) that acts as sender to generate 360 summaries with different objectives.
The resulting content and its consequences on receiver beliefs and attention are qualitatively similar to those
documented in the main experiment with professionals, as discussed in Section 3.3 and Online Appendix F.



We provide senders with materials about several research articles. These articles have a con-
sistent structure (introduction, methodology, findings, conclusions; see e.g., Schimel, 2012),
and the materials serve as a benchmark to establish accuracy in information transmission.
Content is classified according to three dimensions: its accuracy, relative to the materials;
its focus, whether it relates to the introduction, methodology, findings, or conclusion of
the research; and its writing style, by quantifying changes in summary length, readability,
sentiment and punctuation use.

The Sender experiment reveals three main effects of Clickbait- and Viral-Incentives
relative to Info-Incentives. First, Clickbait- and Viral-Incentives significantly reduce the
amount of accurate information in summaries. The amount of inaccurate information, that
wrongly describes the research, does not change. Rather, the amount of new content that
is not part of the research materials but is added by professionals, often to motivate and
make the research relatable to readers, increases. Second, summaries increase their focus
on introducing the research and reduce the amount of information about the methodology
used. Third, summaries become more readable, shorter, with more than double the amount
of exclamation and question marks.

In exploratory analyses, we examine how content changes. Clickbait- and Viral-Incentives
lead to content that is more likely to directly appeal to readers (using expressions such as “you
will learn how to sleep better”) and, with Viral-Incentives, directionally more implications
are drawn that are incorrect relative to the research findings (e.g., the reader should change
their diet, although the materials caveat that the findings are correlational and randomized
controlled trials are needed).

The Sender experiment suggests that attention incentives lead to a reduction in the
amount of information about the research, and to the introduction of new content that
makes the research relevant to readers and could lead readers to derive incorrect impressions
about its implications for behavior. An important limitation is that naturally occurring
communication about research in online settings could differ from that within our experiment,
in which professionals are hired to promote scientific findings for a broad audience. To shed
light on the validity of the context, we explore the features of headlines in online content

about the research articles. While the incentives of news, blogs, and social media content



producers are heterogeneous and difficult to identify, we study how they describe the research
and compare the distributions of features of headlines.

We find that the headlines written by professionals align in accuracy, focus, and writing
style with those that emerged online. For example, online headlines of news and blogs are
rarely classified as inaccurate relative to the research materials, but often as new content
that relates to the topic more broadly, which is consistent with the findings for the headlines
written by professionals.

We next measure the impact of this content on receivers using pre-registered online
Receiver experiments. We measure receiver knowledge, attention allocation, and beliefs. We
exogenously assign receivers to summaries written under different incentives and measure
knowledge by asking the same multiple-choice questions about the research articles. We
vary whether receivers are only exposed to summaries, or they can click on summaries to
learn more about the research (and receive the research materials that senders read). We
also vary whether receivers are asked to recall the information they received, or have it
available when measuring their knowledge, to capture whether incentives to grab attention
affect recall (e.g., Zimmermann, 2020; Graeber et al., 2024a).

We document three main results. First, when receivers are only exposed to summaries,
those written with Clickbait- and Viral-Incentives lead to significantly lower receiver knowl-
edge (6-7 percentage points, or 10-11%). Simultaneously, Clickbait- and Viral-Incentives
increase click rates significantly, from 20% to 24% and 25%, respectively, which lead inter-
ested receivers to be exposed to more information about the research and achieve significantly
higher knowledge. This illustrates the presence of a trade-off: less information in the sum-
maries but higher click rates. In our experiments, these compensatory effects result in no
significant losses in overall knowledge in the case of Clickbait-Incentives, and small losses in
the case of Viral-Incentives.

Second, we document that memory may be an additional channel through which re-
search information is “lost,” which reduces the impact of the incentive to grab attention.
When receivers must recall the information they received, they make significantly more mis-
takes, especially about the sample and methodology, even if they have been exposed to

summaries written with Info-Incentives, and the effect of the incentive to grab attention



becomes significantly smaller.

Third, we focus on the large majority of receivers who do not click to learn more about
the research and were only exposed to summaries about the research. An open question
is whether this brief information could induce biased beliefs about the research and its
implications for behavior when it is written with Clickbait- and Viral-Incentives. To examine
the presence of biased beliefs about the research, we test receivers’ mistakes about the sample
involved in the study. We find that they are more likely to erroneously think that the sample
is representative of the US population when summaries were written with Clickbait- and
Viral-Incentives.

To examine their beliefs about behavioral implications, we conduct an experiment in
which we measure receivers’ beliefs about doctors’ official recommendations, their intentions
to suggest behavioral changes to others, and to apply them to themselves. The data show
that receivers exposed to summaries written with Clickbait-Incentives are more likely to
believe doctors’ official recommendations align closely with the research findings they read
about, although in four out of five cases the findings were suggestive and not officially
recommended. Receivers are also more likely to self-report intended behavioral changes
based on the research summaries. The findings with Viral-Incentives are directionally the
same, but not statistically significant.

Taken together, these results reveal that Clickbait- and Viral-Incentives reduce the
amount of information about research findings. While they increase information demand,
they can leave receivers who do not demand information with incorrect impressions, thinking
that the research is more applicable to them than it actually is.

This paper contributes to the existing literature on information transmission (e.g., Craw-
ford and Sobel, 1982) and a growing body of theoretical work studying limited attention (e.g.,
Bordalo et al., 2016; Galperti and Trevino, 2020; Chen and Suen, 2023), complementing ex-
isting experimental work that studies how attention scarcity affects decision-making, testing
models of rational inattention (e.g., Caplin et al., 2011; Dean and Neligh, 2023) and choice
in complex environments (e.g., Kang et al., 2009; Smith and Krajbich, 2018; Abeler et al.,
2023; Esponda et al., 2023; Guan et al., 2023). By focusing on the incentive to attract the

attention of receivers, the paper complements prior research using sender-receiver games, in



which receivers’ attention is assumed and senders are incentivized to influence the beliefs and
actions of receivers (e.g., Sanchez-Pages and Vorsatz, 2007; Abeler et al., 2019; Deversi et al.,
2021; Jin et al., 2021; Thaler, 2024), to study incentives such as persuasion and reputation
concerns.

Growing concerns regarding the spread of misinformation — intentionally and unin-
tentionally false or misleading information—, make it important to better understand the
fundamental drivers of online behavior. Related work has shown that individuals share false
headlines, often inadvertently (e.g., Osmundsen et al., 2021; Pennycook and Rand, 2021;
Roozenbeek et al., 2022; Serra-Garcia and Gneezy, 2021; Altay et al, 2022; Acemoglu et
al., 2024), and that suppliers of content exhibit an intrinsic desire for clicks and attention
(Srivanasan, 2023). The findings in this paper show that incentives to attract attention need
not lead to more inaccurate content. But, they decrease the amount of detailed information
about the research and bring in their broader relevance, which can leave receivers with inac-
curate beliefs about its implications for their behavior. This missing information about the
research could be harmful and may represent a new channel through which misperceptions

arise.

2 Experimental Design

The experimental design consists of a Sender experiment and several Receiver experiments.

2.1 Sender Experiment
2.1.1 Setting

The Sender experiment was conducted with freelance professionals, who participated in the
role of senders and were asked to submit four summaries of a research article. The freelance
professionals were recruited on Fiverr, a large online platform for freelance services with over
4 million buyers in 2022. We recruited 149 freelancers specialized in writing services, within

“social media copy” and “research and summaries,” and a total of 595 summaries.”

20ne sender wrongly submitted the same summary for two articles. Detailed information on the imple-
mentation, recruitment waves, instructions, and materials given is provided in Online Appendix A. Free-



Emulating a typical writing task, freelancers were first contacted about their interest
in writing about cancer, sleep, climate and vaccine research, and offered a payment based
on their posted prices on the platform. Interested freelancers started the task and received
detailed instructions, which depended on the treatment (described in Section 2.1.2). On
average, they received $19.1 (SD = $4.5), with $20 being the median and most frequent
payment (56% of cases). In what follows, the freelancers are referred to as “professionals.”

Professionals’ public profiles (available for 138 of them) reveal that 90% had experience
in writing, with 67% mentioning experience in work to attract attention, and 56% describe
working in the digital domain.” These writers are mainly focused on writing anonymous
online person-to-person or business-to-person content. They are not journalists and repu-
tational incentives or outlet-focused incentives (e.g., Gentzkow and Shapiro, 2008) are not
central to them. Their typical incentive is to write appealing and attention-grabbing content,
which is the focus of this paper.

In addition to professionals, we also used an LLM (GPT3.5) as a sender. We provide a

summary of the findings using an LLM in Section 3.3 and details in Online Appendix F.

2.1.2 Treatments

The experiment consisted of three between-subjects treatments. The wording of the instruc-
tions and incentives in each treatment were chosen to align closely to wording used on the
platform (instructions are provided in Online Appendix A). In all treatments, professionals
were told that the goal of the task was to inform the general public about research find-
ings, which may be posted on social media. They also received explicit goals and financial

incentives, as follows:

e In the Info-Incentives treatment, senders were asked to “provide accurate information

lancers were restricted to be based in the US, Canada, and the UK. The recruitment was done in two waves
(108 freelancers in January-February 2023 and 41 in February 2024, due to the recruitment process hitting
limits to the availability of freelancers within budget during the first wave). Since there were no differential
treatment effects by wave of data collection, the data for both waves is pooled and an indicator for wave is
included in the empirical analysis.

3For example, one of their profiles stated “I’ve written over 1000 articles in my time as a writing specialist,
and I can help you find the right, creative words to keep your readers engaged.” The content analysis was done
by two independent coders. In addition to expertise categorization, they coded the reported experience in
writing. 50% of profiles report experience and 35% report an exact number in years. The average experience
reported is 7.5 years (SD=4.1).



to potential readers”. They received an additional $5, described as “I'll ask someone
else to read one of your summaries and if he/she answers several questions about the

research correctly, as a pre-test, I'll tip you.”

e In the Clickbait-Incentives treatment, senders were asked to “stimulate readers to read
more about these research articles”. They received an additional $5, described as “I’ll
also ask someone else to read one of your summaries and several others. If he/she

chooses to read more about the research you summarized, as a pre-test, I'll tip you.”

e In the Viral-Incentives treatment, senders were asked to “mazimize the number of
times ...(their writing) is shared.” They received an additional $5, described as “I’ll
also ask someone else to read one of your summaries and others that I am collecting
and if he/she believes yours would be one that is shared most often, as a pre-test, I'll tip
you” . Beliefs rather than actual sharing were chosen to avoid the spread of misleading
or incorrect information. Sharing beliefs are in line with online sharing as discussed in

Online Appendix E (see also, Mosleh et al., 2020)."

When initially contacted, senders were told that summaries would consist of approxi-
mately 70-100 words. Upon starting the task, they received 1-2 pages about each research
article which included, at the bottom, two spaces labeled “Headline (with a maximum of 140

2

characters)” and “3-sentence summary.” These guidelines provided clear expectations but
longer summaries were approved. Consistent with senders understanding this flexibility, the
length of summaries varies significantly across treatments. On social media platforms, posts
vary significantly in length. Summaries in this study are comparable in length (96 words) to
those in LinkedIn (50-100 words) and shorter than a typical Twitter thread (120-180 words;

Pitzalis, 2022; LinkedIn, 2023).

4 After the experiment, a subset of summaries was posted on Twitter, to act on what senders were told.
The subset of summaries was selected carefully such that the summaries would not contain any incorrect
information and reflected closely the materials provided to the senders. The posts were also accompanied
by a link to the original research article, and the accounts informed users that the content posted was part
of a research study.



2.1.3 Articles

The research articles were selected among those featured in the New York Times in 2019,
such that they covered topics that could interest a broad audience. They were described
to the senders via materials that had three elements: the abstract, containing specialist
language; a press release, written for a broad audience to communicate with journalists and
the public (e.g., National Academies of Sciences, Engineering, and Medicine, 2017; Peters,
2020);” and a link to the entire paper. Figure 1 summarizes the eight articles included in
the experiment.

A potential concern in asking senders to summarize research relevant to public health
behavior is that they could incorrectly report about it, and this could lead to harmful
behavior among readers. To minimize this risk, the articles focused on how a healthy diet
is related to lower skin cancer risk (Kim et al., 2019), potential cancer treatments (Lee et
al., 2019), and reduced insomnia (Gangwisch et al., 2020); the benefits and safety of the
MMR vaccine (Mina et al., 2019 and Hviid et al., 2019); and the importance of reducing
deforestation and of wildlife protection (Maxwell et al., 2019, and Berzaghi et al., 2019).
After a job started, senders received the materials, including a brief consent form, which
informed them that their jobs were part of a research study. If this information increased
their concern for accuracy, the measured impact of Clickbait- and Viral-Incentives could
represent a lower bound in the types of inaccuracies that may be expressed in other settings,
which motivates the comparison to naturally occurring online mentions of the articles (in
Section 3.2). Further information about the research articles, an example of the sender’s
materials about the research, and an example of professionals’ summaries are provided in

Online Appendix A.

2.1.4 Outcomes of Interest

We measure the impact of incentives on senders’ writing along three sets of outcomes —

accuracy, focus, and style — using text-based analyses. We further examine their impact on

SExisiting work has descriptively documented “spin” in such communication (e.g., Yavchitz et al., 2012;
Sumner et al., 2016), although it is also associated with better knowledge, in the context of cancer (e.g.
Stryker et al., 2008). In this paper we exogenously vary senders’ incentives to identify how attention incentives
affect content, keeping the materials used by senders constant.

10



Figure 1: Articles

Topic Reference Main finding Sample Analysis Conclusions
Individuals with diets high in The study authors suggest
vitamin Ahave a 17% lower  Nurses Health that the next step would be to
risk of squamous cell carcinoma (N=121,700) & conduct a clinical trial to test
(5CC), a form of skin cancer,  Health Professionals whether higher intake of
Kim et al than those with low vitamin A Follow-Up Cohort study, vitamin A reduces the risk of
1 Cancer (2019) consumption. (N=51,529) Studies. longitudinal SCC.
Individuals should not
A molecule (T3C) in cruciferous change their diets yet, as too
vegetables reduces tumor large amounts of cruciferous
erowth because it inactivates a vegetables (over 6 [bs a day)
Lee etal gene found in many cancers, Cancer-prone mice would be needed to prevent
2 Cancer (2019) the WWF1 gene. and human cells ~ Laboratory study cancer.
Women's Health
Initiative
Observational The authors suspect that
Studyy, baseline reducing refined
A diet high in glycemic index is N=77,869 & follow- carbohydrates in one’s diet
associated with higher oddsof up N=53,069, on may be a low-cost way of
Gangwisch et insomnia among postmenopausal Cohort study, preventing insomnia, but
3 Sleep al (2020) postmencpausal women. WOmEN longitudinal RCTz are needed.
Participants fell asleep faster
and had better memory the
next day when sleeping on a Rocking is important for sleep
Perrault et  rockingbed compared toa 18 healthy young  Laboratory study, quality and memory
4 Slegp al(2019) stationary bed. adults within-subjects  consolidation.
Measles leads unvaccinated 77 unvaccinated Measles vaccination is
children tolose up to73% of  children in a Event study, important to protect children
Minaetal  their protective antibodies for communityin the usingVirScanto from measles and other
5 Vacane (2019) other diseases. MNetherands test blood samples diseases.
Showing no association
between the MME vaccine
Danish population and autism is important due
registry, IN=657,461 to increase in vaccine
Hviidetal The MMR vaccine isnot children bom in Cohort study, hesitancy and measles
6 Vaccine (2019) associated with autism. 1999-2010 lengitudinal outbreaks in Europe.
Deforestation of intact tropical Intact forest retention needs
forests has a 6267 stronger to receive more attention and
Maxwellet impact on carbon emissions Intact forest loss mere funding from initiative
7 Climate al (2019) than previously estimated. from 2000 to 2013  Computational  such as REDD+.
Field measurements
in the Congo Basin
in forests affected
Forest elephants affect tree by elephants and in Forest elephants should
erowth and aboveground forests in which Field measures  receive more protection and
Berzaghiet biomass, and thereby affect the they had been and computer expand to help fight climate
8 Climate al (2019) carbon emitsions of forests. eradicated simulations change.

receiver knowledge and behavior in the Receiver Experiments (Section 2.2).

To analyze accuracy and focus, we build on the approach by Carlson (2018), developed

to study political communication. First, each summary is divided into units of information.

A unit of information is a statement that conveys a single, identifiable piece of information.

It is often a sentence or a clause within the summary. Then, the content of the unit is

11



separately analyzed with regards to its accuracy and its focus."

Accuracy. Establishing accuracy in naturally-ocurring communication is challenging, as it
is difficult to identify the exact ground truth behind every statement. We measure accuracy

by comparing senders’ writing to the materials. Units are classified as:
1. Accurate-In text: information from the materials that is correctly described.

2. Inaccurate-In text: inaccurate information of two kinds: wrong, i.e., explicitly incor-
rectly reporting what is in the materials, such as stating causation when correlation
is described, or incomplete, leaving out important information. We pool both types
of inaccuracy into “Inaccurate-In text,” as they were observed in less than 10% of the

cases.
3. Not in text: information that is not provided in the materials.”

We create an index to represent summary accuracy (Accuracy indez), following Ander-
son (2008)", in which the number of Accurate-In text units increase the index, while the
variables capturing the number of Inaccurate-In text and Not in text units decrease the

index value.

Focus. Each unit is classified (Schimel, 2012; Munch, 2023) as: (1) Introduction, motivates
the research and introduces the research question; (2) Method, describes the sample used

and the analysis approach; (3) Finding, reports the findings; (4) Conclusion, describes the

5The analyses were conducted by independent coders, who were blind to senders’ incentives. Each sum-
mary was analyzed by two coders who discussed and reached an agreement on their coding. Coders’ instruc-
tions are shown in Online Appendix G. To verify the robustness of the coding results, GPT was used for
coding. It provided qualitatively the same results, shown in Online Appendix F.

"For example, we can consider the article by Hviid et al. (2019), which shows a lack of correlation between
the MMR vaccine and autism using registry data in Denmark from children born between 1999-2010. A unit
of information stated “this researcher diagnosed children with autism,” which is classified as wrong because
researchers did not diagnose autism. Another unit stated “analyzed data from over 650,000 kids,” which is
classified as incomplete, because it lacks the country and time range during which the data were collected.
Finally, a unit stating “You must have heard of rumors about vaccines causing autism...” is Not in text,
because the materials did not refer to any rumours.

8Throughout, we calculate each index following Anderson (2008), weighting by the inverse of the covari-
ance between the variables. Each variable is standardized, such that changes are interpreted in standard
deviations from the mean. This approach has been used in previous research, e.g., Allcott et al. (2022). To
correct for multiple hypotheses testing, we use harpened FDR-adjusted ¢—values, following Anderson (2008)
and Graeber et al. (2024c).

12



research implications and the authors’ conclusions; and (5) Call to Action (CTA), encourages
the reader to click, read, or share.

We summarize the focus of a summary using an index that combines the number of units
in each category (Focus index). The index captures the amount of detailed information about
the research, with the number of Method and Finding units increasing its value, and the
number of Introduction, Conclusion and CTA units, which provide motivation and context,

decreasing its value.

Writing Style. The third main outcome is writing style, which measures how the summary
is written. It consists of four elements of style: (1) length, measured by word count; (2)
readability, based on Flesch’s Reading Ease Score (Flesch, 1948), which ranges from 0 to
100, with the highest scores (90-100) indicating that the text is very easy to read; (3)
sentiment, which captures the tone of text (positive, neutral, or negative), using sentimentr
(Rinker, 2023); and (4) use of punctuation, which is an indicator variable if the summary
uses exclamation marks, question marks, ellipsis, hashtags as well as icons (such as emojis).’

We construct an index that combines these style variables (Style index). A higher index
value indicates a more attention grabbing style, with higher reading score and punctua-
tion increasing the value of the index, and higher word count and more positive sentiment

decreasing it (indicated as “x (-1)”).

We also use these measures to analyze naturally occurring online mentions of the research.
For the Altmetric data, we use GPT to code accuracy and focus of headlines, after validating
it with human coding (as described in Online Appendix D). We use the same measures of
style as above.

In exploratory analyses, we examine three additional outcomes that help in interpreting
the main effects. First, we explore whether the summary mentions the sample used in the
research article and if so, how accurately it is reported. Then, we explore whether the
summary directly appeals to readers, with words such as “you”, and whether it contains

implications for receivers’ behavior and their accuracy. Online Appendix C provides details.

9 Additional analyses that measure the effects of incentives on the presence of each type of punctuation
mark, and on the count of each one, are shown in Online Appendix C.
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2.1.5 Research Questions

The impacts of Clickbait- and Viral-Incentives on the outcomes of interest vary depending
on what motivates clicks and sharing. Clicks are a form of information demand that stems
from igniting an individual’s curiosity (Loewenstein, 1994), while sharing can be driven by
a range of motives, from providing others interesting and relevant information to igniting
their emotions (see, e.g., Metzger et al., 2021; Osmundsen et al., 2021).

To induce clicks and sharing, senders could write summaries that violate expectations,
providing information that deviates from what the reader knows or expects (Hebb, 1949;
Loewenstein, 1994). Then, Clickbait- and Viral-Incentives could lead senders to generate
disinformation, by writing summaries with more Inaccurate-In text units (e.g., exaggera-
tions). Or, they could lead to selection in the content reported, by increasing the number of
(surprising) Findings and Conclusion units, with more negative emotions to arouse readers
(e.g., Berger and Milkman, 2012), but not more inaccuracy.

Alternatively, Clickbait-Incentives could have different consequences than Viral-Incentives.
Senders with Clickbait-Incentives could choose to create information gaps that make salient
what the reader does not know, as proposed in a model by Golman and Loewenstein (2018)".
Readers would then click to gain information that closes the information gap. In that case,
Clickbait-Incentives could lead to summaries that contain fewer units with detailed informa-
tion about the research, i.e., fewer Accurate-In text units. Simultaneously, summaries could
include more Introduction units and fewer Findings and Conclusion units, to pose questions
but not provide answers.

In both cases, we would expect Clickbait- and Viral-Incentives to lead senders to focus
on the broader relevance of the research, writing about their implications for readers, making
them easy to understand (Kahneman, 1973; Clark, 2008), with higher readability scores and
fewer (detailed and technical) Methods units, relative to Info-Incentives.

The research questions are therefore: Do Clickbait-Incentives lead to “missing infor-
mation” (information gaps) or “distorted information” (violating expectations)? Do Viral-
Incentives lead to “distorted information” with inaccuracy, or rather selection in reporting,

by emphasizing findings and broad implications, without inaccuracy?

10This model was tested experimentally using puzzles and facial recognition tasks in Golman et al. (2022).
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2.2 Receivers: Experimental Design

The Receiver experiments measure the effects of senders’ incentives on receivers’ knowledge,

attention allocation, and beliefs. Detailed instructions are in Online Appendix B.

2.2.1 Knowledge and Attention Measurement

The goal of the Knowledge and Click experiments is to measure how the incentive to grab
attention affects receiver knowledge and attention. To measure knowledge transmission sep-
arately from attention allocation, we implement experiments in which no clicks are possible
(Knowledge Experiments) and receivers are only exposed to senders’ summaries, and exper-
iments in which clicks are possible (Click Experiments) and receivers choose to learn more

about the research, beyond senders’ summaries.
Figure 2: Design of Receiver Experiments - Knowledge Measurement
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. Summaries Available
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The incentive to grab attention could affect receiver knowledge over time in two ways.
It could lead to content with differential amounts of information (e.g., less information with
Clickbait- and Viral-Incentives) or to content that results in differential recall (e.g., higher
recall of content with Clickbait- and Viral-Incentives). For that reason, we vary the need to
recall the content across the Knowledge and Click experiments, as outlined in Figure 2 (a

detailed design chart is shown in Online Appendix B).
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Knowledge Experiments. In these experiments, receivers are assigned summaries written
under one incentive treatment (Info-, Clickbait-, or Viral-Incentives) in the Sender experi-
ment. In the Knowledge experiment, they answer knowledge questions having the summaries
available on the same page. In the Knowledge-Recall experiment, they are first exposed to
the summaries and, to ensure they pay attention to what they read, they write one sentence

1

about each summary.!' Then, they complete a second part of the experiment, in which,

unannounced, they are asked knowledge questions, without having the summaries available.

Click Experiments. In these experiments, receivers are presented with a list of eight
summaries, one for each research article (as a list of posts on social media would appear).
They can click on any number of articles, from zero to eight, to receive more information.
In this click stage, receivers are either presented with four summaries written with Info-
Incentives and four with Clickbait-Incentives, or four summaries written with Info-Incentives
and four with Viral-Incentives. This design allows to measure whether summaries written
with Clickbait- or Viral-Incentives are clicked on more often, relative to summaries written
with Info-Incentives. To address selection concerns, the receiver’s choice is implemented
probabilistically, with a 75% chance. With a 25% chance, the computer selects one article
at random for the receiver to read about. Receivers are aware of this randomization.

In the Click-Knowledge experiment, after receivers click, they are shown the materials
about the research and answer the knowledge questions having them available. Both if the
click choices are implemented or the computer implements one article, receivers only answer
questions about articles they read more about. In the Click-Knowledge-Recall experiment,
there are three steps after receivers make their click choices. First, depending on their
choices and random assignment, receivers receive more information and write one sentence
about the article. In the second step, receivers are exposed to the summaries they did not
receive more information for, and write one sentence about them (as in the Knowledge-

Recall experiment). In the third step, without previous announcement, receivers answer the

H'The survey was programmed such that the summaries would appear as images and could not be easily
copy-pasted elsewhere, such as an LLM. Between 71% and 97% of sentences contain at least one word that
closely relates to the research article (e.g., “cancer” if the research is about cancer). The average sentence
length is 16.2 words and there is significant variation, with the 10th percentile having 8 words and the 90th
percentile having 27 words.
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knowledge questions about all articles, without having any information available. Therefore,
in the Click-Knowledge-Recall experiment, knowledge is based on recall, and it is elicited for

all articles (both if the receiver clicked and did not click to read more about them).

Outcomes of Interest. Receiver knowledge is measured as the number of correct answers
to multiple-choice questions about four main components of each research article: its main
empirical finding, the sample used, its analysis methodology and its conclusions. These
components capture the main elements of scientific papers, as described in Munch (2013)
and Schimel (2012), excluding the introduction, due to its overlap with conclusions and its
lower specificity to the research article.

In all Receiver experiments, receivers were exposed to summaries, and potentially more
information, about 8 research articles and incentivized to correctly answer the same 32

questions (receiving $0.10 per correct answer). We measure the following outcomes:

e Summary-based knowledge, measured after receivers have read only a summary.
e (lick rate, an indicator for clicks to learn more after being exposed to a summary.

e Materials-based knowledge, measured after receivers have read 1-2 pages about the

research (the same as the senders’ materials).

e Overall knowledge, the weighted average of summary-based knowledge, for those only
exposed to a summary, and materials-based knowledge, for those who received more

information.

These measures capture the potential, countervailing effects of Clickbait- and Viral-
Incentives. Attention incentives could reduce summary-based knowledge, based on the effects
discussed in Section 2.1.5. Simultaneously, they could also increase click rates and the
fraction of people with (higher) materials-based knowledge. Hence, Clickbait- and Viral-
Incentives could increase or decrease overall knowledge, depending on the relative strength

of these effects.'”

12Geparately, we coded whether the summary clearly identified the correct answer option in the knowledge
questions of the 595 summaries, using a human research assistant and GPT (version 3.5). The agreement
was of 71% and the effects of sender incentives consistent with those identified with the Accuracy index. In
Online Appendix C we describe this coding and provide descriptive statistics for how frequently summaries
contained information that clearly identified the correct answer option in the knowledge questions.
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An important additional outcome to consider is what are the beliefs of the individuals
who do not click and are only exposed to summaries. Summaries written with Clickbait-
and Viral-Incentives could not only contain less information, but the information provided
could potentially mislead readers, rather than lead to random errors. For that reason, we
first consider what kinds of mistakes receivers make when asked about the research sample,
after being exposed to a summary. We code incorrect answer options that indicate a larger
sample than the study actually used for all research articles. For articles on health (cancer,
sleep and vaccines), we also code incorrect answer options that indicate the study used a
more representative sample, defined as being closer to a sample of adults in the United
States (US), than it actually did. The incorrect answer options were not designed ex-ante to
capture such mistakes. The questions asked, all answer options, and how they were coded

(if applicable) are shown in Online Appendix B.

2.2.2 Beliefs Measurement

We next examine what kinds of impressions summaries written with Clickbait- and Viral-
Incentives, relative to Info-Incentives, leave on readers in the Beliefs € Intentions experi-
ment. We measure receivers’ beliefs about the implications of the research for what doctors
recommend, what they would recommend to their family and friends and their own behavior.
The research articles studied five behaviors: using rocking beds to improve sleep, consuming
a low GI diet to reduce insomnia, eating cruciferous vegetables to reduce the risk of cancer,
taking vitamin A to reduce the risk of skin cancer, and vaccinating children with the MMR
vaccine. The first four behaviors provide first evidence of a relationship or impact, and are
not official doctor recommendations, while the last one (vaccination) is.

The experiment consisted of two main parts. In the first part, receivers were exposed
to eight summaries and wrote a one-sentence summary about them. In the second part,
receivers answered two sets of five questions, presented in random order. For each of the
five behaviors, they answered yes or no to “is it an official doctor recommendation?” and
“would you encourage your family and friends to engage in the behavior?”. They received $1
if their answer to one randomly selected question regarding official doctor recommendations

was correct. Receivers also answered the open-ended question “How does the information
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you read about these scientific studies concern you or affect you and your future behavior?”
Two independent research assistants coded the answers as “no effect,” if the receiver stated
it would not affect them, “increase interest,” if the receiver indicated they would like to learn

9

more, and “behavior change,” if the receiver indicated they would change their diet or other
behaviors. We build an Intentions indez, which considers these three measures (the average
response to questions about doctor recommendations and encouragement, and an indicator
for whether receivers indicated an intended behavior change themselves), using the approach
in Anderson (2008)."

Receivers were exposed to a subset of 120 sender messages. The same number of sum-
maries was drawn from each treatment in the Sender experiment. We used the knowledge of
receivers, obtained in the Knowledge experiment, to build two categories based on whether
receivers scored above-median and below-median in the knowledge questions. These cate-
gories were an additional criterion used for the draw of the 120 summaries. Since we do not

observe differences in receivers’ beliefs depending on the knowledge categories, we pool the

data to focus on differences in beliefs based on senders’ incentives.'’

2.2.3 Additional experiments

We conduct two additional experiments, measuring sharing beliefs and donation decisions,
reported in detail in Online Appendix E.

Sharing is a form of online attention that increases the number of people who see a
summary. We elicit receivers’ sharing beliefs, by asking them which summary would be

shared most frequently on social media, with and without incentives for accuracy. Receivers

I3At the end of the experiment, to fully inform receivers about the research, they were presented with
the full materials about the research and they could click to access the research article. Receivers were also
asked about their trust in scientists and media (“How much do you trust scientists?” and “How much do
you trust science that you read about in news articles and on social media?”, with a scale 1 to 4 (from “Do
not trust at all” to “Trust completely”) either before or after reading the materials. Trust was not different
depending on the order (p—value> 0.05 for trust in media and scientists, see Online Appendix Table E).

4 Among summaries written under Clickbait- and Viral-Incentives, half resulted in below-median knowl-
edge and half resulted in above-median knowledge. They all received above-median clicks (for Clickbait-
Incentives) and above-median sharing belief (for Viral-Incentives). Among summaries written with Info-
Incentives, all received above-median knowledge. Half of the summaries received below-median click rate
and half received below-median sharing belief. We pool these groups in the main analyses, since differences
between the groups are not observed (p—value> 0.05 in all comparisons), and provide detailed results in
Online Appendix E.
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read summaries written with Clickbait-Incentives and Info-Incentives, or Viral-Incentives
and Info-Incentives, as in the Click experiments. The results show that summaries written
with Viral-Incentives are selected significantly more often as the ones that would be most
shared on social media.

We elicited receivers’ support for vaccination and climate causes in an additional exper-
iment in which receivers made two donation decisions towards vaccine and climate conser-
vation nonprofit organizations. The results indicate that summaries written with Clickbait-
Incentives and Viral-Incentives directionally increase donation rates, but we do not detect a

statistically significant effect.'”

2.3 Experimental Procedures

All Receiver experiments were conducted on Prolific Academic. They were pre-registered on
aspredicted.org (details in Online Appendix B). A total of 3,743 participants were exposed
to summaries by professionals (1,043 in the Knowledge, 905 in the Knowledge-Recall, 651 in
the Click-Knowledge, 643 in the Click-Knowledge-Recall, and 501 in the Beliefs & Intentions

0" Receivers earned a payment for participation equivalent to $12 per hour,

Experiment).
based on the expected length of each experiment (5-25 minutes). The approval rate required
was 95-100% in previous studies, and receivers were required to be located in the United

States (checked via their IP address).

3 Results of the Sender Experiment

This section shows the impact of senders’ incentives on summary accuracy, focus and writing
style. It explores how summaries differ in two dimensions of content, sample information

and implications, and compares senders’ writing to online writing about the research. It

15With our sample of 299 participants, the increase in donations is 0.04-0.07 (s.e. 0.07) percentage points
with a rate of giving between 26 and 33 percent for summaries written with Info-Incentives.

16Recruitment occurred in two waves for the Knowledge and Click-Knowledge experiments, and controls
for wave of data collection are included throughout in the analyses. Additionally, 659 participants were
exposed to summaries by GPT (360 in the Knowledge experiment, 299 in the Click experiment). There are
878 participants in the incentivized Sharing experiments (611 exposed to professionals’ summaries and 267
to GPT’s summaries), 404 in the unincentivized Sharing experiment (198 exposed to professionals’ and 206
exposed to GPT’s summaries), and 505 in the Donation experiment, reported in the Online Appendix E.
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concludes by examining the summary writing by an LLM, rather than human senders.

A. Accuracy. Summaries written with Info-Incentives have a total of 5.5 units, on average.
Within each summary, 4.3 units are Accurate-In text, 0.35 units are Inaccurate-In text, and
0.84 units are Not in text. Figure 3 and Table 1 show that the accuracy index drops by 0.22
SD with Clickbait-Incentives and 0.25 with Viral-Incentives (¢—value= 0.02 in both cases).

Figure 3: Average Effect of Sender Incentives on Message Production
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Notes: This figure shows the average treatment effect of Clickbait-Incentives and Viral-Incentives, relative to Info Incentives,
on the three main outcomes, capturing senders’ communication. The Accuracy, Focus and Style Indices show the effects
of the treatments on each index, constructed following Anderson (2008). The separate effects on each variable are shown
separately (light-shaded icons). The accuracy variables (Accurate-In text, Inaccurate-In text, Not in text) and the focus
variables (Introduction, Method, Finding, Conclusion and Call to Action) are the number of units in each category in a

message. All variables are standardized. Error bars correspond to 95% confidence intervals.

The number of Accurate-In text units decreases by 0.61 units (or, equivalently, 11% of

total units, and 0.35 standard deviations (SD)) under Clickbait-Incentives, and 0.82 units

21



(14% or 0.47 SD) under Viral-Incentives. This drop is matched with an increase in the
number of Not in text units (0.62 units for Clickbait-Incentives, and 0.87 units for Viral-
Incentives), leaving the total number of units unchanged. At the same time, Clickbait
and Viral-Incentives do not increase the number of Inaccurate-In text units, which are rare

(between 0.35 and 0.39 units).

Table 1: Incentive Effects on Sender Summaries

(1) (2) )

Accuracy Index Focus Index  Style Index

Clickbait-Incentives -0.222* -0.336*** 0.442***
(0.115) (0.115) (0.117)
[0.020] [0.005] [0.001]
Viral-Incentives -0.245** -0.476*** 0.353***
(0.122) (0.121) (0.110)
[0.016] [0.001] [0.002]
Constant -0.207 0.943*** -1.214***
(0.186) (0.171) (0.169)
Observations 595 595 595
Info-Incentives: Mean 0.15 0.30 -0.27
Info-Incentives: SD 1.02 0.60 0.91

Notes: This table displays the estimated average marginal effects from lin-
ear regressions on the Accuracy, Focus and Style indices, constructed as in
Anderson (2008). All regressions include fixed effects for each article and
sender characteristics. Standard errors clustered at the sender level are re-
ported in parentheses, with * p<.10; ** p<.05; *** p<.01, based on these.
Sharpened FDR-adjusted g-values are shown in square brackets.

B. Focus. Summaries written with Info-Incentives feature 1.5 units classified as Introduc-
tion, 2.2 units as Findings, and 1.4 units as Conclusion. On average, only 0.4 units are
classified as Methods, indicating that methodology receives little coverage in research sum-
maries. Clickbait- and Viral-Incentives decrease the focus on research details (Methods and
Findings), increasing the focus on motivating the research and drawing implications. The

Focus index drops by 0.34 and 0.48 SD, respectively (Table |, g—value< 0.01, in both cases).

C. Style. Clickbait- and Viral-Incentives lead to shorter and more readable summaries,
that have more exclamation and question marks. While the average summary is 102 words
long under Info-Incentives, it is 7.5 words shorter with Clickbait-Incentives and 13.3 words
shorter with Viral-Incentives. The Flesch Reading Ease score under Info-Incentives is 25.55,

equivalent to a college graduate level — meaning it is very difficult to understand and suitable

22



for university graduates. The score goes up by 6.7 and 9.8 points, respectively, the equivalent
of going down one grade level (10 points), decreasing the reading difficulty to college level.
The frequency of exclamation marks more than quadruples, increasing from 5% by 23pp, and
that of question marks more than doubles, from 7% by 14-16pp with Clickbait- and Viral-
Incentives (see Online Appendix C for more detail). Directionally, sentiment decreases with
Viral-Incentives too, by 0.13 SD. Reflecting these changes, the Style index increases by 0.35
SD and 0.44 SD with Clickbait- and Viral-Incentives, respectively (Table 1, g—value< 0.01,
in both cases).

The effects are summarized in Result 1.

Result 1.  Clickbait- and Viral-Incentives lead to summaries that: (1) contain a lower
amount of Accurate-In text information, and more Not in text content, (2) focus more on
the motivation and less on the methodology of the research, and (3) are shorter, easier to

read and with punctuation that exhorts attention, such as exclamation marks.

Taken together, the effects of Clickbait-Incentives are consistent with senders creating
information gaps, by increasing their focus on introducing the research and providing less
information about the research. The effects of Viral-Incentives are qualitatively similar to
those of Clickbait-Incentives. Contrary to sharing motives based on violating expectations,
there is no more inaccuracy or an increase in Conclusion units, rather more new content (Not
in text units). An open question is whether the new content could mislead receivers through
how it describes the context and the broader importance of the research. We therefore

conduct exploratory analyses that examine how the research is described.

3.1 Effects of Incentives on How the Research is Described

First, we examine sample information provided in summaries, which is quantifiable. Consis-
tent with the drop in units describing the research methods, senders are less likely to report
sample information with Clickbait- and Viral-Incentives (39% and 34%, respectively), com-
pared to Info-Incentives (48%). If the sample is reported, under Viral-Incentives, but not

Clickbait-Incentives, senders use sample descriptions that are less precise, without report-
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ing the exact group of individuals or specimens involved (p—val= 0.04).'" These patterns
suggest that, if information is provided, more vagueness is present under Viral-Incentives.

Second, we explore whether senders use language that increases the relevance of the
research to readers. We consider two measures: whether the research directly appeals to
the reader (e.g.,“you will learn how to sleep better”), and whether the summary draws in-
correct implications (e.g., the reader should change their diet to reduce insomnia, although
the research caveats that the findings are thus far correlational). Both Clickbait- and Viral-
Incentives increase direct appeals to readers in summaries (by 17 percentage points (pp) and
26 pp, respectively, relative to a 0.15 mean under Info-Incentives, p—val< 0.01). Simultane-
ously, Viral-Incentives directionally increase the likelihood of incorrect implications (by 12
pp, relative to a 0.29 mean under Info-Incentives, p—val= 0.06), which could mislead readers
regarding the relevance of the research for them.

These findings suggest that, in addition to the reduction in the amount of detailed in-

formation about the research with Clickbait- and Viral-Incentives, the likelihood that sum-

maries contain content that could mislead readers is higher, especially with Viral-Incentives.

3.2 Naturally-Occurring Attention to the Research Articles

Next, we examine whether the content written by senders in the Sender experiment is similar
to that appearing online, in news, blogs and Twitter, collected by Altmetric (details in
Online Appendix D). Figure 4 reveals strong similarities in accuracy and focus between
headlines written in the Sender experiment and those appearing online. Headlines written
with Clickbait and Viral-Incentives feature Accurate-In text content 44% of the time, which
is similar to online news (47%) and online blogs (50%). In both settings, the remainder
of content is mainly classified as Not in text. Headlines rarely feature Inaccurate-In text
content.

In terms of focus, a majority of headlines focus on introducing the research, over 70%

of the time. The rate of such units is between 84% and 88% with Clickbait- and Viral-

17Tt is rare for the sample size or exact origin (e.g., group or specimens involved) to be reported incorrectly
(1% to 6% of the cases). It is more frequent for the sample size and origin to be described in vague terms
(8% to 38%).
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Figure 4: Headline Features of Sender Summaries and Naturally-Occurring Mentions
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Notes: This figure compares the headlines written in news, blogs and tweets about the research (left panel) with the headlines
written by senders (right panel). The figure shows the fraction of headlines classified by accuracy (Accurate-In text, Inaccurate-
In text, Not in text) and focus (Introduction and Finding). The figure then shows the average values for features of writing style
in headlines (or tweets). Words and readability scores are divided by 100 for comparability purposes. Error bars correspond to

95% confidence intervals.

Incentives, compared to 75% for news and 71% for blogs.

In terms of writing style, the average length of headlines written by senders is in between
the length of headlines in news and blogs (10 words) and that of tweets (22 words). The
readability of headlines in the Clickbait- and Viral-Incentives (a score of 48) is similar to that
in blogs (49) and news (52). The sentiment of senders’ headlines (between -0.02 and 0.02) is
similar to that of tweets, which is neutral (0 sentiment score) and somewhat more positive
than the sentiment of news and blogs headlines (-0.12 and 0.11 sentiment score). Further,
the use of punctuation under Clickbait- and Viral-Incentives is similar to that observed in

tweets.
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Taken together, although the incentives of online content producers are heterogeneous
and unknown, the findings indicate that the distribution of features of senders’ summaries
in the Sender experiment is consistent with those found online. In contrast to the online
data, the Sender experiment allows us to identify the causal effect of the incentive to grab

attention on the prevalence of these features.

3.3 Large Language Model as Sender

The LLM reveals qualitatively similar results to our experiment with professionals. The
effects of incentives (instructions) on content creation by the LLM are summarized in Figure
5. Additional regression analyses are shown in Online Appendix F.

A main difference between professionals and the LLM is that the LLM is significantly
more likely to only use the materials it was provided. This increases the accuracy of sum-
maries created by the LLM in all treatments. Under Info-Incentives, summaries contain
almost only Accurate-In text information: 5.2 out of 5.4 units are Accurate-In text. On
average, only 0.15 units are Inaccurate-In text and 0.1 units are Not in text (compared to
0.4 and 0.8 with professionals).

For the LLM, Viral-Incentives lead to the strongest changes in accuracy, focus, and style.
With regards to accuracy, Clickbait- and Viral-Incentives reduce the number of Accurate-
In texts units. However, the LLM does not substitute them with more Inaccurate-In text
and Not in text units, like professionals did. With regards to focus, Clickbait- and Viral-
Incentives increase the number of Introduction units, and decrease Methods and Findings
units, as they did for professionals.'® Likewise, summaries become shorter and more readable,
and with Viral-Incentives, with more punctuation that aims to attract attention.

Overall, the effects of instructing the LLM to create content that grabs attention are
qualitatively similar to those observed for professionals. However, they are smaller in mag-
nitude, which can be explained by the fact that the LLM produces summaries that more

closely follow the materials than professionals.

18GSince the LLM does not include any units that are calls to action, there are no effects for them.
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Figure 5: Average Effects on Message Production: LLM as Sender
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Notes: This figure shows the average treatment effect of Clickbait-Incentives and Viral-Incentives, relative to Info Incentives,
on message production by the LLM (GPT). Error bars correspond to 95% confidence intervals. N = 360 summaries.

4 Results of the Receiver Experiments

We next examine the impact of senders’ incentives in the Sender experiment on the knowledge
of receivers. We consider the four main outcome variables described in Section 2.2: the
knowledge of receivers when exposed to the summaries only, their click rates, knowledge

when exposed to detailed research information, and the resulting overall knowledge.

A. Summary-Based Knowledge: Summaries created with Clickbait- and Viral-Incentives
result in lower knowledge among receivers. Table 2 column (1) shows that, when the sum-
maries are available, the decrease in knowledge is of 5.5 to 6.8 pp, respectively. And, panel
A of Figure 6 shows that knowledge with Info-Incentives stochastically dominates that with
Clickbait- and Viral-Incentives (p < 0.01 using the Goldman and Kaplan (2008) test).
Panel B of Figure 6 shows the largest drop is in knowledge about the study sample.

Receivers correctly answer questions about the study sample in 38% of the cases when
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exposed to summaries written with Clickbait and Viral-Incentives, compared to 51% with
Info-Incentives. With Clickbait-Incentives, knowledge about the findings, the methods and
the conclusion of the research decreases to a lesser extent, 3-4 pp. With Viral-Incentives,
knowledge decreases more for questions about the findings and methods, by 6 and 7pp,

respectively, and shows a smaller drop for questions about the conclusion (2 pp).

Table 2: Clicks and Knowledge - Summary-level Results
(1) 2) (3) (4) (5) (6) (7)

Summary-Based Materials-Based Overall
Knowledge Click Knowledge Knowledge
Avail. Recall Rate Avail. Recall Avail. Recall.

Clickbait-Incentives ~ -0.055*"*  -0.028*  0.050***  0.013  -0.030  -0.028"*  -0.024*
(0.013)  (0.015)  (0.012)  (0.023)  (0.025)  (0.013)  (0.013)
(0.001]  [0.078]  [0.001]  [0.197]  [0.112]  [0.063]  [0.078]

Viral-Incentives 0.068°*  -0.021  0.041***  -0.043  -0.042* -0.062*** -0.025"*
(0.013)  (0.015)  (0.012)  (0.026)  (0.025)  (0.013)  (0.012)
(0.001]  [0.075]  [0.002]  [0.071]  [0.071]  [0.001]  [0.040]

Constant 0.374™*  0.330*"*  0.350** 0.785"** 0.565***  0.507°*  0.417*%*
(0.018)  (0.022)  (0.020)  (0.029)  (0.034)  (0.019)  (0.020)

Observations 595 589 595 395 451 595 595
Info-Incentives: Mean 0.57 0.49 0.20 0.82 0.64 0.62 0.53
Info-Incentives: SD 0.18 0.17 0.12 0.19 0.21 0.15 0.14

Notes: This table displays the estimated coefficients from linear regressions on: (1) Summary-based
knowledge when the summary is available (Knowledge experiment) and when it must be recalled and
the preferred click choices of the receiver are implemented (Click-Knowledge-Recall experiment, for
summaries not clicked on, which due to random implementation results in N=589 being observed
by receivers in this group) (columns (1) and (2)); (2) click rate (column (3)); (3) Materials-based
knowledge (for those whose preferred click choices were implemented), when the materials were seen by
the receiver (Click-Knowledge Experiment) and when they had to be recalled (Click-Knowledge-Recall
Experiment) (columns (4) and (5)) — note that, since ca. 25% of summaries were never clicked on and
25% of click choices were not implemented, by design, the number of observations in columns (4) and
(5) is lower; (4) Overall knowledge (columns (6) and (7)). Regressions include article fixed effects and
sender characteristics. Robust (HC3) standard errors shown in parentheses, where * p<.10; ** p<.05;
*** p<.01. Sharpened FDR-adjusted g-values based on Anderson (2008) shown in square brackets.

When summaries must be recalled, knowledge drops across all conditions and the impact
of senders’ incentives is reduced, as shown in column (2) of Table 2."" Panel B of Figure
6 shows that the drop in knowledge about the sample and method becomes smaller when
summaries must be recalled. These reduced drops suggest that receivers pay less attention

to these dimensions of the research and that senders with Clickbait- and Viral-Incentives

19To analyze summary-based knowledge with recall, we pool receivers’ knowledge in the Knowledge-Recall
Experiment and in the Click-Knowledge-Recall Experiment, when answering questions about articles they
did not click to read more about (four subjects are dropped because they click to read all articles), because
there is no significant difference in accuracy, as shown in Online Appendix E.
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Figure 6: Receiver Knowledge When Exposed to Summaries
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Notes: Panel A (left) shows the distribution of summary-based knowledge (fraction of correct answers after reading summaries)
when receivers had the summaries available (Knowledge Experiment). Panel B (right) shows summary-based knowledge by
question type. The filled markers indicate “Summary Available”, for receivers who saw the summary while answering the
questions. The empty markers indicate “Summary Recalled”, for receivers who had to answer questions based on recall. Within
Panel B, there are 4 subpanels: “All” panel (left-most), for the average over all questions, followed by the average knowledge
for Finding, Sample, Methods and Conclusion questions separately. Estimates from responses at the question level based on
N = 2,588 receivers. Regression estimates shown in Online Appendix E. Error bars correspond to 95% confidence intervals.

focus their summaries on dimensions that receivers are most likely to recall.

The differences in receiver knowledge closely correspond to the effects of senders’ incen-
tives on the accuracy and focus of summaries documented in Section 3. An important part
of this correspondence stems from the summary information: If the summary contains a
clear answer to a knowledge question, receivers’ likelihood of answering it correctly strongly
increases. At the same time, exploratory analyses show that information in the summaries
is not the only feature that matters. If summaries are available, a higher style index lowers

the likelihood that a receiver answers the question correctly (details in Online Appendix E).
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B. Click rate: Summaries written with Info-Incentives are clicked on 20% of the time.
Table 2 column (3) shows that click rates increase by 5 pp and 4 pp (¢—value< 0.01 in both
cases) for summaries written with Clickbait- and Viral-Incentives, respectively. These results
are obtained when comparing click rates at the message level, and also when examining
receivers’ individual-level choices. The increased click rate toward summaries written with
Clickbait-Incentives is observed in both the Click-Knowledge and Click-Knowledge-Recall
experiment (5pp in both cases). The increased click rate on summaries written with Viral-
Incentives is not observed in the Click-Knowledge experiment, but it is observed in the
Click-Knowledge-Recall experiment, suggesting that the differences in click rates between

Viral- and Info-Incentives may be less robust.

C. Materials-based Knowledge: When senders click to learn more about the research,
they are all exposed to the same (detailed) information that senders read. In all treatments,
their knowledge increases. The percentage of correct responses is 79%-85% when the mate-
rials are available, and 57%-60% when the materials must be recalled (for detail, see Online
Appendix E).

Columns (4) and (5) of Table 2 show that sender incentives do not affect materials-
based knowledge, when summaries are written with Clickbait-Incentives. By contrast, there
is a 4pp directional decrease when they are written with Viral-Incentives, suggesting that

receivers’ knowledge was still weakly affected by what they read in the summaries.

D. Overall Knowledge: When receivers answer knowledge questions having (summaries
or materials) information available, overall knowledge drops directionally with Clickbait-
Incentives (g—value= 0.063) and significantly with Viral-Incentives, by 6pp (¢g—value< 0.01).
When receivers must recall what they learned about the research, the knowledge losses are
smaller. Overall knowledge is directionally lower by 2.4 pp (¢—value= 0.078) with Clickbait-
Incentives, and significantly lower, by 2.5pp (¢—value= 0.040), with Viral-Incentives.
These findings imply that the loss in knowledge when receivers are exposed to summaries
written with Clickbait- and Viral-Incentives can be compensated by an increase in clicks,

illustrating the attention-information tradeoff.
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Result 2. Receiver knowledge decreases with Clickbait- and Viral-Incentives, when they
are asked about the research and have the summaries available. If summaries must be re-
called, the effect of senders’ incentives is smaller and knowledge only drops significantly with
Viral-Incentives. Simultaneously, summaries written with Clickbait- and Viral-Incentives
attract significantly more attention. Hence, accounting for clicks, overall knowledge losses

with Clickbait- and Viral-Incentives are small in magnitude.

4.1 Impressions: Receivers’ Errors, Beliefs and Intentions

While Clickbait- and Viral-Incentives do not lead to large losses in knowledge on average, a
large majority of receivers (75-80%) do not click and are only exposed to summaries. The
evidence in Section 3 shows that these summaries contain significantly less information about
the research. An open question is whether the summaries induce receivers to hold beliefs
about the research that are systematically incorrect. In this section, we examine two types
of beliefs about the research: beliefs about the sample involved in the research, measured by
the size and representativeness of the sample, and beliefs about the relevance of the research

to receivers’ behavior outside the experiment.

4.1.1 Receiver Errors About the Sample

Since senders provided less information about the sample, receivers could form noisy beliefs
about it or, alternatively, because of how summaries are written and their new (Not in text)
content, they could form biased beliefs about it. After the first wave of data collection,
we ran exploratory analyses to test whether receivers were more likely to believe that the
sample was larger or more representative of a US citizen, than the one used in the study. We
conducted the same analyses after the second wave of data collection, and found qualitatively
similar results.

Figure 7 shows that receivers are not more likely to believe that the sample was larger.
But, when exposed to summaries written with Clickbait- and Viral-Incentives, they are more
likely to believe that it is representative of a US citizen than it actually is. Though the effects

are of limited magnitude, 3pp, they suggest that incentives to grab attention may leave the
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Figure 7: Receiver Errors
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Notes: This figure displays the estimated coefficients from linear regressions on the likelihood that receivers incorrectly answer
the question about the sample of a research article, selecting one that states a larger sample than the one used (“Larger
Sample”) or one that states a group being studied that is closer to a more representative group, defined as closer to a US citizen
(“More representative sample”). The regression includes receivers from the Knowledge and Knowledge-Recall experiments who
incorrectly answered the questions about the study sample. Robust standard errors clustered at the receiver level are used.
A detailed description for how each answer option is coded in provided in Online Appendix B. Error bars correspond to 95%

confidence intervals.

impression that the research was conducted with a sample that is more similar to the reader

than it actually is.”"

4.1.2 Beliefs and Intentions

We examine whether receivers formed different beliefs about the implications of the research
depending on senders’ incentives when writing the summaries they were exposed to in the
Beliefs & Intentions experiment. While the studies on sleep and cancer are based on first
evidence that showed changes that might help, the studies on MMR vaccines further confirm

the already known protective properties of the vaccine and the lack of evidence of harm

20Detailed regression results are provided in Online Appendix C. A related question is whether mistaken
beliefs are more likely to arise when no information is presented at all, or rather when some sample informa-
tion is included, but it is vague. When receivers are exposed to imprecise sample information in summaries
written with Clickbait- and Viral-Incentives, they are significantly more likely to hold biased beliefs about
the representativeness of the sample. This analysis suggests that a complete lack of information may lead
to random errors. But, when some information is provided under incentives to grab attention, this partial
information may lead receivers to believe a more representative sample participated in the research than it
actually did.
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(specifically, autism risk).

Figure 8 shows the average impact of being exposed to summaries written with Clickbait-
and Viral-Incentives, compared to Info-Incentives, on intended behaviors and doctor recom-
mendations. The combined intentions index shows a directional increase of 0.28 and 0.11SD
with Clickbait- and Viral-Incentives, respectively (g-val= 0.03 and 0.66). Senders’ incentives
do not change receivers’ likelihood of encouraging others but, with Clickbait-Incentives, re-
ceivers report a higher likelihood of behavior change in themselves (g-val= 0.049). To better
understand what drives encouragement of others, we explore which summary features predict
encouragement (Online Appendix E). Summaries that contain incorrect implications, as de-
scribed in Section 3.1, increase the likelihood that the receiver intends to encourage behavior
changes in others, providing suggestive evidence that implications drawn in summaries could
affect behavior.

Beliefs about whether the research findings represent official doctor recommendations
increase by 0.16 SD and 0.10 (g-val= 0.049 and 0.661) when receivers are exposed to sum-
maries written with Clickbait- and Viral-Incentives. Receivers are aware that the MMR
vaccine is officially recommended and correctly indicate so in over 94% of the cases. How-
ever, they hold incorrect beliefs about doctor’s official recommendations to improve sleep
or reduce cancer risk. Under Info-Incentives, between 41% and 70% of receivers indicate
changes in diets and rocking as officially recommended. These fractions increase by 3 to 15

pp with Clickbait-Incentives, and up to 18pp with Viral-Incentives summaries.”!

Result 3. Exposure to summaries created under Clickbait- and Viral-Incentives increases
the fraction of receivers who believe the sample used in the research is representative of the US
population and, for Clickbait-Incentives, this exposure increases the likelihood that behaviors
suggested as beneficial in the summaries are perceived as official doctor recommendations

and as affecting their own behavioral intentions.

While receivers may infer the wrong implications from the initial evidence they see

21'We do not observe consistent changes in receivers’ trust in media and scientists when exposed to sum-
maries written with Clickbait- and Viral-Incentives, relative to Info-Incentives summaries, as shown in Online
Appendix E. The fraction of receivers who trust scientists “completely” is 0.28, and the fraction who trust the
media “completely” is 0.06. The coefficients of Clickbait- and Viral-Incentives reveal a directional increase
of 0.17 and 0.26 SD (p—val> 0.05 in all cases).
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Figure 8: Receiver Beliefs and Intentions
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Notes: This figure displays the estimated coefficients from linear regressions on the effect of summaries written with Clickbait-
and Viral-Incentives on questions about encouraging others, their own behavior, and doctors’ official recommendations. All
outcomes are standardized. Encouraging others and doctor recommendations involved five behaviors: rocking to improve sleep,
consume a low GI diet to reduce insomnia, to eat vegetables to reduce the risk of cancer, to take Vitamin A to reduce the risk
of skin cancer, and to give their children the MMR vaccine. The coefficient represents the average treatment effect over the
five behaviors, clustered at the individual level. Self-intended change is an indicator variable that takes value one if receivers
indicated the summaries increased their likelihood to change behavior in an open-text response to a question asking about their
effects of the summaries. The intentions index aggregates the responses using the method in Anderson (2008), computed on
the mean over the five behaviors for encouraging others and doctor recommendations. The regressions include a control for the
order in which the questions were presented to receivers. Robust (HC3 or clustered at the individual) standard errors are used.

Error bars correspond to 95% confidence intervals. Regression results available in Online Appendix E.

for cancer and sleep, it is important to highlight that these behaviors are health-improving
behaviors. For ethical reasons we did not expose receivers to research that could reduce will-
ingness to vaccinate or increase the intake of harmful substances. However, recent evidence
by Allen et al. (2024) shows that exposure to content that discourages vaccination, but is
not flagged as false, has significant negative impacts on vaccination intentions, consistent

with the effects we document in the Beliefs & Intentions experiment.

4.2 Heterogeneity in Click Rates and Knowledge

The analysis thus far has focused on the average effect of summaries written with Clickbait-
and Viral-Incentives on receiver knowledge and attention. The findings suggest that, while

they contain less information, summaries also attract more attention when they are written
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with the incentive to generate clicks and shares. In this section, we examine the heterogeneity
in the relationship between click rates and knowledge. We focus on heterogeneity at the
summary level, rather than the sender level, because individual-level sender effects explain
limited variation (2-15%) in knowledge, clicks, and the combination of both.*

Figure 9 shows the relationship between click rates and summary-based knowledge
(Panel A) or overall knowledge (Panel B). Consistent with summaries creating informa-
tion gaps, as in Golman and Loewenstein (2018), Panel A shows that a one percentage-point
increase in click rates is associated with an average 0.3 percentage-point decrease in summary-
based knowledge. Panel B shows that, once we account for the knowledge that receivers gain
after clicking, the negative relationship between click rates and knowledge disappears. The
gain in knowledge among those who click offsets the knowledge losses among those who only
read the summary.”’

Figure 9 reveals significant heterogeneity in click rates and knowledge. For example,
the top 25th percentile of summaries achieve a click rate of more than 31%, while 6% are
never clicked on. In Online Appendix E we examine which, if any, features of summaries
are predictive of click rates and knowledge. Summaries with a higher accuracy index are
associated with more knowledge among receivers, but fewer clicks. Considering clicks and
knowledge together, we find that it is difficult to predict above-median knowledge and clicks
(regressions achieve an R? of 0.09), a common finding in related work (e.g., Bakhsy et al.,

2011).

22The fraction of explained variance is calculated with the intraclass correlation coefficient, based on a
random effects panel regression, where senders are the individuals. A small fraction of the variance in clicks
is explained by sender differences (2%). A higher fraction of the variance in knowledge and the likelihood
that both knowledge and clicks are above median is explained by sender differences (5-15%).

23 As we show in Online Appendix E, the relationship between clicks and summary-based knowledge does
not change significantly depending on whether receiver must recall the summary. Although the relationsip
is negative for summaries written under all sender incentives, it is most negative for summaries written
under Info-Incentives (-0.36), followed by Clickbait-Incentives (-0.16) and Viral-Incentives (-0.11). The
relationship between clicks and overall knowledge is directionally negative (-0.10) for summaries written with
Info-Incentives, it is positive for summaries written with Clickbait-Incentives (40.12) and Viral-Incentives
(4+0.07).
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Figure 9: Heterogeneity in Receivers’ Attention and Knowledge
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Notes: Panel A shows the average click rate on each message (x-axis) and summary-based knowledge (y-axis) pooling all
Sender Incentive treatments. Panel B shows the average click rate (x-axis) and the overall receiver knowledge, (y-axis). In
the background, each light-colored dot is weighted by the number of observations (summaries) with the same values. Each
dark-colored dot represents a demi-decile of the distribution. A fitted linear regression between the two variables is shown in
each panel, with 95% confidence intervals. Detailed regression analyses and separate figures are provided in Online Appendix
E.

5 Conclusion

Incentives to attract online attention, in the form of clicks and sharing, can have important
impacts on information transmission. This paper combines several experiments to provide
evidence on the impact of incentives to attract attention on the content that is generated,
and the subsequent knowledge and attention allocation of readers in the context of science
communication. The findings reveal that incentives to attract attention generate a tradeoft:
the content contains less information but it is more attention-grabbing. Since these incentives
generate information demand, making interested readers better informed, we find small or
no impacts of attention incentives on receivers’ knowledge about the research, on average.
However, there is a large share of receivers who do not demand more information and are
left only with the information that is provided in short summaries. We find that these sum-
maries can lead to misperceptions. While attention incentives do not increase the amount of

content that is factually incorrect, they lead senders to introduce new content that attempts
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to increase the perceived relevance of the findings for the reader. Readers are in turn more
likely to mistakenly believe the study sample is representative of the US population and
exhibit bias towards believing that the behaviors studied by the research are prescriptive
and motivating to change behavior, although the research findings are suggestive and too
preliminary to generate clear behavioral implications.

Taken together, these findings suggest that, when communicating information about
science, a new channel can lead misperceptions to arise: incorrect beliefs may be generated
through missing information, combined with content focused on the relevance of the topic,
rather than through explicitly inaccurate information about what scientists did and found.

It is important to highlight that this study sheds light on the impact of incentives to
grab attention when professionals are hired to write about scientific articles, without rep-
utational concerns. More research is needed to investigate whether adding reputational
incentives could result in different impacts, not only on how research is described, but also
which research topics are chosen to be broadcasted. Further, the current study focuses on
the first stage of communication, from a highly informed sender to a receiver, who could
potentially share some of the content with others, creating further distortions in informa-
tion transmission (e.g., Carlson, 2018; Graeber et al., 2024b). Documenting the impact of
different incentives and studying the intensive and extensive margins of communication will
be important to provide further insights into how attention and information transmission
interact.

This paper focuses on science communication, but political communication is another
setting of relevance. Some content producers (news outlets, politicians, and others) could
have strong incentives to maximize their clicks and shares when they face intense competition
(e.g., Djourelova et al., 2024) and it is an open question whether incentives to grab attention

can play a role in the polarization of content (e.g. Levy, 2021).
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