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Uncertainty and grey
data analytics

Yingjie Yang
School of Computer Science and Informatics,

De Montfort University – City Campus, Leicester, UK, and
Sifeng Liu and Naiming Xie

Nanjing University of Aeronautics and Astronautics, Nanjing, China

Abstract
Purpose – The purpose of this paper is to propose a framework for data analytics where everything is grey
in nature and the associated uncertainty is considered as an essential part in data collection, profiling,
imputation, analysis and decision making.
Design/methodology/approach – A comparative study is conducted between the available uncertainty
models and the feasibility of grey systems is highlighted. Furthermore, a general framework for the
integration of grey systems and grey sets into data analytics is proposed.
Findings – Grey systems and grey sets are useful not only for small data, but also big data as well. It is
complementary to other models and can play a significant role in data analytics.
Research limitations/implications – The proposed framework brings a radical change in data analytics.
It may bring a fundamental change in our way to deal with uncertainties.
Practical implications – The proposed model has the potential to avoid the mistake from a misleading
data imputation.
Social implications – The proposed model takes the philosophy of grey systems in recognising the limitation
of our knowledge which has significant implications in our way to deal with our social life and relations.
Originality/value – This is the first time that the whole data analytics is considered from the point of
view of grey systems.
Keywords Uncertainty, Data incompleteness, Grey data analysis, Grey data analytics, Grey data collection
Paper type Research paper

1. Introduction
With the rapid development of big data technology and artificial intelligence (AI), we are
increasingly living in a data-driven world where machine intelligence is assisting us in many
parts of our life, such as journey planning, automatic driving, security control and health care
service. As a result, our society is increasingly depending on the data we collected, and the
quality of the data is determining the quality of our life. Although veracity has been recognised
as another feature of big data in addition to its volume, velocity and variety (Wang and He,
2016), the significance of uncertainties has not received sufficient attention in the current big
data oriented data analytics research and applications.

Big data sets usually assemble data from different sources with different accuracies and
reliability, and the associated uncertainties can be even worse. The increased volume helps
to deal with uncertainties like noise in defining probability distribution in many cases, but it
does nothing with uncertainties like incompleteness and inconsistency. The variety and its
associated diversity of data sources and interpretations can easily lead to wider fluctuations
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and more significant uncertainties. As a result, the increased data volume might introduce
even more uncertainties. Hariri et al. (2019) have pointed out in their recent paper that “little
work has been done in the field of uncertainty when applied to big data analytics as well as
in the artificial intelligence techniques applied to the datasets”.

Although the current research applications are heavily focussing on big data, small
data does not disappear at all, and it is still a major challenge in many real-world data
analytics. In some areas, data collection is expensive, and it is not realistic to carry out
large number of costly experiments to collect data, such as the geological sampling in oil
industry. In some cases, the nature of the data itself limits its possible amount, such as
yearly GDP for a country, which is itself limited and small. Even if big data do exist, due to
the completely change of environment and other determinants, only a small portion of
data is still relevant, such as the social economic situation in China and the USA after the
trade war. For small data, the impact of uncertainties is even bigger. To this end,
the research in dealing with uncertainties in small data is more common than the case in
big data. In addition to the mainstream methodologies based on probability distribution
(Mostofian and Zuckerman, 2019), the theory of grey systems has achieved significant
progress in dealing with small and incomplete data (Liu et al., 2016). Although the
uncertainty representation and quantification in grey systems are developed for small
data originally, its concepts and methodologies are applicable to big data as well (Yang
and Liu, 2018). Hariri et al. (2019) listed most available uncertainty models with potential
for big data, but grey model is missing in their list. Here, based on a comparative analysis
of the existing uncertainty models, we discuss the feasibility of grey models for
uncertainties in big data and the complementary feature between big data and small data
models in data analysis, and propose the concept of grey data analytics (GDA).

Section 2 gives a review on the major uncertainty models available in computational
intelligence, especially the related concepts in grey systems. Section 3 compares the
available models in Section 2 and discusses the feasibility of grey models in uncertainty
representation of big data. Then, Section 4 defines the concept of GDA and outlines its
uncertainty representation framework. Following the proposed GDA, Section 5 discusses
the complementary feature between big data and small data in GDA is also discussed. In the
end, Section 5 concludes the paper.

2. Review of related uncertainty models
According to Cambridge Dictionary (Cambridge University Express, 2019), uncertainty
refers to “a situation in which something is not known, or something that is not known or
certain”. Considering the source of uncertainties, it can be classified as two different groups:
subjective and objective. The subjective uncertainties are usually caused by our
interpretation, such as our language descriptions. In this case, the object itself is certain,
and the uncertainty is only caused by our subjective description. For example, the
temperature for a specific time at a specific location is certain, but our feeling of “hot” or
“cold” is a subjective description, which may change from one person to another. The
objective uncertainty, on the other hand, is caused by the object itself rather than our
description. For example, the weather tomorrow is unknown yet, and this “unknown” is not
caused by our description, so it is an objective uncertainty. The two different types can
certainly be combined together to form a more complicated situation where both subjective
and objective uncertainties are at present. For example, “if tomorrow’s weather is hot”
involves both subjective and objective uncertainties together. To deal with different types of
uncertainties, a number of different models have been developed, such as probability (Feller,
1968), Bayesian (Bernardo and Smith, 2009) and belief function models (Cuzzolin, 2014) for
randomness, fuzzy sets (Zadeh, 1965) for fuzziness, rough sets (Pawlak, 1982) for roughness
and grey systems (Deng, 1982) for greyness.
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Among these models, probability models are the mainstream tools applied in both big data
and small data analysis to deal with objective uncertainty. They are very effective for objective
uncertainties caused by noise, such as randomness. Due to the convenience of the data-driven
derivation of probability distribution, they are applied widely in many other related uncertainty
models as well, such as Bayesian and belief function models. For uncertainties related with
randomness, these models have been proved to be effective both for small data and big data.
However, the overall probability can easily hide some specific local issues which may lead to
ignorance of the locality of some uncertainty changes in the case of big data. Furthermore,
probability models require probability distribution and assume randomness in uncertainties;
this is not always applicable for uncertainty modelling when uncertainties other than
randomness are involved. In addition to probability-related models, rough sets and grey
systems are two models for objective uncertainties different from randomness, and fuzzy sets
are defined for subjective uncertainty. The probability-based models are well known, and here
we review only the basic concepts in fuzzy sets, rough sets and grey systems.

In human language, we have many terms to describe something between two extremes.
For example, “very hot” is not the hottest, but it is more hot than most other candidates. If
we consider the hottest and coldest as the two extremes, then “very hot” located between the
middle point (neither hot nor cold) and the hottest. Obviously, we have a situation where
something cannot be simply classified into one extreme entirely. To represent such a
situation, Zadeh (1965) proposed the concept of fuzzy sets:

Definition 1. Fuzzy sets (Zadeh, 1965): let U denote a universe of discourse. Then, a fuzzy
set A in U is defined as a set of ordered pairs:

A ¼ x; mAðxÞ
� �

: xAU
� �

; (1)

where µA: U→ [0, 1] is the membership function of A and µA(x) is the grade
of belongingness of x with regard to the fuzzy set A.

For each element x in a set A, there is always a membership μΑ(x) to reveal the degree for the
element x belonging to A. This membership takes a value between 0 and 1, and it can be any
value between the two extremes. In this way, the relationship between an element and a set does
not necessarily be categorically belonging (1) or not belonging (0), and it could be partly
belonging (xo1) and partly not belonging (xW0) at the same time. Such a facility frees the set
definitions from the categorically extremes before, and makes it possible to represent concepts
like “very much” and “slightly”. This is a revolutionary change for set theory. It should be noted
that the object x itself is determined, and the only uncertainty here is the fuzziness represented
by the partial membership. It is our artificial ambiguous classification of x to A which causes
this fuzziness, and it is completely a subjective justification. For example, if two different
persons are asked to give their membership value for a government’s performance, more likely
they come up with two different membership values for the same government under the same
context. It shows that fuzzy sets are an ideal tool to describe subjective uncertainty.

There are many other extensions of fuzzy sets. The fuzzy membership values can be
replaced with an interval, then an interval-valued fuzzy set (Sambuc, 1975) is obtained.
It can also be replaced with two membership functions values, one for the membership of
belonging to the set, and the other one for the membership not belonging to the set, which
produces an intuitionistics fuzzy set (Atanassov, 1999). If the fuzzy membership itself is
considered as a fuzzy set, it turns into a type-2 fuzzy set (Mendel and John, 2002). If the fuzzy
membership is considered as a rough set, then it becomes an R-Fuzzy set (Yang and Hinde,
2010). If the interval membership is extended to include discrete set, it appears as a hesitant
fuzzy set (Xu, 2014); if the membership values near to the two extremes and the rest are
classified into three different groups, it leads to a shadowed set (Pedrycz, 1998), etc.
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Rough sets provide a different facility to describe a set. It describes an undetermined set
using approximations. There are many different interpretations of rough sets, here is a
definition based on the set-oriented interpretation of rough sets (Yao, 1996):

Definition 2. Rough sets (Yao, 1996): let the pair apr¼ (U, B) be an approximation space
on U and let the U/B denote the set of all equivalence classes of B. B is an
equivalence relation on U. A set which is a union of the empty set∅ and the
objects of U/B is called a definable set. The family of all definable sets in
approximation space apr are denoted by Def (apr). Given by two subsets A,
A∈ Def (apr) with A⊆A, the pair (A, A) is called a rough set.

Different from fuzzy sets, a rough set approximates a set A using two definable sets A and
A. A is known to be included by A, and it contains A. The boundary region between A
and A represents the uncertain region where it is not known if it is part of A or not.
Therefore, the roughness can be measured using the cardinality of the uncertain region
against the cardinality of the whole possible set A:

Definition 3. Roughness of approximation (Sambuc, 1975): the roughness R◦(A) for a set
A approximated by (A, A) is defined as the significance of the uncertain
objects to the set:

R1 Að Þ ¼ 9A�A9

9A9
: (2)

The larger the boundary region is, the bigger the roughness is. The roughness will be 0 if the
boundary region disappears when the two definable sets are identical. Considering the fact
that a rough set is defined through partitions of the concerned domain (universe), a finer
partition means a smaller boundary region and hence a lower roughness. In this sense, a
rough set is defined through information granularity, and a finer granularity brings a more
accurate approximation.

Fuzzy sets describe a set by means of fuzzy membership for the relationship between
each element and the set. It indicates the strength of the belongings of an element to the set.
For a rough set, however, it defines a set through approximation with two definable sets.
Fuzzy sets focus on the subjective fuzziness, but rough sets highlight the objective
roughness, and they are two different models for different uncertainties.

As a model for small and incomplete data, the theory of grey systems was first proposed
by Professor Deng (1982). It divides systems into three different categories: white where
everything is known, black where nothing is known and grey systems where part is known
and another part is unknown. More specifically, grey systems take grey numbers and its
associated degree of greyness as its fundamental concepts:

Definition 4. Grey numbers (Yang and John, 2012): letΩ� R be the universe, g±∈Ω be an
unknown real number within a union set of closed or open intervals:

g7 A [n
i¼1 a�i ; a

þ
i

� �
DO; (3)

i¼ 1, 2,…, n, n is an integer and 0ono∞, a�i ; a
þ
i AO and

aþ
i�1oa�i paþ

i oa�iþ 1. For any interval ½a�i ; aþ
ik �D [n

i¼1 ½a�i ; aþ
i �DO, pi

is the probability for g7 A ½a�i ; aþ
i �.

Definition 5. Degree of greyness of a grey number (Yang and John, 2012): let Ω� R be
the universe and g7 A [n

i¼1 ½a�i ; aþ
i �DO, µ is a measurement defined on

Ω. The degree of greyness of g± is defined as follows:

g1 g7
� 	 ¼ m g7

� 	

m Oð Þ : (4)
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A grey number can be represented using an interval, a discrete set or a combination of both.
Its associated uncertainty can be measured by its degree of greyness. In this way, a number
with a known scope but unknown location can be represented by a grey number, and its
associated degree of greyness.

In grey systems, a set with everything is known is called a white set, and a set with
nothing known is called a black set. A set with only partial information known is referred as
a grey set:

Definition 6. Grey sets (Yang and John, 2012): for a set A⊆U, if the characteristic
function value of x with respect to A can be expressed with a grey number
g7
A ðxÞA [n

i¼1 ½a�i ; aþ
i �AD 0; 1½ �7 :

wA : U-D 0; 1½ �7 ; (5)

then A is a grey set.

The characteristic function takes value as a grey number between 0 and 1. It could be
represented with an interval, a discrete set or a combination of intervals and discrete values.
When the two extremes of the grey numbers meet together, it becomes a single number. If
the characteristic function is a fuzzy membership function, a fuzzy set defined in Definition
1 is obtained. Therefore, a fuzzy set is a special case of a grey set. Each element in a grey set
is associated with a grey number, so a degree of greyness can be defined for each element:

Definition 7. Degree of greyness for an element (Yang and John, 2012): let U be the finite
universe of discourse, x∈U. For a grey set A⊆U the characteristic function
value of x with respect to A is g7

A ðxÞAD 0; 1½ �7 . The degree of greyness
g3AðxÞ of element x for set A is expressed as follows:

g3A xð Þ ¼ gþ�g�


 

: (6)

With the degree of greyness of each element, the degree of greyness of a set is a natural
description of the uncertainty of a grey set:

Definition 8. Degree of greyness for a set (Yang and John, 2012): let U be the finite
universe of discourse, and let A be a grey set and A⊆U. Assume xi is an
element relevant to A and xi∈U. Let i¼ 1, 2, 3,…, n and n is the cardinality
of U. The degree of greyness of set A is defined as follows:

g3A ¼
Pn

i¼1 g
3
A xið Þ

n
: (7)

The degree of greyness is a convenient indicator for information incompleteness, but it still
needs other measurements to different some special situations, such as the relative
uncertainty (Yang et al., 2014).

3. Comparative analysis of the existing models and their feasibility for
data analytics
In our previous work, it has been proved that these existing uncertainty models are closely
related with each other although they have difference as well (Yang and John, 2012). In
Definition 6, the characteristic function is equivalent to a fuzzy membership function when
its resulted grey number becomes a white number (the two extremes meet together). In this
special case, it turns out to be equivalent to a fuzzy set. In this sense, a white set without
greyness can still be fuzzy. It shows that the greyness is different from fuzziness, and they
represent different uncertainties. Greyness is caused by incomplete information of the
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object, and it is objective. A grey set can be turned into a white set when more information is
added. However, this is not the case with fuzzy sets, no matter how much information is
added, a fuzzy set is still fuzzy. Fuzziness is caused by our ambiguous classification of
objects; this subjective uncertainty has nothing to do with incomplete information.
Therefore, a grey set combines objective uncertainty together with subjective uncertainty.
In fact, those extended fuzzy sets have also combined objective uncertainties with subjective
uncertainty in some way. A fuzzy membership value itself is subjective, but its
incompleteness is actually objective. Therefore, those extended fuzzy sets overlap with grey
sets in many cases. For example, both interval-valued fuzzy sets and hesitant fuzzy sets
overlap with grey sets significantly under some conditions. However, there is a crucial
difference between them: a grey set is a single valued set even if its characteristic function is
represented as a grey number, but interval-valued fuzzy sets or hesitant fuzzy sets are still
multi-valued sets.

Similar to grey sets, rough sets focus mainly on objective incomplete information as well.
It is the incomplete information which led to coarse partitions over a given information
system. Different from grey sets and fuzzy sets that take individual characteristics function
values of each element to define the set, a rough set is approximated through two definable
sets constructed from the available information. If more information added, the partition can
be finer which leads to a better approximation. In this way, the set could be accurately
defined when the two definable sets become identical. Therefore, similar to grey sets, a
rough set can be turned into a definable set when all information required is available.
Although both grey sets and rough sets are dealing with objective uncertainty, they are
quite different from probability models which are still uncertain even if more information is
available. Randomness is actually independent from incompleteness. However, data
incompleteness due to small data size may have impact on the measurement of probability.
In this sense, an increased data size may lead to a more accurate probability, but it will not
remove randomness from the data.

Let U be the universe, and A is a set defined on U. For any element x in U, μΑ(x) is the
fuzzy membership value for x belonging to A; gΑ(x) is the degree of greyness of x in A, and
gΑ is the degree of greyness of A; ðA; AÞ is the rough approximation of A; pA(x) is
the probability distribution of x. i is the available information or data. Then, we have the
following properties:

• lim
i-1

mAðxÞ ¼ mAðxÞ;

• lim
i-1

gAðxÞ ¼ 0 and lim
i-1

gA ¼ 0;

• lim
i-1

9A�A9 ¼ 0; and

• lim
i-1

pAðxÞ ¼ pAðxÞ:

The first one and the last one show that the subjective fuzziness and the objective
randomness do not change when more data are available. However, the increased data may
turn a grey number or a grey set into a white number or a white set as shown in the second
one. The third one indicates that a rough approximation can become accurate when more
data are available. The 0 cardinality of their boundary set means that every element in the
universe has a known relationship with the set A: either in or out.

The impact of available new data or information on different models is shown in Figure 1.
The addition of new data or information can remove the information incompleteness, so it leads
to a white set from a grey set, or a definable set from a rough set. For probability models and
fuzzy sets, the additional information does not change their randomness or fuzziness at all. In
real-world applications, however, there are many situations where a probability or fuzzy
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membership adopted to represent the incompleteness as well, and it is certainly true that such
“fuzziness” and “randomness”would change when more data or information become available.

From this property, it is clear that both probability models and fuzzy sets target on
uncertainties that do not change with the amount of data available. Compared with probability
model and fuzzy sets, grey sets and rough sets focus on information incompleteness, and
provide feasible models to consider incompleteness in data sets. In data analytics, randomness
has been well defined by probability models and its derived models (Hariri et al., 2019).
Fuzziness has also been implemented in fuzzy database (Petry and Bosc, 1996). However, there
is no systematics way in dealing with information incompleteness so far. In relational
databases, incomplete information is mainly represented by “null” marks (Date, 2000) in
relational databases. It refers to either applicable but unknown, or not applicable. This is a
very restrictive representation, and it cannot express partial information where some
incomplete information might be available. For example, a person’s salary might be known
between £30,000 and £40,000, but the exact number is not known. With the “null” mark, this
available information is not possible to be represented, hence we lose available information. In
big data, incomplete data are mainly treated by data imputation (Shobha and Nickolas, 2018)
in data pre-processing. However, no matter what imputation methods taken, the derived
values are not a factual value and it is not as reliable as other values. These can cause
significant problems later on. For example, an image with pedestrian in the road might be a
rare case; an imputation from other images might end up with suggestions for the car to cross
over it. If the pre-processed data are prepared by imputation, the intelligent system established
from such data has no way to detect this, and it might cause serious problem in the end. A
much preferred way to deal with it is to preserve the original information as accurate and
precise as it is, and catch up the existence of uncertainty in its application stage. In this way,
the established intelligent system has a chance to take care when such uncertainty is involved.
Following our aforementioned analysis, it is clear that grey sets and rough sets have potential
to facilitate such a representation.

Similar to our previous discussion on the difference between grey sets and extended fuzzy
sets, a grey set is a single valued set whereas a rough set is a multi-set. A grey set can be
considered as a singleton rough set with an empty lower approximation. In terms of its
partition, there is only one participation included in the rough set and it is known that there is
only one element in the partition belonging to the set although other elements in the partition
cannot be separated due to the limited known information. Therefore, rough sets could be
applied if multi-set representation is necessary. Here, only singleton values are considered, so
we focus mainly on the application of grey sets and grey systems in data analytics.

Although grey systems are mainly focussing on small and incomplete data sets, the
definition of grey sets does not exclude data sets with large size. In fact, as aforementioned,
a big data set consists of many small data sets, and the summarisation of a big data set still
leads to small data sets. There are always occasions where small data sets are necessary
even if in big data. In this sense, a combination of big data with small data through grey sets
is an ideal option to deal with uncertainties in data sets, being it big or small.

Probability models Grey sets Rough sets Fuzzy sets

Sufficient available data and information

White sets Definable sets

Figure 1.
The impact of new

information to
uncertainty models
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4. Grey data analytics (GDA)
With the development of Industry 4.0 (Popkova et al., 2019) and Society 5.0 (Salgues, 2018),
our society is developing towards a direction where everything is connected to provide
data to enable intelligent machines to help people in nearly every aspect of our life. The
human society is speeding up into an unknown situation where machines and human are
mixed together in a much more interactive way. The ability to deal with unknown
situations is a nature of human which machines have failed to grasp so far. However, the
competition of AI applications between countries means we have to deal with this
challenge nowadays. Data analytics is the foundation of AI applications, and a machine
can only be as clever as it can grasp from its data. One of the most common uncertainties
in data analytics is data incompleteness, such as missing values, incomplete values and
inaccurate values. Due to the imperfect devices for data collection, dynamic environment
and human errors, the incompleteness is inevitable in a data set, and it is more serious for
a large data set assembling data from different sources. The current data pre-processing
like data imputation effectively hide these uncertainties from users, which helps the data
processing later on but may bring in false inputs to data analysis and lead to serious
problems. For example, a traffic accident is definitely rare in a traffic data set recording
traffic situation for years. If some data for the accident are missing, a data imputation will
more likely to derive data from normal data sets, which effectively remove accident from
the database. We can imagine what will happen if a driverless car acts according to such
kind of intelligence. Nearly all data analysis tools prefer exact values in data analysis, and
assume that all data are perfect reflection of the real-world situations. Although this
method is applicable in most cases without significant problems, it has a fundamental
problem in that it cannot deal with unknown situations. To avoid such problems, it is
essential to take data imperfection as a nature, and make it an essential part for every
operation in data analytics.

Applying the concept of grey sets, we consider everything in data analytics as grey in
nature. It includes data samples, data storage and data analysis tools. For example, a data
sample may not be completely known and there might be some unknown components, a
big data set can be considered as a grey set consisting of data samples as elements, as
shown in Figure 2. Then their uncertainty measurement can be derived using Equation (7).

Big Data

Grey sample 1
and associated 

uncertainty

Grey sample 2
and associated 

uncertainty

Grey sample n
and associated 

uncertainty

Grey set
and associated 

uncertainty

Figure 2.
Data samples and
grey sets
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Similarly, an analytical tool may also be partly known and partly unknown, and its results
are also grey (partial known). In this way, the process of data analytics can be turned into
a process taking all data and tools as grey in nature, and carrying out grey data
management, grey analysis and grey decision making. Such a data analytics has a crucial
difference from the current one: it highlights the uncertainty rather than hiding it, and we
call it GDA, as shown in Figure 3.

In Figure 3, the grey data management refers to all facilities and operations to collect and
manage data with uncertainties. It involves data collection, data pre-processing and
imputation, data representation and storage and data management. The grey tools indicate
various data analysis tools whose operations introduce further uncertainties, such as its
accuracy, reliability, etc. There grey tools have to take account the data incompleteness and
its own associated incompleteness. The grey decision support is the final stage of the grey
data analysis. The results from the last stage need to be processed and interpreted with
incompleteness involved so as to provide support to business decision making.

4.1 Grey data management
The grey data management refers to the first stage in GDA. It includes grey data collection,
grey data imputation, grey data storage and management as shown in Figure 4.

For data collection, data requirement is the first step for the whole process. For a given
business requirement at a specific environment and time, there are always incomplete
information involved for the data requirement. For example, it is usually not clear in the
beginning what kind of data analysis will be involved later on, and what are the influential
factors in the data analysis. It leads to an incomplete data requirement which needs to be
refined. However, it is difficult to know when we do not have a complete picture of data
requirements, so it is usually the case that data collection starts with an incomplete data
requirement. Having established the data requirements, then a strategy to collect data has to
be designed, such as the devices to be used, location to be selected, time to collect the data,
the people who collect the data, etc. Together with data collection strategy, a specific data
representation has to be determined for the data to be collected, such as its format,

Grey data Grey tools Grey decisions

Grey data management Grey data analysis Grey decision support
Figure 3.

Grey data analytics

Grey data collection  
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Grey data storage  
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components, accuracy and errors representation, etc. Obviously, all these may introduce
data incompleteness, such as neglected important components, wrong formats, unfitted
accuracy or error representation. Furthermore, any environment change during the data
collection, such as temperature, humility, social events, etc., can introduce further errors and
unexpected fluctuations. To make it even worse, different persons may have different skills
and knowledge on data collection, which may introduce human errors and differences. All
these can potentially introduce data incompleteness in data collection, as shown in Figure 5.
In GDA, the incompleteness will be captured right from the data collection stage. Each data
sample will be represented as a grey data set, with grey number as its underlined
representation of its incompleteness.

Having collected data, the next step is pre-processing, such as data cleaning and
imputation to improve the data quality. The current data imputation simply removes
uncertainty from data and makes it no difference from other fact data. In GDA, instead of
convert unknown into an unreliable known value, the imputation will target to reduce the
degree of greyness and other uncertainty measurement rather than completely remove
uncertainty. If no other information available, a grey data or even black data will be kept
instead of an imputed “white” data. The difference between the imputations of GDA and the
current data analytics is shown in Figure 6.

For the data after grey imputation, a data representation and storage strategy has to
be drawn to keep not only the data values itself but also all the information on its
incompleteness/greyness. To this end, a single value represented by multi-valued sets has to
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Data collection operator

Data incompleteness
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be facilitated in data storage facility. For relational databases, this requirement does not
conflict with its requirement of a single value cell in tables; however, a storage of a set
representing this single value has to be enabled. For unstructured databases, this is not an
issue. With such a data storage, corresponding data retrieval and data manipulation will
have to facilitate such data as well. In relational model, the involvement of grey data makes
operations like left join, right join and full join more common than they are in the present
relational queries. For unstructured data, similar mechanism for data with grey numbers
will have to be facilitated as well.

4.2 Grey data analysis
There have been many data analysis tools available in the market, and most of these tools
assume perfect data as inputs and give perfect data as outputs as well. However, it is not
only the input data could be grey, the tools themselves could also add further uncertainties
into the process. No matter what tools we are using, they involve many parameters for their
computation. In most cases, these parameters are some kind of approximation and will
introduce errors and bias. In addition to this, the way to use these tools can also lead to new
incompleteness to the system, such as the specific structure and algorithm chosen when
many different alternatives are available, as shown in Figure 7.

In GDA, all processes implemented by data analysis tools are considered as grey, and
hence associated with degree of greyness as well. By combining the uncertainty from tools
and the uncertainty from data, it is possible to derive its propagation from inputs to outputs
with respect to the specific operations of each individual tool. Such an operation will
certainly reveal more information for intelligent systems to take right actions with full
consideration of various possibilities.

In addition to the benefit from uncertainty tracking, GDA provides another possibility to
combine the data analysis tools for big data and small data together as well. Although big
data has significantly enhanced the application of AI, there are still real-world situations
where big data technology cannot work and models for small data are still essential
(Kennedy et al., 2017; Martin-Diaz et al., 2017; Thinyane, 2017). It is well known that grey
prediction models work better for small data sets while models like neural networks work
better for big data sets. The two different tools are usually used in different situations
separately. However, they do have different merits and are complementary to each other.
The big data models have strength in evaluating the long-term and large-scale analysis and
prediction, and it is reliable when a general consideration on large scale over long-term
period. However, it is not good to evaluate a very specific location at a specific time due to
the impact of data from other areas and time. On the contrary, the grey models are good at
local and short duration predictions, but they struggle with large-scale analysis. Based on
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the common facilities for grey data in GDA, the two different models could be combined
together to cover both large-scale and small area, long duration and short-term analysis.
The big data model will be called first to conduct general analysis and prediction for long
term and large area. Then the identified interesting locations and time slots will be focussed
and related data will be extracted from large data set into a small data set, and then a grey
model will be called upon to carry out local and short-term prediction so as to give further
result specific to an identified location and time period. In this way, we can make full use of
their different merits, as shown in Figure 8.

4.3 Grey decision support
In data analytics, all the data management and data analysis facilitate the final
step – decision-making support. For GDA, this step involves construction of candidate
solutions from GDA, comparison, ranking and optimisation of these candidate solutions and
then the final grey decision making, as shown in Figure 9. The results from grey data
analysis are usually grey in nature, and a full consideration of these grey results will lead to
more candidate solutions than the current data analytics. The task to compare, rank and
optimise these solutions is even more challenging, and may involve an iteration back to grey
data analysis as well. Various models can be involved, such as grey incidence analysis, grey
clustering, fuzzy clustering, linear programming, evolutionary algorithms, etc. The result is
then fed into grey decision making where a final recommendation can be drawn in terms of
visualised or other user friendly forms.
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5. Conclusions
Based on a comparative analysis of the existing uncertainty models, the feasibility of grey
sets and grey systems in representing information incompleteness is investigated. The
analysis shows that grey sets and grey systems are an ideal option in capturing uncertainty
like information incompleteness not only for small data nut also big data. On the basis of
this comparative analysis, GDA is proposed as a novel concept for data analytics. The data
collection, imputation, storage and management are then discussed, and the data analysis
for grey data with full consideration of the possible imperfection of analysis tools is then
analysed. The additive advantage to combine the big data analysis with small data model in
data analysis stage is then highlighted. Based on the grey data management and grey data
analysis, the process of their results for grey decision making is then discussed. The
analysis in this paper shows that the proposed GDA opens a brand new field to be explored
for the incoming AI enabled society. It will enable a better human machine coexistence and
improve people’s trust on AI. As the first step, this paper focusses mainly on the concept
and there are much more work needed to get its full potential.
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