A Service of

[ ) [ J
(] [ )
J ﬂ Leibniz-Informationszentrum
° Wirtschaft
o Leibniz Information Centre
h for Economics

Make Your Publications Visible.

Sarstedt, Marko; Liu, Yide

Article — Published Version

Advanced marketing analytics using partial least squares
structural equation modeling (PLS-SEM)

Journal of Marketing Analytics

Provided in Cooperation with:
Springer Nature

Suggested Citation: Sarstedt, Marko; Liu, Yide (2023) : Advanced marketing analytics using partial
least squares structural equation modeling (PLS-SEM), Journal of Marketing Analytics, ISSN
2050-3326, Palgrave Macmillan, London, Vol. 12, Iss. 1, pp. 1-5,

https://doi.org/10.1057/s41270-023-00279-7

This Version is available at:
https://hdl.handle.net/10419/318353

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dirfen die Dokumente nicht fiir 6ffentliche oder kommerzielle
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewahrten Nutzungsrechte.

.: BY http://creativecommons.org/licenses/by/4.0/

WWW.ECONSTOR.EU

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

Mitglied der

Leibniz-Gemeinschaft ;


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.1057/s41270-023-00279-7%0A
https://hdl.handle.net/10419/318353
http://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

Journal of Marketing Analytics (2024) 12:1-5
https://doi.org/10.1057/s41270-023-00279-7

EDITORIAL

=

Check for
updates

Advanced marketing analytics using partial least squares structural

equation modeling (PLS-SEM)

Marko Sarstedt'2® - Yide Liu®

Accepted: 24 November 2023 / Published online: 16 December 2023
© The Author(s) 2023

The use of partial least squares structural equation mod-
eling (PLS-SEM) as a means to analyze complex interre-
lationships between latent variables and their indicators
(Hair et al. 2022; Lohmoller 1989; Wold 2005) has recently
surged—not only in fields that popularized the method such
as management information systems, marketing, and strate-
gic management (e.g., Guenther et al. 2023; Hair et al. 2017,
Sarstedt et al. 2022), but in various other disciplines such as
agriculture, engineering, environmental sciences and ecol-
ogy, geography, and psychology. PLS-SEM’s methodologi-
cal features have clearly extended researchers’ capacities to
better understand the complex interrelationships that consti-
tute the “black box” of a variety of attitudinal and behavioral
theories as well as explain and predict unobservable phe-
nomena (e.g., Petter 2018; Petter and Hadavi 2021; Russo
and Stol 2022). For example, articles recently published
in Journal of Marketing Analytics have used PLS-SEM to
assess the effects of COVID-19-related risk on online shop-
ping behavior (Soares et al. 2023), the influence of storytell-
ing on the consumer-brand relationship experience (Crespo
et al. 2023), and the drivers of consumer trust in live stream-
ing platforms (Leong et al. 2023). Many of these studies
rely on advanced modeling and model assessment routines,
which have been developed over the last years (Hair et al.
2024). Examples include (1) the analysis of complex model
relationships involving nonlinear effects (Basco et al. 2022),
conditional mediating effects (Cheah et al. 2021), or higher-
order models (Sarstedt et al. 2019), (2) the use of model
evaluation routines for discriminant validity (Ringle et al.
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2023), predictive power (Shmueli et al. 2016), or endogene-
ity assessment (Becker et al. 2022), and (3) the combined
use of PLS-SEM with methods from machine learning (Ster-
nad Zabukovsek et al. 2022), or other fields (e.g., Richter
et al. 2020). This special issue brings together high-quality
papers that apply or advance these state-of-the-art extensions
of the original PLS-SEM method, several of which were
presented at the 2022 International Conference on Partial
Least Squares Structural Equation Modeling, held in Sep-
tember 6-9, 2022 at the Faculty of Economics and Business
Administration of the Babes-Bolyai University, Cluj-Napoca,
Romania.

The first two papers presented in this special issue intro-
duce a new dimension to the analysis and interpretation of
PLS-SEM results, which inherently follows a sufficiency
logic. According to this logic, the parameter estimates
express the strength of the relationships between model
elements, most notably the constructs of interest. This is
reflected in authors’ interpretation of the results who typi-
cally use expressions such as “we find that attractiveness
(...) and performance (...) have a particularly strong effect
on the cognitive corporate reputation construct, while
attractiveness (...) and quality (...) are the most important
explanators for the affective corporate reputation dimension”
(Damberg et al. 2022, p. 9). While such findings are highly
relevant for managerial practice, they imply that the absence
of a certain determinant such as attractiveness in Damberg
et al.’s 2022 analysis can, in principle, be compensated by
other determinants such as performance or quality. However,
intuition tells us that this is rarely the case.

Addressing this concern, Dul (2016a, b) proposed the
necessary condition analysis (NCA), which assumes that an
outcome—or a certain level of an outcome—can only be
achieved if the necessary cause is in place or is at a certain
level. Following this necessity logic, researchers may, for
example, conclude that achieving a certain level of repu-
tation requires an attractiveness-level of 60%. The practi-
cal benefits of such conclusions are obvious as they offer
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concrete managerial guidance as to which effort is needed to
produce a desired outcome. Not surprisingly, the NCA has
recently attracted considerable attention (Dul et al. 2023)
and has also gained prominence as a means to enrich PLS-
SEM analyses. To derive necessary conditions, research-
ers applying PLS-SEM use the construct scores after algo-
rithm convergence as input for an NCA (Richter et al. 2020,
2022, 2023). The construct scores of the determinants and
the outcome are then contrasted in separate scatterplots
which include ceiling lines that characterize the maximum
input—output relations (i.e., the highest possible outcome
that can be achieved for a certain determinant construct
score). Each ceiling line’s slope and intercept facilitate quan-
tifying the strength of the necessity condition via the neces-
sity effect size d; bottleneck tables offer further insights into
the nature of the necessity conditions. Two articles in this
special issue also make use of the NCA, thereby showcasing
the potentials of this multimethod approach. Damberg et al.
(2023) complement their standard PLS-SEM analysis with
an NCA, showing that the relationships between corporate
reputation, its determinants, and consumers’ (sustainable)
satisfaction are indeed necessary. Tiwari et al. (2023) run
an NCA on their technology acceptance model to further
the understanding of factors that drive travel app use. For
example, their analysis shows that the technology’s relative
advantage and compatibility act as necessary conditions for
perceived usefulness but not perceived enjoyment.

While the NCA offers an alternative perspective on
the nature of model relationships, researchers have also
proposed means to substantiate the hypothesized model
structure. Inspired by machine learning, researchers have
used the construct scores produced by the PLS-SEM algo-
rithm as input for artificial neural networks (ANN). ANN
simulate information processing through different layers of
neurons in the brain’s nervous system. This processing is
characterized by activation functions, which dictate how an
input translates into an output via hidden layers of neurons
(also referred to as forward propagation). Using training
data where the input and outputs are known, researchers
then estimate the weights that characterize the relationships
between the nodes. Prediction errors are then used to adjust
the weights ex post (also referred to as backward propa-
gation); nodes with higher errors are given lower weights,
while nodes with smaller errors are weighted more strongly
in the network. Forward and backward propagation alter-
nate until the model’s prediction error reaches a predeter-
mined limit or a set number of iterations is being reached
(e.g., Hair et al. 2020). The logic behind ANN can readily
be transferred to PLS path models where constructs can be
conceived as neurons linked via inner model weights (i.e.,
path relationships). While ANN allow for the specification
of multiple layers, all the neurons from one layer are related
to the neurons from the immediate previous and following
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layers. This design feature of ANN is likely to produce a
mismatch between the network and the PLS path model,
where no such requirement exists. Hence, when using the
construct scores from a previous PLS-SEM analysis as input
for the ANN estimation, researchers typically estimate the
network layer-by-layer. When jointly applying PLS-SEM
and ANN, researchers also need to be aware that PLS-SEM
seeks to maximize in-sample prediction, while ANN analy-
ses focus on maximizing out-of-sample prediction. As such,
ANN-based robustness checks offer a valuable addition to
predictive power analyses on the grounds of techniques such
as PLS . qicc (Shmueli et al. 2016, 2019) or the cross-vali-
dated predictive ability test (Liengaard et al. 2019; Sharma
et al. 2023), while considering nonlinearities in the model
relations. Overall, ANN and PLS-SEM may be viewed as
synergistic in that the PLS path model offers a logical frame-
work for the neural network, while the neural network can
furnish efficient parameter estimates for the structural model
relations. Mkedder et al.’s (2023) paper published in this
special issue considers this approach in order to evaluate
the PLS path model’s robustness in the context of virtual
goods purchases.

Another area of methodological development relates to
the specification, estimation, and validation of more com-
plex model relationships such as mediating effects. Mediat-
ing effects assume that an antecedent construct impacts a tar-
get construct through a sequence of one or more intervening
constructs, referred to as mediators. By analyzing sequences
of relationships, researchers shed light on the mechanisms
that underlie the assumed cause-effect relationships (Nitzl
et al. 2016). When estimating such effects, researchers have
typically considered relatively simple mediation models with
one or very few mediators whose effects they considered
in isolation. With the increasing dissemination of the PLS-
SEM method, mediation analyses have also become more
complex. A prominent example is the analysis of conditional
mediation models where mediators and moderators interact.
For example, the indirect effect between an antecedent and a
target construct may depend on a moderator, implying that
the mediating effect is conditional upon the values of the
moderator (Cheah et al. 2021). PLS-SEM proves particularly
useful for analyzing such effects. Unlike PROCESS-based
analyses that use the construct scores from a previous analy-
sis as input (Hayes 2018), PLS-SEM estimates reflect the
entire model structure across different layers of constructs
while accounting for measurement error (Hair et al. 2022).
Researchers analyzing mediating effects between latent
variables should therefore rely on PLS-SEM (Sarstedt et al.
2020). Chang et al.’s (2023) paper published in this special
issue considers such a complex mediation model type. Their
analysis shows that the mediating role of engagement in the
relationship between consumers’ technology experience and
their intention to use a new technology depends on privacy
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concerns. Sarstedt and Moisescu (2023) note that the analy-
sis of such mediating effects can come with a substantial
level of uncertainty, especially when more than one con-
figuration of a mediating effect is plausible. To identify the
“best” mediation model in such a setting, researchers rely
on information-theoretic model selection criteria (Burnham
and Anderson 2002), whose values may, however, give false
confidence in the results’ adequacy. Addressing this concern,
Sarstedt and Moisescu’s (2023) paper published in this spe-
cial issue introduces a procedure to quantify the metrological
uncertainty (Rigdon et al. 2020; Rigdon and Sarstedt 2022)
inherent in the comparison of different mediation models.
Specifically, their procedure uses information-theoretic
model selection criteria to weigh model-specific bootstrap
samples in order to adjust the model parameters’ confidence
intervals (Rigdon et al. 2023).

The special issue concludes with two additional review
articles, whose topics are likely to be relevant for many
researchers working with PLS-SEM. Cheah et al. (2023)
present a review of version 4 of SmartPLS (Ringle et al.
2022), which—according to recent reviews (Sarstedt et al.
2022; Wang et al. 2023; Zeng et al. 2021)—is the most fre-
quently used software program for conducting PLS-SEM
analyses. The authors review the program’s core features
vis-a- vis version 3 (Ringle et al. 2015)—see Sarstedt and
Cheah (2019) for an earlier review. Finally, Gironda (2023)
presents a review of the second edition of Hair et al.’s (2024)
book Advanced Issues in Partial Least Squares Structural
Equation Modeling (PLS-SEM), which covers several of the
extensions used in this special issue’s papers.

We believe that the research papers of this issue not only
showcase the potentials of using advanced modeling and
assessment routines in PLS-SEM, but also offer various
avenues for further research in this rapidly emerging field.
For example, some researchers equate formative measure-
ment with composite models—as assumed by PLS-SEM—
and reflective measurement with factor models—as assumed
by covariance structure analysis (Cho et al. 2022) which,
however, confuses the measurement theory layer with the
model layer (e.g., Sarstedt et al. 2016). Addressing this con-
cern, more research is needed to conceptually distinguish
composite models and factor models. We also believe that
further development of the necessity logic in the context
of PLS-SEM hold considerable promise, for example, by
adopting the multiple NCA (Dul 2023). Finally, recent
advances in model assessment such as Liengaard et al.’s
(2021) CVPAT may be extended to offer a broader range of
predictive benchmarks for PLS path models.

We are grateful to the reviewers who contributed their
valuable time and talent to develop this special issue, and
ensured the articles’ quality with their constructive com-
ments and suggestions to the authors. Many of the review-
ers were not regular members of the Journal of Marketing

Analytics Editorial Review Board and therefore served as
ad hoc reviewers. Thank you for your support! Finally, we
would like to thank the journal’s editors, Anjala Krishen
and Maria Petrescu, for inviting us to edit this special
issue. Your support and visionary development of the
PLS-SEM method has moved the field considerably for-
ward. Thank you!
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