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Abstract
Finding a suitable open access journal to publish academic work is a complex task: Researchers have to navigate a constantly
growing number of journals, institutional agreements with publishers, funders’ conditions and the risk of predatory publishers.
To help with these challenges, we introduce a web-based journal recommendation system called B!SON. A systematic
requirements analysis was conducted in the form of a survey. The developed tool suggests open access journals based on
title, abstract and references provided by the user. The recommendations are built on open data, publisher-independent and
work across domains and languages. Transparency is provided by its open source nature, an open application programming
interface (API) and by specifying which matches the shown recommendations are based on. The recommendation quality has
been evaluated using two different evaluation techniques, including several new recommendation methods. We were able to
improve the results from our previous paper with a pre-trained transformermodel. The beta version of the tool received positive
feedback from the community and in several test sessions.We developed a recommendation system for open access journals to
help researchers find a suitable journal. The open tool has been extensively tested, andwe found possible improvements for our
current recommendation technique. Development by two German academic libraries ensures the longevity and sustainability
of the system.

Keywords Recommendation system · Open access · Paper submission · Academic publishing · Scholarly journals

1 Introduction

The open access landscape keeps getting more diverse and
complex.An increasingnumber of open access journalsmake
it harder to choose a suitable journal for a particular research
output: The Directory of Open Access Journals (DOAJ), a
curated online directory of peer-reviewed open access jour-
nals, added over 5,000 journals in the last three years. All of
these journals offer a variety of conditions, including differ-
ent publication costs and waivers, peer-review models, and
copyright and rights retention clauses. At the same time,
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a growing number of funding agencies require researchers
to publish open access, in compliance with specific rules.
Academic libraries increasingly offer financial support, also
introducing new criteria. All of these developments add to
the overall workload of researchers who now have to choose
proper publication venues and to assess them in terms of
compliance, publication costs, quality, and reputation.

In this paper, we present a detailed look into B!SON,
a web-based recommendation system that aims to allevi-
ate these issues. The system uses basic information from
the manuscript to be published to recommend suitable open
access journals, based on content similarity (using title and
abstract) and the cited references. The initial design of the
B!SON service is based on the findings of a survey [1] con-
ducted at the start of the project. Therein, we systematically
collected user requirements which were directly integrated
into the system specification.

This article is an extended version of a short paper [2] pre-
sented at the TPDL 2022. Apart frommore details on the user
survey (Sect. 3.1), information on additional B!SON services
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(Sect. 3.5) and a discussion (Sect. 5), it includes new results
from the ongoing development process: Sect. 3.3.2 describes
embedding-based approaches we explored to improve the
semantic component of the current recommendation system.
They have been implemented and subjected to a comparative
evaluation of their recommendation performance (Sect. 4).
An already implemented and integrated extension to the
graphical user interface, filter suggestions, is explained in
Sect. 3.4.2.

The paper is structured as follows: We first provide
a review of existing work on scientific recommendation
(Sect. 2). Subsequently, we present the B!SON prototype
and its development: Sect. 3.1 discusses the initial assess-
ment of user requirements; Sect. 3.2 presents the integrated
data sources; Sect. 3.3 explains the current recommendation
algorithm as well as currently tested, more advanced ver-
sions. In Sects. 3.4 and Sect. 3.5, we provide details on the
system’s user interface and the planned TYPO3 extension
for local instances of the service, respectively. The results
of the experimental evaluation of different recommendation
methods are presented in Sect. 4. A discussion (Sect. 5) and
conclusion (Sect. 6) follow.

2 Related work

Scientific recommendation tasks span the search for potential
collaborators [3] and reviewers [4], of papers to read [5] and
to cite [6].With more andmore ways of publishing academic
articles, the recommendation of academic publication outlets
(journals/conferences) is a task which is on the rise (e.g., [7,
8])

Prototypical approaches explore diverse data sources to
provide recommendations. A major source of information is
the article to be published: The manuscript’s title, abstract
or keywords are used to compare against papers that previ-
ously appeared in an outlet [8, 9]. Other systems exploit the
literature cited by the article, and try to determine the best
publication venue using bibliometric methods [10, 11]. An
alternative stream of research focuses more on the article
authors, exploring their publication history [12] and co-
publication networks [13, 14].

Regarding journal recommendation based on semantic
similarity, TF-IDF is a popular building block [15–17], espe-
cially in combination with chi-square statistics to determine
the dependence of terms compared to journals [18–20]. Other
systems use a word embedding like word2vec or fasttext in
combination with a convolutional neural network [21–23].
Algorithms of popular search engines like Okapi BM25 or
MoreLikeThis are used in [24, 25]. Others use document-
level embeddings [26, 27], approaches based on n-grams
[28] or manually defined ratios [29]. Systems using algo-
rithms that do not directly return journal recommendations,

but a set of similar articles, rely on aggregation methods,
e.g., using the k-Nearest-Neighbors algorithm in combina-
tion with summation or averaging to calculate a journal score
[24, 25].

Semantic recommendation is usually based on title,
abstract and keywords [15, 16, 20, 22, 23]. The Aims &
Scope section of the journal can be considered as well [17,
30]. The references section might be used [26, 29] as well as
the full text including images [31].

While there is a number of active journal recommender
sites, they all come with limitations. Several publishers offer
services limited to their own journals like Elsevier’s Jour-
nalfinder1 or Springer’s Journal suggester.2 Others, like Jour-
nal Guide,3 are closed-source and do not provide transparent
information on their recommendation approach. Several ser-
vices collect user and usage data, e.g., Web of Science’s
manuscript matcher.4 These proprietary services work with
semantic methods, recommending journals based on title,
abstract and keywords. Notably, some open recommenders
exist, e.g., Open Journal Matcher,5 Pubmender,6 Jane7 and
Jot.8 Since the publication of the first version of this article,
the author of the Open Journal Matcher announced that the
service will be discontinued [32] and the Pubmender back
end does not seem to work anymore. The recommendations
of Jane and Jot are limited to medical journals. These open
services integrate little information about the recommended
journals and do not offer advanced filter options.

3 B!SON—the open-access journal
recommender

B!SON is the abbreviation for Bibliometric and Semantic
Open Access Recommender Network. It combines several
available data sources to provide authors and publication sup-
port services at libraries with recommendations of suitable
open access journals, based on the title, abstract and refer-
ence list of the paper to be published. The system will be
maintained for at least five years after which its usage will
be evaluated. Further extensions of the core functionality are
planned.

1 https://journalfinder.elsevier.com/.
2 https://journalsuggester.springer.com/.
3 https://www.journalguide.com/.
4 https://mjl.clarivate.com/manuscript-matcher.
5 https://ojm.ocert.at/.
6 https://www.keaml.cn/abc/.
7 https://jane.biosemantics.org/.
8 https://jot.publichealth.yale.edu/.
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3.1 Survey

To assess the needs of the future B!SON users, we con-
ducted an online survey as a requirements analysis [33]. The
question items were based upon features of existing journal
recommender tools; the survey was aimed at scientists from
all research disciplines.

After discarding entries with less than 90% questions
answered, a total set of 884 questionnaires remained for
analysis. The participating researchers had an experience of
having published a median of seven papers.

The survey targeted two main categories of information:
(a) finding out which filter functionalities are most impor-
tant for efficiently selecting a journal; (b)assessing the key
characteristics of journals to display in a journal profile.
The results differ only slightly depending on the research
discipline. Overall, the most important filter criteria were
citation metrics, publication costs, language of the publi-
cation, appearance in scholarly databases and whether the
author retains the copyright. For the journal characteristics
to show, themost important information iswhether the article
receives a DOI, whether the journal is listed in common jour-
nal lists to protect against predatory publishers, whether the
publication costs are covered, the journal’s scope and general
publication costs.

We considered these results in the design of B!SONwhere
possible while also keeping the focus on few and trusted data
sources. Citation metrics were deliberately not included in
the design due to their controversial influence [34].

3.2 Data sources & integration

The B!SON service is built on top of several open data
sources with strong reputation in the open access commu-
nity:

DOAJ: The Directory of Open Access Journals (DOAJ)9

indexes information on open access journals which fulfil a set
of quality criteria (full text available, dedicated article URLs,
at least one ISSN etc.) as well as publishing ethics guidelines.
The dataset includes basic information on the journal itself,
but also metadata of the published articles (title, abstract,
year, DOI, ISSN of journal, etc.). The DOAJ currently con-
tains 18,461 journals and 8,154,699 articles. The data are
available for download in JSON format under CC0 for arti-
cles and CC BY-SA for journal data [35].

OpenCitations: The OpenCitations initiative10 collects
(amongst others) the CC0-licensed COCI dataset for citation
data. It is based on Crossref data and contains 76,072,926
publications, and 1,392,036,835 citations [36]. The infor-
mation is available in the form of DOI-to-DOI relations,

9 https://doaj.org.
10 https://opencitations.net.

covering 44% of citations in Scopus and 51% of the citations
inDimensions [37]. COCI lacks citations in comparisonwith
commercial products but can be used to check which arti-
cles published in DOAJ journals cite the references given by
the user (details in Sect. 3.3.1). The coverage of open access
publications, especially DOAJ journals, in COCI is better
compared to closed access publications, so we can assume
that it is sufficient for our needs [38].

Journal Checker Tool: The cOAlition S initiative (a
group of funding agencies that agreed on a set of princi-
ples called Plan S for the transition to open access) provides
the Journal Checker Tool.11 A user can enter journal ISSN,
funder and institution to check whether (a) a journal is fully
open access according to Plan S requirements, (b) the journal
is a transformative journal, (c) it has a transformative agree-
ment with the user’s institution, or (d) the journal offers a
self-archiving option [39]. An API allows fetching this infor-
mation automatically. Since B!SON does not retrieve data on
the funder or institution, and the DOAJ dataset only contains
open access journals (and no transformative journals), we
use the funder information of the European Commission as
a placeholder to check if a journal is Plan-S compliant.

Additional data: There are other data sources which
might be used in future B!SON versions to extend the cur-
rent setup. Crossref metadata would allow us to extend the
article data of the DOAJ which are occasionally incomplete.
OpenAlex12 could add, e.g., author information.

Data integration: Data from DOAJ and OpenCitations’
COCI index are bulk downloaded and inserted into two
databases: PostgreSQL and Elasticsearch. The information
on Plan-S compliance stems from the Journal Checker Tool
and is fetched from theAPI using the “EuropeanCommission
Horizon Europe Framework Programme” as placeholder for
the funder. The DOAJ articles are matched to their journal
via ISSN, and matching to the citations happens via DOI.
Data on Plan S compliance are connected via ISSN as well.

All software is published and developed as open source
under the AGPL licence on GitLab.13 The used data sources
are automatically updated in regular intervals to keep the
service up-to-date without human intervention. For trans-
parency, the time of the last update is shown on B!SON’s
“About” page.

3.3 Recommendation system

B!SON consists of a Django back end14 and a Vue.js15 front
end. The original publication presented an implementation

11 https://journalcheckertool.org/.
12 https://openalex.org/.
13 https://gitlab.com/TIBHannover/bison/.
14 https://www.djangoproject.com/.
15 https://vuejs.org/.
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Fig. 1 Flow diagram showing how articles similar to the user input are found and then matched to their journal. The score for each journal is
calculated as a final step

using a basic recommendation algorithm (here described in
Sect. 3.3.1). Since then, we experimented with a number of
possible enhancements using embedding-based approaches
which are presented in Sect. 3.3.2. The comparative evalua-
tion follows in Sect. 4.

3.3.1 Baseline system

The current recommendation system is based on combined
similarity measures with regard to the entered text data (title
and abstract) and reference list. Figure1 shows an overview
of the recommendation process, the individual steps are
described in the following passages.

Text similarity: Elasticsearch has a built-in functionality
for text similarity search based on the Okapi BM 25 algo-
rithm [40]. This functionality is used to determine those
articles already indexed in the DOAJ which are similar to
the entered information. Stop word removal is performed as
a pre-processing step. The DOAJ contains articles in several
languages, so we combine the available Apache Lucene stop
word lists16 for this purpose. The similarity search happens
separately for title and abstract and only the top 100 hits are
considered.

Bibliographic coupling: According to Kessler [41], two
articles are bibliographically coupled if at least one refer-
ence is cited in both articles. This linking citation can be
interpreted as an overlap in content or method. The more ref-
erences are cited together, the higher the closeness of the two
articles [42].

A co-citation exists if two articles are cited together in
a third article. Co-citation, too, can be assumed to indicate
article similarity. Figure2 shows the temporal dependence of
both methods. While co-citation calculates the similarity of

16 https://github.com/apache/lucene/tree/main/lucene/analysis/
common/src/resources/org/apache/lucene/analysis.

Fig. 2 Visualization of the relation between bibliographic coupling,
co-citation, and direct citations (adapted from [43])

already cited and, thus, older papers, bibliographic coupling
can be used to calculate the proximity of recent articles.

This approach of a similarity calculation of recent articles
is inspired by the process of the publication support services
of one of the participating libraries. It is currently used in
B!SON in the following way:

The user enters an unstructured list of referenceswhich are
cited in the article to be matched to a journal. From this list,
B!SON extracts the DOIs using regular expressions. Then, it
relies on OpenCitations’COCI index to find existing articles
citing the same sources. The current normalization of the
degree of bibliographic coupling is in a prototypical state:
The number of matching citations is divided by the highest
number of matching citations of the compared articles. If
this normalized value is higher than a threshold (which is
currently manually defined), the article is considered similar.
The system then determines the journals in which the similar
articles have been published, taking only those into account
which are indexed in theDOAJ. Themore articles in a journal
were considered relevant based on bibliographic coupling,
the higher the respective journal will rank in the generated
result list.
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Combination of text-based and bibliographic similar-
ity: Similar articles are matched with their journal. The
maximum of three different scores per journal are combined
using a neural networkwhichwas trained to classify a journal
as correct or incorrect based on these scores, thereby weigh-
ing them in their meaningfulness. The resulting probability
is the output score for each journal which will then be dis-
played as part of the result page. To increase transparency of
the scoring, we are investigating alternatives to this combi-
nation process.

3.3.2 Embedding-based approaches

To further improve the recommendations, we tested several
other approaches. Existing recommendation systems often
use language models to build text representations [21]. The
journals referenced in the DOAJ include articles in multiple
languages, raising the requirement for a multilingual lan-
guagemodel. This eliminates options such as commonlyused
transformer-basedmodels for scientific language (e.g., SciB-
ERT [44]). We tested three different multilingual language
models (see Sect. 4.2.2).

One approach is to find similar articles with vector embed-
dings instead of word comparisons (like Elasticsearch). Each
article’s title and abstract are combined and fed into the pre-
trained, transformer-based language model. The resulting
embeddings can then be compared against the embedding of
the user input. Previous work also suggested a more fine-
grained approach, weighing journal articles lower for the
journal embedding if they appeared earlier in the past [45].
The distribution of our dataset features many journals with
few articles (see Sect. 5), and does not allow for this kind of
granularity.

The embeddings can be compared on the article level and
on the journal level. We experiment with the following con-
figurations.

Journal embeddings: For the journal level, the article
embeddings of each journal are combined by calculating the
average. The embeddings that are the closest to the embed-
dingof the input text are the bestmatching journals. TheOpen
Journal Matcher uses a similar approach (using spacy17 as a
word-level embedding model instead of a document embed-
ding).

Article embeddings (individual): For the article level,
the embedding of the user input is directly compared to all
article embeddings. The rank of a journal is derived from its
article with the closest embedding.

Article embeddings (combined): Similarly, the embed-
ding of the user input is directly compared to all article
embeddings. Only the articles within the top-n hits are used

17 https://spacy.io/.

for the computation of the combined journal score, which is
calculated by summing up the scores.

Article embedding & classifier: Building upon existing
pre-trained, transformer-based language models, a classifier
can be trained to predict a journal. The weights of the pre-
trained model are frozen and a dense layer is added to predict
the one-hot encoded journals basedon the classification token
of the pre-trained model.

Article embedding, BiLSTM& classifier: The previous
approach can be further refined by adding a BiLSTM layer
in-between that receives the token embeddings of the pre-
trained language model as an input.

Wecreated the embeddings using theSentence-Transformers
library18 which offers the functionality to include and test dif-
ferent language models. The gensim library19 provides the
functionality to determine the closest neighbors using the
dot product on normalized vectors. We used the Hugging-
face library20 in combination with PyTorch21 to try different
pre-trained, transformer-based and multilingual models. The
weights of the language model were not further finetuned.
The Huggingface tokenizer of the corresponding model was
used with a token length of 256. For the BiLSTM layer, 256
hidden features were used. The Universal-Sentence-Encoder
model was obtained from TensorFlow Hub22 and the classi-
fication layer was trained with TensorFlow. The results are
shown in Table 3.

3.4 Interfaces & functionality

The current state of the B!SON system is available online.23

The main entry point for an end user is the graphical
user interface provided on our website; it is described in
Sect. 3.4.1. It was recently extended by support functional-
ities for data entry (Sect. 3.4.2). Beyond that, we provide
additional access points for programmatic access and inte-
gration into third-party services (Sect. 3.5).

3.4.1 Graphical user interface

The user interface has been designed deliberately simple;
screenshots are shown in Figs. 3 and 4.

Data entry: The start page allows the user either to enter
title, abstract and references directly or to let them be filled
out automatically by fetching the information from Crossref,
DataCite or arXiv with a DOI or arXiv ID. This allows open

18 https://www.sbert.net/.
19 https://radimrehurek.com/gensim/.
20 https://huggingface.co/.
21 https://pytorch.org/.
22 https://tfhub.dev/google/collections/universal-sentence-encoder/1.
23 https://service.tib.eu/bison/.
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Fig. 3 Screenshot of B!SON prototype with an example query

access publication venues to be found based on previously
published research.

Results page: To inspect the search results, the user has
the choice of representing them either as a simple list or a
table which offers a structured account of additional details,
enabling easy comparison of the journals. Article process-
ing charges (APCs) are displayed based on the information
available in DOAJ, and automatically converted to Euro if
necessary.

After clicking on the score field, a pop-over with explana-
tory information displays a list of articles which previously
appeared in said journal which were determined to be sim-
ilar by the recommendation engine. Clicking on a journal
title leads the users to a separate detail page which offers
even more information including keywords, APCs, licence,
Plan-S compliance, and more.

3.4.2 Data entry support

The B!SONwebsite offers the possibility to refine the results
with a number of filter options. While several of them are
purely preferences by the user (such as the average publica-
tion time), the language and subject can be deduced from the
user input and presented as a suggestion.

Fig. 4 Screenshot of B!SON prototype showing the table view with
results

Language:We are using the library lingua-py24 to choose
the most likely language for the given input text.

Subject: A neural network is used to identify the subject.
We adopted the Library of Congress Classification (LCC)
which is used by the DOAJ and constructed a training set of
10,000 DOAJ articles for each top level subject (based on the
first letter of the subject code). The pretrained multilingual
language model XLM- RoBERTa- large [46] with a BiL-
STM and classification layer as a head was trained with an
accuracy of 73.56% on a test set of 1000 articles per subject.

The model XLM- RoBERTa [46] is a transformer based
multilingual language model trained with the Masked-
Language-Modeling objective. The training set consists of
a subset of Common Crawl with over 100 languages.

Semantically close categories within the LCC such as
“World History and History of Europe, Asia, Africa, Aus-
tralia, New Zealand, etc.” and “Auxiliary Sciences of His-
tory” can pose a challenge to our trained model. The subject
suggestion is only presented to the user if a probability greater
than 50% for the prediction is reached.

24 https://github.com/pemistahl/lingua-py.
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3.5 Further interfaces

To enhance integration and computational interoperability,
other access options apart from the standard user interface
are provided.

Data export: Search results can be exported as CSV for
further sharing and analysis.

API: A public API is available for programmatic access.
As it is also used for the front-end, all shown information on
the website can be accessed via the API.

Local instances: We plan to provide the recommenda-
tion functionality in a form that can be easily integrated and
adapted to third-party websites, e.g., by libraries. We are
currently starting with the development of an extension for
the TYPO3 Content Management System (CMS)25 which is
widely used in the German library landscape. Both the TIB
and the SLUB library are using TYPO3 and will act as early
adopters of the prototype. The extension will allow libraries
to further filter the results or include additional information
such as waiver agreements with publishers. The code of the
extension will be provided as open source for re-use and sup-
port for other content management systems is planned.

4 Experimental evaluation

The recommendation algorithms were tested in two differ-
ent experimental setups (Sect. 4.1); Sect. 4.2 discusses the
achieved results.

4.1 Experimental setups

The algorithms were tested with two different setups. The
first one uses a randomly sampled dataset from the DOAJ
data and consequently simulates an article distribution cor-
responding to the article distribution in the full dataset. This
entails a higher share of data coming from certain academic
domains and/or journals. This data setting thus represents
the realistic environment in which our prototype needs to
perform.

For the second setup, we sampled a fixed number of arti-
cles fromall eligible journals in theDOAJ.As it is not skewed
to certain domains and journals, it allows for a fairer com-
parison of the enhanced methods on journal and article level.

4.1.1 Random article sampling

The algorithm is evaluated on a separate test dataset of 10,000
randomDOAJ articles. To ensure realistic input data, all arti-
cles in the test set have a minimal abstract length of 150
characters and a minimal title length of 30 characters. As the

25 https://typo3.org/.

Table 1 Requirement levels for title length, abstract length and number
of references. The last column lists the number of journals which have
the required amount of complying articles

Level Title Abstract References Journals

Low 0 0 0 12,112

Middle 50 650 15 3083

High 100 1300 30 1976

references are not part of DOAJ’s article metadata, the COCI
indexwas used to complete the references via the articleDOI.
Only articles with at least five references were included. We
assume that the articles were published in a suitable journal
to begin with, counting a positive result if the originating
journal appears in the top-n results of the recommendation.
While this may not be correct for each individual article,
we rely on the assumption that the overall journal scope is
defined by the articles published in that journal.

Random sampling introduces a bias. Subjects such as
medicine have a higher share than other subjects. This limi-
tation of the dataset is further discussed in Sect. 5.

4.1.2 Equal article distribution

The distribution of articles in the DOAJ is skewed toward
certain domains and journals. To provide a fairer test case,
we sample a subset of DOAJ articles: For each journal, 20
random articles are included in the training set; 10 articles
per journal go to the test set. We then proceed to a detailed
analysis concerning the influence of minimal text length of
the input data and the number of references found inCOCI on
the overall recommendation accuracy. We define three levels
of requirements as to these parameters, as shown in Table 1.
The “high”requirement values correspond to the median in
the dataset.

The articles’ title and abstract were pre-processed to
remove HTML entities, URLs and non UTF-8 characters.
As the bibliometric recommendation works with a different
approach than the semantic ones, the data model has to be
slightly changed to create a suitable comparison: after find-
ing citations via COCI only those publications are matched
to their DOAJ journal whose DOI is within the training data.
This simulates the same case of 20 articles per journal that
the semantic comparison assumes.

4.2 Experimental results

This section discusses the results of the experimental evalu-
ation in the two setting discussed in Sect. 4.1.
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Table 2 Top@N accuracy for the current recommendation tested on
10,000 random articles

Method Top@1 Top@5 Top@10 Top@15

Bibliometric approach 0.242 0.510 0.631 0.692

Elasticsearch on title 0.205 0.452 0.563 0.620

Elasticsearch on abstract 0.261 0.533 0.646 0.700

Combined approach 0.269 0.562 0.687 0.749

4.2.1 Random article sampling

Here, we discuss the results of the evaluation setting
described in Sect. 4.1.1. Table 2 shows the results for the
top@N accuracy for using (a)the bibliometric approach
alone (“Bibliometric approach”); (b)only the Elasticsearch
provided similarity score for the title (“Elasticsearch on
title”) (c)only the Elasticsearch provided similarity score
for the abstract (“Elasticsearch on abstract”) (d)using the
recommendation combining all of the above (“combined
approach”) which is the solution used in the current ver-
sion of theB!SONsystem.Unsurprisingly, the abstract-based
recommendation delivers better results than the title-based
approach, as the former providesmore information.The com-
bination of the recommendationmethods shows the expected
improvement over the individual methods.

4.2.2 Equal article distribution

Here, we discuss the results related to the experimental setup
discussed in Sect. 4.1.2. Again included are the algorithms
constituting the current solution, named as in Sect. 4.2.1
and Table 2. Additionally, we report the results for the
embedding-based approaches discussed in Sect. 3.3.2.

Impact of training data: The effect of the minimal
training requirements is shown in Fig. 5. As expected, the
accuracy during testing improves if longer texts are used for
training. This was the case for all methods except for XLM-
RoBERTa with a classifier or BiLSTM and classifier layer
(shown for the latter case in the same plot). The reason is
unclear and requires further investigation. Possible reasons
include that model learns undesired features such as assign-
ing short texts generally to a subset of journals.

Impact of test data: We evaluated the models’ top@1,
top@5, top@10 and top@15 accuracy, varying the length
of the input data used for testing. (The model was trained
with input data that satisfy the “middle”requirements crite-
rion described above.) the models exhibit similar behavior,
we thus show only one example of the resulting graph in
Fig. 6, using the USE-based system configuration. In gen-
eral, there is a bigger leap from the top@1 accuracy to top@5
accuracy, while the gap between top@5 and top@10 as well
as top@10 and top@15 is decreasing in size.

Fig. 5 The top@10 accuracy for the “USE article embedding with
classifier” and “XLM-RoBERTa + BiLSTM + classifier” method with
respect to different requirements on the training set

Fig. 6 The different accuracies for the “USE article embedding with
classifier” method for the “middle” requirements for the training set

The accuracy for the different methods is presented in
Fig. 7. To reduce the visual complexity, only the top@10
accuracy is shown. Both the Universal-Sentence-Encoder
journal vectors and the trained classifier are performing well.
In contrast to XLM-RoBERTA, the USE model only sup-
ports 16 languages and does not cover all languages from
DOAJ corpus. The accuracy of the Elasticsearch recommen-
dation on the abstract increases almost linearly with longer
input length. For some methods (e.g., journal embedding
withUniversal-Sentence-Encoder) the line levels out at some
point. This is caused by the models’ limitations w.r.t. maxi-
mum input lengths.

The results are shown in detail in Table 3 for the “mid-
dle” requirements level applied to both training and test set.
As highlighted in the table, the best performing algorithms
for this configuration are the bibliometric search and the
Universal-Sentence-Encoder journal embeddings. The ver-
sion with XLM-RoBERTa in combination with a BiLSTM
is on fourth place regarding top@10 and top@15 accuracy.
It is the method that we identified as well performing in pre-
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Fig. 7 The top@10 accuracy for the different methods presented with
the “middle” requirements for the training set

vious tests and that is used for subject prediction (described
in Sect. 3.4.2).

We further report training and testing times in Table 4.
For the Elasticsearch approach, the indexing time (for both
title and abstract at once) was measured as the training time.
The experiments were conducted on a server with an “AMD
EPYC 7542” processor, NVMe connected hard drives and
“AMD A40” graphic cards. Elasticsearch and the bibliomet-
ric search take the longest time as they requiremany database
look-ups.

5 Discussion

While the current B!SON implementation achieves a decent
accuracy and beta users reported predominantly positive
feedback, the approach comeswith a set of limitations. Using
the data from the DOAJ has the advantage of reliable data
access and basic quality control of the metadata as well as
ensuring a minimal standard of journal’s publishing ethics
policies. However, informationmay be incomplete or not up-
to-date. For instance, information such as Article Processing
Charges (APCs) are provided by publishers once, and might

not be adjusted over time. Furthermore, the calculation of
the exact APCs is sometimes rather complex, with charges
influenced by the number of pages or figures in a manuscript
– a fact which cannot be considered in the B!SON interface.
Displayed APC information are thus only indicative.

Moreover, the distribution of articles is highly skewed.
There are few journals with an immense number of articles
(4 with more than 50,000 articles), sometimes referred to as
mega journals, while half of the journals with at least one
article have less than 192 articles in total. The semantic sim-
ilarity metrics for recommendation would thus favour those
mega journals, as they are more likely to contain similar arti-
cles due to their sheer size. The current algorithm takes this
into account by limiting the number of top matches for the
semantically close articles. This prevents the accumulation
of a high number of articles with a very low score. Apart
from the number of articles per journal, the number of arti-
cles per subject and the number of articles per language is also
unevenly distributed. English dominates as a language with
77% of articles and medicine is the most common subject
with 29.63% in contrast toMilitary Sciencewith only 0.10%.
Further research is needed to determine the exact impact of
these imbalances on recommendation performance.

The general approach of suggesting journals based on
semantic or bibliometric similarity does not cover all jour-
nal scopes. A journal focusing on a specific methodology
but with a broader scope of topics will rank lower. Similarly,
special issues of a journal can shift the topic for the recom-
mendation algorithm as they contain a high concentration of
articles on a certain (possibly niche) topic.

6 Conclusion

In this paper, we have presented a comprehensive experi-
mental comparison of various retrieval methods for our open
access journal recommendation system B!SON. The system
combines semantic and bibliometric information to calculate
a similarity score to the journals’ existing contents, and pro-
vides the user with a ranked list of candidate venues. The
B!SON service is available online for use and testing.

The here-presented version represents a more advanced
version of the prototype with respect to the contents of
the original demo paper. Based on feedback from our user
community, we improved the user interface and scoring func-
tions. Other requests concern further improvements of user
interface and usability. Features such as filter suggestions
or automatic fetching of paper information from the pre-
print server arXiv have been implemented and help with
the tool’s usage. The community’s wishlist further includes
more sophisticatedmethods for the exploration of the results,
e.g. graph-based visualizations, an extension of the filter-
ing options and an improved representation of the similarity
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Table 3 Top@N accuracy for different methods with the “middle” requirements according to Table 1 applied to both training and test set

Recommendation method Language model Top@1 Top@5 Top@10 Top@15

Elasticsearch on title – 0.084 0.174 0.214 0.234

Elasticsearch on abstract – 0.147 0.303 0.377 0.420

Bibliometric search – 0.189 0.312 0.342 0.353

Journal embeddings BERT
a 0.078 0.183 0.246 0.292

Journal embeddings XLM- RoBERTa 0.116 0.264 0.346 0.400

Journal embeddings USE
b 0.181 0.339 0.418 0.471

Article embeddings individual XLM- RoBERTa 0.067 0.170 0.238 0.285

Article embeddings top-100 combined XLM- RoBERTa 0.092 0.223 0.299 0.348

Article embeddings individual USE 0.075 0.190 0.265 0.314

Article embeddings top-100 combined USE 0.109 0.258 0.339 0.390

Article embedding + classifier XLM- RoBERTa 0.020 0.070 0.108 0.136

Article embedding + classifier USE 0.140 0.309 0.404 0.462

Article embedding + BiLSTM + classifier XLM- RoBERTa 0.102 0.255 0.350 0.416

aThe model “BERT- base- multilingual” is abbreviated with “BERT” here
bThe model “universal- sentence- encoder- multilingual- large” is abbreviated with “USE” here

Table 4 Training time and
testing time (in seconds) for the
different methods for the
experiment runs described in
Table 3. There is not a specific
training time for the
bibliometric search included as
it cannot be easily defined

Recommendation method Language model Training time Test time

Elasticsearch on title – 52 840

Elasticsearch on abstract – 52 6062

Bibliometric search – – 8783

Journal embeddings XLM- RoBERTa 757 211

Journal embeddings BERT
a 1145 566

Journal embeddings USE
b 217 116

Article embeddings individual XLM- RoBERTa 414 712

Article embeddings top 100 combined XLM- RoBERTa 414 669

Article embeddings individual USE 691 684

Article embeddings top 100 combined USE 691 694

Article embedding + classifier XLM- RoBERTa 6878 919

Article embedding + classifier USE 930 3420

Article embedding + BiLSTM + classifier XLM- RoBERTa 6915 1024

aThe model “BERT- base- multilingual” is abbreviated with “BERT” here
bThe model “universal- sentence- encoder- multilingual- large” is abbreviated with “USE” here

score. These action points have not been tackled yet, but we
will explore possibilities in their respect in the future.

This paper reports on our experiments with embedding-
based algorithms to improve the journal recommender.
The structured comparative evaluation of the current rec-
ommendation methods shows promising results for the
classifier built upon the pre-trainedUniversal- Sentence-
Encoder model. We are currently working on integrating
this technical solution into the productive recommendation
system.

After our exploration into improving the semantic compo-
nents of the recommendation, we now look into enhancing
the bibliometric recommendation. Similar to the semantic
methods, the bibliometric similarity computation shows a

tendency to favour larger journals. The more reference arti-
cles a journal contains, the more potential to find matching
citations to the query set of references. The current imple-
mentation relies on a manually defined relevancy threshold
which, in the future, should be computed automatically.
Furthermore, we experiment with additional normalization
methods, starting from established ones such as the Jaccard
index [47] to balance between journals with a high or low
publication output. The bibliometric component is computa-
tionally expensive. Adopting enhanced normalization in the
productive system thus comes with challenges with respect
to efficient implementation and computational resources.

Citation graph embeddings are another area which we
are currently evaluating as they are commonly used for cita-
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tion recommendation [48, 49]. The size of the COCI dataset
makes this computationally expensive, however.

Beyond the scope of the B!SON project, it could be inter-
esting to extend recommendations to other venues with open
access options (e.g., conferences). Moreover, the integration
of person-centred information, such as prior publication his-
tory and frequent co-authors, seems promising.
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