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Abstract
Research on AI in the context of travel counselling has mainly focused on increasing the efficiency and level of automation
of online travel bookings. However, AI solutions can also be used in the context of offline travel counselling, i.e., face-to-face
counselling at a travel agency service desk. In this specific application domain, AI has the potential to change personal
interaction between counsellors and clients in different ways. In order to design AI solutions to enrich personal interaction,
research on the specific requirements of counsellors, customers, and other relevant stakeholders in the context of AI-assisted
offline travel counselling is needed. Human-centered design (HCD) is a promising approach to investigate and incorporate
these perspectives on the course of the AI design process. In this paper, we present our approach of applying HCD elements
to deepen the understanding of the context of use, to specify user requirements, and to find potential design solutions for
a real-world use case of AI assistance in offline travel counselling. In addition, we highlight the key findings and insights
regarding travel counsellors’ perspectives and requirements on possible AI adoption, showing that they are primarily open
to AI-based innovations, but also have some concerns about the devaluation of the counselling profession. Further, we
critically discuss additional design elements that would be needed for human-centered AI design in an ambitious sense.
Practical Relevance: The findings are of high practical relevance as they demonstrate how HCD principles can be applied
to real-life use cases, which aim to introduce human-AI interaction in work domains. At the same time, our findings
provide valuable insights for practitioners into the specific work environment of offline travel counsellors.
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Perspektiven von Reiseberater:innen zu KI-Assistenz
Menschenzentrierte Gestaltungselemente im Praxistest

Zusammenfassung
Die Forschung zu KI in der Reiseberatung konzentriert sich hauptsächlich darauf, Online-Reisebuchungen effizienter und
automatisierter zu gestalten. KI-Lösungen können jedoch auch in der Offline-Reiseberatung eingesetzt werden, d.h. bei der
persönlichen Beratung am Serviceschalter eines Reisebüros. In diesem speziellen Anwendungsbereich hat KI das Potenzial,
die persönliche Interaktion zwischen Berater:innen und Kund:innen auf unterschiedliche Weise zu verändern. Um KI-Lö-
sungen zu entwickeln, die die persönliche Interaktion bereichern, bedarf es der Erforschung spezifischer Anforderungen
von Berater:innen, Kund:innen und anderen relevanten Stakeholdern im Kontext der KI-assistierten Offline-Reiseberatung.
Human-centered Design (HCD) ist ein vielversprechender Ansatz, um diese Perspektiven zu erforschen und in den Prozess
der KI-Entwicklung einzubeziehen. In diesem Beitrag stellen wir unseren Ansatz vor, der HCD-Elemente nutzt, um das
Verständnis des Nutzungskontextes zu vertiefen, Nutzer:innen-Anforderungen zu spezifizieren und potenzielle Designlö-
sungen für einen realen Anwendungsfall für die KI-Assistenz in der Offline-Reiseberatung zu finden. Darüber hinaus
beleuchten wir die wichtigsten Ergebnisse und Erkenntnisse hinsichtlich der Perspektiven und Anforderungen von Reise-
berater:innen in Bezug auf eine mögliche Einführung von KI. Es zeigt sich, dass diese in erster Linie offen für KI-basierte
Innovationen sind, aber auch einige Bedenken hinsichtlich der Abwertung des Berater:innen-Berufs haben. Darüber hinaus
diskutieren wir kritisch zusätzliche Designelemente, die für ein menschenzentriertes KI-Design in einem anspruchsvolleren
Sinne notwendig wären.
Praktische Relevanz: Die Ergebnisse sind von hoher praktischer Relevanz, da sie zeigen, wie menschenzentrierte De-
signprinzipien auf reale Anwendungsfälle angewendet werden können, die darauf abzielen, eine Mensch-KI-Interaktion im
Arbeitskontext einzuführen. Gleichzeitig liefern unsere Ergebnisse wertvolle Einblicke für Praktiker:innen in das spezifische
Arbeitsumfeld von Offline-Reiseberater:innen.

Schlüsselwörter Menschenzentrierte Gestaltung · Mensch-KI-Interaktion · Reiseberatung · Dienstleistungssektor · Best
Practice

1 Introduction

The tourism industry, and with it travel counselling, is cur-
rently undergoing major changes as new artificial intelli-
gence (AI) technologies are widely adopted in the industry,
for example, to personalize the services offered according
to stored customer profiles (Kazak et al. 2020; Loureiro
2017). While there are several applications of AI in online
travel services, AI applications can also be used for tra-
ditional travel counselling in offline travel agency services
(Li et al. 2021b; Samala et al. 2022; Tsaih and Hsu 2018),
which need to take appropriate measures to remain compet-
itive and emphasize their strengths to withstand competi-
tion from online travel portals (Ku and Fan 2009). A key
strength of offline travel agencies is the personal interaction
between travel counsellors and customers (Martínez Caro
and Martínez García 2008), which sets them apart from on-
line travel portals. Customers benefit from the travel coun-
sellor’s personal experience and skills, holistic vision and
intuitive handling of uncertainty and ambiguity in decision-
making (Jarrahi 2018). Accordingly, customers of an off-
line travel provider report that interpersonal components,
like personal contact and the expertise of the travel coun-
sellors are important factors in continuing to book on-site at

the travel agency (Kick et al. 2024). This can be enhanced
through the use of appropriate AI applications.

While in online environments AI makes travel counsel-
lors obsolete through automation, in offline environments
travel counsellors and AI applications can complement each
other and thus lead to better results (Huchler 2022). Front-
line employees with their experience and intuition could
benefit from being supported by AI in their daily work,
e.g. by getting additional information, taking over routine
tasks such as filling out forms and thus giving employ-
ees more time for personal interaction or if the dialogue is
visibly augmented by AI and the service experience is im-
proved (Ostrom et al. 2019; Jarrahi 2018). In this way, AI-
assisted travel counselling in travel agencies can offer indi-
vidualized products tailored to customer requirements and
improve the quality of service in interpersonal counselling,
thereby differentiating them from online portals and im-
proving customer satisfaction (Pillai and Sivathanu 2020;
Li et al. 2021a; Jarrahi 2018; Bulchand-Gidumal 2020).
However, the introduction of AI assistance also fundamen-
tally changes the work of travel counsellors, who are now
confronted with a further technologization of the workplace
through additional systems. For instance, information pro-
vided by AI needs to be critically scrutinized and issues
of data protection need to be efficiently explained to cus-
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tomers. In addition, counsellors may feel uncertainty about
their professional role and self-image, even to the point of
fearing job loss. AI-related changes could therefore evoke
both positive reactions when used in a way that is benefi-
cial and intuitive for employees, but could also raise serious
concerns. For this reason, it is crucial to involve affected
employees and ensure user-oriented and human-centered
design in AI development and deployment. In addition to
building in-depth knowledge of data protection and data
security, individual technical knowledge and skills must be
considered and developed accordingly in order to achieve
technology acceptance and to mitigate such concerns and
achieve a hybrid solution that benefits employees and cus-
tomers alike (Ivanov and Webster 2017; Gerlmaier et al.
2024).

Whilst there is a certain body of literature on human-
centered design in the context of work environments (e.g.
Zarte et al. 2020; Lindner and Stoll 2023;Mütze-Niewöhner
et al. 2022; Kadir and Broberg 2021; Kluge and Termer
2017), their practical application to real-world use cases
regularly leads to specific challenges.

In this article, we refer to the efforts of an offline travel
provider to design an AI-assisted counselling process to
generate customer value and make offline travel advice
more competitive. We thoroughly describe the practical ap-
plication and the key learnings of different human centered-
design elements of an AI-based use case at work. In doing
so, we aim to identify the potential of AI use to transform
offline travel counselling, explore the attitudes and demands
of counsellors and customers towards it, and propose po-
tential AI-based design solutions to meet their needs.

2 Theoretical background

2.1 AI in offline counselling services

The introduction of new technology such as AI in work
contexts has proven the potential to transform working rou-
tines. A similar process may be observable in terms of face-
to-face counselling services. The number of employees in
German travel agencies has fallen by about 30% since 2019
(German Federal Statistical Office 2023), largely due to the
effects of the Covid-19 pandemic, which prevented travel
and led to social distancing (Li et al. 2021b). However,
even since the end of the pandemic, employment num-
bers in travel agencies have not returned to the pre-crisis
level (German Federal Statistical Office 2023). At the same
time, research on artificial intelligence in the travel and
tourism industry is currently mainly concerned with sce-
narios that make counsellors obsolete and save personnel
costs. Technologies such as chatbots, self-service terminals
and service robots are increasingly finding their way into

the travel and tourism industry (e.g. Zumstein and Hun-
dertmark 2018; Ivanov and Webster 2017; Kazak et al.
2020), further depersonalizing the sector. These technolo-
gies are well suited to meeting the demand for efficiency
which is considered a core success factor for web services
(Parasuraman et al. 2005). However, service quality fac-
tors in offline services differ from those in online services
(Christou 2006). In addition to outcome-oriented factors,
physical environment and personal interaction, which de-
pends on the expertise, conduct, and problem-solving skills
of counsellors play an important role in the service qual-
ity (Martínez Caro and Martínez García 2008). The focus
of offline counselling should therefore be on individual,
customer-oriented support, protection of customer privacy,
modern and attractive premises, and well-trained employees
with the necessary knowledge and skills to provide high-
quality counselling and thus improve service quality. On
the other hand, a secure and robust online system, respon-
siveness and thus fast and effective processing of current
services play a crucial role in online settings (Fang et al.
2021). In line with this, it was found that customers’ biggest
concern regarding the use of AI in offline travel advice is
a reduction in personal contact and individual guidance,
which needs to be taken into account and, if possible, fur-
ther improved by AI when trying to achieve good service
quality (Kick et al. 2024). Other studies show that privacy
is less of an issue for offline travel counselling compared
to online travel channels, where uncertainty is perceived to
be higher than in traditional travel agencies (Sabiote-Ortiz
et al. 2016).

In addition to addressing service quality, the use of AI
and automation solutions in the context of the travel and
tourism industry could also shift focus to improving the
working conditions and workload of counsellors and allow-
ing them to focus on core counselling activities (Ivanov and
Webster 2019). For example, an AI could pre-select travel
options for a customer or perform simple routine tasks, al-
lowing travel counsellors to focus more on personal interac-
tion with the customer using their irreplaceable experience
and intuitive skills and reasoning (Bulchand-Gidumal 2020;
Jarrahi 2018). However, whether or not these potentials can
be realized and customer demands can be met largely de-
pends on the design of the AI solutions. Ostrom et al. (2019)
classify the latter into three categories of services, depend-
ing on the level of interaction between the AI, the advisor,
and the customer: AI-supported, AI-augmented, and AI-
performed.

In the case of AI-supported, the AI assists the travel
agent, for example by providing relevant information or
assisting in decision-making. The employees interact with
the system, but still provide the service and interact directly
with the customer without any interaction between the cus-
tomer and the AI. On the other hand, with AI-augmented,
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both travel counsellors and customers can interact with the
AI system. Travel counselling is enriched by additional ser-
vices such as individual image displays based on the cus-
tomer’s wishes, additional information, or real-time transla-
tion. The travel counsellors are visibly supported by AI. In
AI-performed application scenarios, the customer interacts
directly with the AI, such as through self-service terminals
or chatbots (Ostrom et al. 2019). However, an AI-performed
scenario does not necessarily imply that face-to-face con-
tact becomes obsolete since AI-customer-interactions could
also take place alongside the actual counselling, for exam-
ple during interruptions of the conversation when the coun-
sellor is doing research.

2.2 Human-centered design of AI at the workplace

The attitude of persons affected by AI solutions is largely
influenced by the design process of these solutions.
Putting humans at the forefront of technology develop-
ment promises to positively affect people’s attitude towards
the given technology. Starting in the 1970s, when user-
centered design (UCD) emerged, the aim was to ‘start with
the needs of the user’ (Lomov and Venda 1977; Wasserman
1974) by following defined principles for designing the in-
terface and addressing the needs of users (Norman 1986).
Similarly, human-centered design (HCD) aims at gaining
a deep understanding of users and other affected stakehold-
ers who are not direct users of a system (Auernhammer
2020; International Organization for Standardization 2019;
Hyysalo and Johnson 2015). Although the two design ap-
proaches UCD and HCD are often used synonymously
in practice (International Organization for Standardization
2019), they should be considered separately because the
‘human’-perspective goes beyond the interactions of a (sin-
gle) user with a computer in a sense that it considers people
more holistically and broadly (Gasson 2003).

Especially with the establishment of the international
standard ISO 9241-210, the topic of human-centered de-
sign has become increasingly relevant for companies. First,
the standard provides a precise definition of HCD as an
“approach to systems design and development that aims to
make interactive systems more usable by focusing on the
use of the system and applying human factors/ergonomics
and usability knowledge and techniques” (International Or-
ganization for Standardization 2019, p. 9). In addition, ISO
9241-210 provides key design principles, including under-
standing users, tasks, and environments, involvement of
users throughout design and development, continuous user-
centered optimization of the design in an iterative process,
consideration of user experience, and the presence of mul-
tidisciplinary skills and perspectives in the design team
(Zinke-Wehlmann et al. 2022; Auernhammer 2020; Hacker
2022).

The need for HCD becomes more pressing in the con-
text of developing AI solutions, which confronts developers
with unique challenges that differ significantly from tradi-
tional software development processes (Pothukuchi et al.
2023; Ozkaya 2020; Giray 2021). While AI features can be
integrated into traditional software development, emerging
generative AI solutions, particularly those based on Large
Language Models (LLM), require a completely different
approach. For example, the integration of additional exper-
tise such as data science into the design process is crucial,
highlighting the increased importance of tasks such as data
collection and management. In addition, AI development
heavily depends on the addressees of the AI applications.
Due to the increased number of potential users and indi-
rectly affected persons, it is essential to identify and con-
sider all relevant stakeholders, making the human-centered
approach particularly critical in AI applications, which typ-
ically involve diverse groups such as developers, users and
those affected by AI-driven decisions (Langer et al. 2021;
Ozkaya 2020).

However, in practice, the human-centered design of AI
solutions often creates challenges for companies. Even if
only directly affected users and no indirect stakeholders
are to be included, companies are confronted with the fact
that users differ considerably, for example in terms of their
prior knowledge (Dvorak et al. 2022). This demonstrates
that “users are more complex” (Delauny et al. 2023) than
insinuated by distinct role models and stereotypes.

These changes have led to the creation of the specific
field of Human-Centered AI (HCAI), which aims, among
other things, to create updated design guidelines that reflect
these evolving circumstances. However, there are many dif-
ferent perspectives and definitions of HCD in the context of
AI, leading to overlaps and interrelationships with similar
concepts, such as ethical AI, explainable AI, value-based AI
or trustworthy AI (Wilkens et al. 2023). Further, in corpo-
rate practice, HCD is often insufficiently addressed as part
of the introduction of AI. The reasons are primarily a lack of
stakeholder involvement and competence to realistically as-
sess an AI system, as well as insufficient and complex ethi-
cal, social and value-based debates (Hartikainen et al. 2022;
Alpers et al. 2024; Baumgartner et al. 2023). In a sense of
a holistic HCAI approach, it is crucial to consider both the
AI application as an end product as well as all processes
along the entire lifecycle (Shneiderman 2022; Hyysalo and
Johnson 2015).

2.3 Use case and research questions

This research refers to a practical use case of a German
company that provides offline travel counselling. The com-
pany seeks to complement and augment the capabilities of
travel counsellors with an AI solution in a collaborative way
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Fig. 1 Presentation of the approach in the use case following the HCD
process based on ISO 9241-210 (International Organization for Stan-
dardization 2019)
Abb. 1 Darstellung der Vorgehensweise im Anwendungsfall nach dem
HCD-Prozess in Anlehnung an ISO 9241-210 (International Organiza-
tion for Standardization 2019)

by effectively leveraging individual capabilities, following
a potential-oriented understanding of human-centricity in
the use of AI in the workplace (Wilkens et al. 2021). In
addition to the company itself, four technical enablers and
a research institute focusing on work science studies are
involved in planning the human-centered implementation
of possible AI applications. The presented use case is part
of the KARL research project (Artificial Intelligence for
working and learning systems in the region of Karlsruhe),
which is a Regional Competence Centre of Work-related
Research (German: Regionale Kompetenzzentren der Ar-
beitsforschung).

The approach in the use case is guided by the HCD
process defined in ISO 9241-210 (see Fig. 1), aiming first
to understand the context of use, second to specify user
requirements, and third to derive design solutions (Interna-
tional Organization for Standardization 2019).

In Chap. 2.1, we described what is important in offline
travel counselling and how it differs from online travel ad-
vice. However, to date, there has been little research on the
underlying context of offline travel counselling and how AI

a b c

Fig. 2 Visualization of the methodical approach. a Participant observation of three simulated travel counselling sessions, b Semi-structured inter-
views with 12 employees, c Regular workshops with all involved partners
Abb. 2 Visualisierung des methodischen Vorgehens. a Teilnehmende Beobachtung von drei simulierten Reiseberatungen, b Halbstrukturierte
Interviews mit 12 Mitarbeitenden, c Regelmäßige Workshops mit allen beteiligten Partnern

can be used beneficially. In order to understand and specify
the context of use, this article aims to answer the following
research question (RQ):

RQ1 What are the potentials and implications of AI-assis-
tance with regard to the current status quo in offline travel
counselling?

Chapter 2.2 shows, how important it is to include the
human perspective and human-centered requirements espe-
cially when developing AI-supported technologies in a cor-
porate context. HCD was presented as an essential approach
to gain a deep understanding of users and other relevant
stakeholders to develop and implement an optimal solu-
tion for everyone involved. For offline travel counselling,
it is often not only travel counsellors with their individ-
ual technical knowledge and skills, who must be taken into
account when developing the AI solution (Ivanov and Web-
ster 2017), but also customers and potentially other affected
stakeholders, who need to be taken into account. Due to the
resulting different ways of interacting with the system, the
setting is therefore more complicated than in most other
research on human-AI-interaction at the workplace and re-
quires a profound analysis of individual user requirements:

RQ2 What are employees’ and customers’ attitudes towards
and requirements for AI in offline travel counselling?

Building on the developed understanding of the context
of use (RQ1) and the user requirements (RQ2), we seek
to derive individual design solutions for AI-assistance for
improved service quality in offline travel counselling. In this
sense, we aim to present use cases for an industry that has so
far had little contact with AI and form a counterpoint to the
common AI automation solutions that are usually presented
in research on (online) travel booking. We therefore pose
the following research question:

RQ3 How could AI contribute to addressing existing needs
in offline travel counselling?
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3 Method

Our research design comprises three qualitative methods.
As shown in Fig. 2, we started with a participant obser-
vation, then conducted 12 semi-structured interviews with
travel counsellors, and finally worked out potential solu-
tions in workshops with all involved partners.

3.1 Participant observation

First, we observed the workflow and the atmosphere during
a classic travel counselling session (01/2022) by means of
a qualitative scientific observation as described in Döring
(2023, pp. 328-329). To do this, we simulated a travel coun-
selling session with a counsellor using three exemplary sce-
narios for typical travel inquiries. The observation focused
on the behavior of the counsellor (external observation) and
the counselling process. While one researcher took on the
role of a customer (participant as observer) and was ad-
vised by a travel counsellor, two other researchers took on
the role of observers and took notes (observer as partici-
pant). The counsellors were informed in advance about the
participant observation (overt observation). As the observa-
tion took place at the real-life workplace of the counsellors,
the method can be described as an offline field observation
(Döring 2023).

One of the strengths of participant observation is to cap-
ture subtle details such as non-verbal emotional expres-
sions or relationships in interaction and communication
(Kawulich 2005). In this way, we were able to develop
a sense of people’s work routines and discover details that
we would not have been able to capture through other par-
ticipatory approaches such as surveys, interviews, or work-
shops (Orso et al. 2022). The participant observation con-
tributed to the HCD process step of understanding and spec-
ifying the context of use and therefore answering RQ1 (see
Chap. 4.1).

3.2 Semi-structured interviews

In preparation for the interviews, we held individual discus-
sions with each of the partners involved. With input from
the four technology enablers and the travel company man-
agement, we developed an interview guideline following
the SPSS principle, which consists of the four sequential
steps of collecting (German: “Sammeln”) questions, check-
ing (German: “Prüfen”) their suitability and relevance, sort-
ing (German: “Sortieren”) the remaining questions and sub-
suming (German: “Subsumieren”) them into open-ended
key questions (Helfferich 2019, pp. 677-678, 2011, p. 182).
At the beginning of the interview, we began with a nar-
rative prompt, which was intended to obtain the neces-

sary background information and create a relaxed atmo-
sphere (Döring 2023, p. 363) in which the interviewee felt
comfortable so that he/she was willing to answer the sub-
sequent open-ended questions without distortion (Bogner
2014, pp. 60-61). We also assured participants that their re-
sponses would remain anonymous and would not be shared
with their company representatives. The resulting interview
guideline had the following structure:

� Introduction and declaration of consent
� Part 1—Contextualization of offline travel counselling

– Workflow during a travel counselling session
– Occurring challenges during counselling process
– Goals and success factors during counselling
– Customer groups
– Customer expectations
– Daily work routines apart from counselling

� Part 2—AI-assisted counselling
– General associations with AI

Introduction to first design ideas for AI-assisted coun-
selling (scenarios describing the visions of the future)

– Personal attitude towards the presented AI-assistance
– Anticipated attitude of customers towards the pre-

sented AI-assistance
� Individual follow-up questions and conclusion

The first part of the interview allowed us to find out
more about the goals pursued during a counselling session,
about the customers and their expectations, and about the
daily work routine and challenges of the counsellors in ad-
dition to the actual counselling work, therefore enriching
our understanding of the context of use (see Chap. 4.1).

The second part of the interview was used to obtain spe-
cific user requirements, in particular concerning individual
attitudes, possible concerns and wishes of the employees.
In addition, the employees were asked which requirements
they expected from the customer’s point of view, i.e., from
the perspective of their clients interested in booking a travel
(see Chap. 4.2).

Sample questions were provided for each of the topics as
a guide. During the interview, these questions were freely
formulated and supplemented, allowing for flexibility and
punctuation on topics relevant to employees.

The interviews were recorded and simultaneously pro-
tocolled by two researchers. We conducted 45–60-minute
semi-structured interviews with 12 employees from differ-
ent branches of the travel agency at an early stage of the
project in January 2022. Since the interviewers were all
researchers from an external institution, the interviewees
were more likely to talk about potential concerns without
hesitation.

For each of the above categories, the documented state-
ments were collected using word processing software
following the quantitative content analysis by extraction
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which allows the combination of inductive and deductive
paradigms (Gläser and Laudel 2013). In a triangulation pro-
cess by three researchers, we formulated key findings and
lessons learned for each topic. The results were anonymized
and shared with the company and other project partners.

The interviews were particularly well-suited for a struc-
tured assessment of the underlying conditions from an em-
ployee-centered perspective, and, in this sense, for gaining
insight and building up domain knowledge.

3.3 Workshops

Following an agile software development approach to be
able to respond flexibly to requirements and changing con-
ditions in the transformation process (Kinkel et al. 2023),
we conducted regular workshops (W1–W7) with different
objectives, involving all project partners. Similar to the Hu-
man-Centered Agile Workflow (HCAW) presented by Glo-
mann (2018), we started with a cycle briefing and contex-
tualization workshop (W1), where the company presented
the problem scenario and business aims. This meeting was
followed by a so-called co-creation workshop (W2), with
participants of all involved partners of the ideation, research
and prototyping teams (Glomann 2018), working out first
ideas for possible design solutions. The participant obser-
vation presented in 4.1 took place immediately after this
workshop.

Based on the first learnings from the participant observa-
tion in the next sprint meeting the project team developed
a range of possible AI-enabled features and described them
in realistic scenarios. These scenarios describe the visions
of future travel counselling in the company, using different
AI-assisted features. In the design process, the storytelling
of such scenarios is often underpinned by visualization in
the form of sketches, which facilitates communication and
thus promotes agile and human-centered design (Brown
et al. 2008; Parkinson and Bohemia 2012; Laurenzi et al.
2023). Therefore, the scenarios were supported with drawn
graphics, enabling low-threshold, non-technical communi-
cation about the planned features.

The semi-structured interviews presented in 4.2 were
conducted a few days after this meeting. During these inter-
views, the different scenarios and visualizations of differ-
ent features were presented to and rated by the counsellors
to determine whether they would like these features to be
implemented in their work routines. This assessment was
made using a hierarchical ranking, whereby the ratings of
all employees were weighted equally. One suggested fea-
ture, which included the usage of image data to analyze
the number of visitors to reduce waiting times was ranked
in last or second-last place by all employees and there-
fore deemed the least useful by the employees. After con-
sultation with the partners involved in the project and the

company’s management, this feature was discarded due to
its low relevance for employees. In this sense, employees
should not only be involved but also have the right to decide
on the design of work processes (Frey 2024; Haipeter et al.
2024).

In the following requirement workshop (W3), all parties
involved in the project developed individual user stories
based on the collected user requirements (see Chap. 4.2).
Therefore, we used a template commonly applied in prac-
tice: ‘As a (role), I want (goal/function), so that (benefit/
business value)’ (Lucassen et al. 2016). Addressing the af-
fected people (role) directly instead of more generic user
stories (‘As a user, I want ...’) helps to keep them at the
forefront of the development process (Cohn 2004). In this
sense, user stories are a practical, low-threshold instrument
for focusing on human-centered requirements throughout
the entire agile software development process (Lucassen
et al. 2016).

Finally, after several iterations in design workshops
(W4–W7) and meetings between the project partners in-
volved, we worked out and agreed upon four potential
design solutions (see Chap. 4.3).

In the upcoming steps of the project, these design so-
lutions will be further evaluated and also presented to and
validated by customers before the features are technically
developed.

4 Key results and learnings

4.1 Understanding and specifying the context of
use (RQ1)

For a successful human-centered approach to introducing
AI in work environments, it is important to first contex-
tualize the use case and to build up knowledge about the
domain (Hyysalo and Johnson 2015; Wilkens et al. 2023).
In the following, we will present our findings on the cur-
rent status quo in the company’s travel counselling service
and highlight the potential and implications for possible AI
assistance (RQ1).

Through our participant observation, we learned about
the workflow in offline travel counselling. There are be-
tween two and ten counselling sessions per day, which take
approximately 40 to 70% of working time. The rest of the
working time is for follow-up work. During counselling,
counsellors need to operate various systems and use differ-
ent information channels. The larger the group being coun-
selled, the more chaotic and complicated the communica-
tion becomes. The counselling process is very individual
and should preferably lead to a booking. In addition to the
actual travel products, cross-selling offers such as insurance
or travel guides should also be marketed. During the con-
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versation, the travel counsellor tries to whet the customer’s
appetite by showing appealing photos of the travel desti-
nation. However, finding an appropriate image and turn-
ing the screen to face the customer limits the ability to do
this. Screens in the background only display standard im-
ages that often do not match the conversation. AI assistance
could potentially be used to individualize these displayed
images.

The participant observation also reveals that the atmo-
sphere during counselling is mostly positive. A positive
atmosphere and a good flow of conversation, in addition to
the competent and individualized service, is a central goal
during the counselling session and is seen as a unique sell-
ing point of the offline travel agency. This sets offline travel
counselling apart from online offers, where factors like effi-
ciency play a central role (Parasuraman et al. 2005). In this
way, the offline travel counselling is building on satisfied
customers who will return to book through the travel agency
in the future. However, to avoid customer impatience and
maintain a positive atmosphere, the aim is to minimize in-
terruptions of the conversation flow, for example, due to
searching for information or entering data into systems.
Some counsellors perceive such interruptions, which take
according to counsellors about 15–50% of the conversa-
tion, as uncomfortable and try to keep customers occupied
elsewhere. Altogether, this shows that an AI-supported so-
lution should therefore focus on increasing the interaction
between counsellors and customers and thus strengthen-
ing personal contact, instead of reducing personal contact
through automation, as it is often the case in online settings.
For example, time spent by employees filling out forms dur-
ing the interview could be reduced so that the counsellors
can focus more on the conversation.

In the interviews, counsellors describe it as challenging,
that customers often arrive well-informed, but sometimes
with unrealistic expectations and impatience. This has in-
creased in recent years as the internet has made information
easier to access and numerous online providers have entered
the market. It is described as difficult to get the necessary
information about tour operators during the conversation,
beyond what is freely available on the internet, without
keeping the customer waiting too long. Another aim of AI
assistance is therefore to make information easily avail-
able during the conversation. However, some counsellors
describe an increasing complexity due to the technologiza-
tion of the workplace with various systems and sources of
information, which should be taken into account when de-
veloping an AI-assisted system.

The interviews showed, that there are different types of
customers, e.g. regarding the travel type (e.g. guided tour,
long-distance destination, package tour), the willingness to
take risks while travelling (security vs. thirst for adventure),
or price sensitivity. Some customers are regulars, others are

new clients. Some customers need a lot of explanation and
others are very enthusiastic and easily convinced. Ideally,
a client self-disclosure form is completed at the beginning
of the interview to learn more about the customer’s indi-
vidual needs and characteristics. However, this form is not
always used due to time constraints. An AI could potentially
be used to allow customers to express their preferences and
wishes during pauses in the conversation when the coun-
sellor is researching.

4.2 Specifying the user requirements (RQ2)

Specifying the user requirements heavily depends on the
addressees which could be different affected persons and
stakeholders in the context of the AI introduction (Dvo-
rak et al. 2022). As described in Chap. 2.1, there are three
different application scenarios of AI for offline travel assis-
tance: AI-supported, AI-augmented and AI-performed (Os-
trom et al. 2019). Depending on the application scenario,
different user groups are considered. In the AI-supported
scenario, the focus is on the counsellors, while in an AI-per-
formed scenario alongside the counselling, the focus is on
the customers. In the AI-augmented scenario, both groups
are affected. Due to the easier access, we first decided to talk
to the counsellors in the use case, who formulated require-
ments from their perspective (first-person view) as well as
from the customer’s perspective (third-person view) to find
out more about attitudes and requirements of employees
and customers for AI-assistance in offline travel counselling
(RQ2).

Based on the semi-structured interviews (cf. 3.2), coun-
sellors are generally very open to AI support in their work
processes, especially if it helps to create a positive atmo-
sphere and reduces interruptions in the conversation flow.
However, it also became clear that the counsellors had no
previous exposure to AI and had little knowledge of what
AI is and what it is capable of. Given that counsellors al-
ready use a variety of different systems, some of which are
complex to use, there is some concern that further tech-
nologization through an additional AI system could cause
too much cognitive load and overwhelm them. With this in
mind, the solution to be developed should be easy to use
and integrate into the existing system to avoid the common
feeling that there is “yet another tool”.

Some counsellors describe concerns about eventually be-
coming replaceable or being devalued in terms of their
unique skills. One counsellor describes a shift to a pure
salesperson when an AI makes travel suggestions and thus
takes over the actual advisory service. These fears need
to be considered, addressed, and put into perspective dur-
ing the design phase so that counsellors can continue to
draw on and expand their individual competences (Mütze-
Niewöhner et al. 2022). When asked about their views on
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temporary voice recording and analysis, the counsellors
did not express personal objections. Thus, while managers
overestimated employees’ concerns about loss of privacy,
which was seen as the biggest barrier to acceptance, they
underestimated concerns about the devaluation of the coun-
selling profession. This highlights the importance of talking
to stakeholders themselves to focus on the factors relevant
to HCD.

Further, we asked counsellors to anticipate customer at-
titudes towards AI adoption. Employees expect mostly pos-
itive reactions from customers. However, they believe that
privacy concerns about audio recording could be a major
barrier for customers, especially if they have to sign an
additional consent form beforehand. In general, employ-
ees expect that the use of AI will significantly increase
the need for explanations, because customers will want to
be informed about the underlying functionality, especially
in augmented or performed scenarios, and may have gen-
eral questions about data protection, in particular when it
comes to speech processing. Such an increase is tolerable
but distracts somewhat from the actual advice. In general,
employees point out that an AI system could generate en-
thusiasm, especially among tech-savvy people, although the
main customer base in offline travel advice is considered to
be less tech-savvy.

Based on the collected user requirements and informa-
tion on the context of use we conducted a requirement
workshop (W3) with all participating partners to develop
individual user stories such as:

As a travel counsellor, I want to receive relevant cus-
tomer information inmy systemwith fewermanual
entries, so that I can provide a counselling experi-
ence with fewer interruptions and focus on the cus-
tomer.
As a travel counsellor, I want to provide photos that
visually match the customer’s wishes, so that the
client experiences a positive atmosphere and feels
like they are already on vacation (immersion).
As a travel counsellor, I want to inform the cus-
tomer about basic conditions such as travel connec-
tions, price details or types of accommodation with
little effort, so that I can better respond to the cus-
tomer’s individual wishes.

4.3 Potential design solutions (RQ3)

Based on the user stories (cf. Chap. 4.2) and iterations in
design workshops (W4–W7) with employees and managers
of the travel company and the technology partners as part of
the agile development process (cf. Chap. 3.3), four AI-based
design solutions were defined to address existing needs in

offline travel counselling (RQ3) (cf. Kick et al. 2024). The
following features will be implemented as prototypes for
further evaluations in the next steps:

� Feature 1—Automatic completion of forms using real-
time speech analysis:
Travel counsellors are supported by an AI that auto-
matically enters data such as the desired travel date,
accommodation details, travel group size or similar into
digital forms based on the conversation. Since only the
counsellors interact with the AI, this feature is an AI-sup-
ported scenario. This feature therefore aims to minimize
the pauses in the flow of conversation that counsellors
find disruptive and increases personal interaction time
with the customers. In addition, employees can focus
more strongly on individual customer requests and are
not distracted by entering travel data.

� Feature 2—Automatic provision of additional informa-
tion:
An AI provides the travel counsellor with additional
information, such as hotel reviews and travel policies,
that would otherwise have to be obtained from multiple
platforms and systems. Again, the interaction with the
AI is solely with the travel counsellor, so this feature can
also be considered an AI-supported scenario. Feature 2
primarily addresses employees’ needs to reduce the com-
plexity of operating different systems and, like feature 1,
minimizes distractions during the conversation. Cus-
tomers also benefit from additional information when-
ever counsellors incorporate it into the conversation.

� Feature 3—Personalized presentation of images match-
ing the travel request:
Based on what is spoken, customers are shown suitable
images in the background, such as impressions of the
landscape or possible attractions at the destination. Since
the conversation is enriched by the use of AI, this feature
can be referred to as AI-augmented. This feature there-
fore responds to counsellors’ wishes to improve the at-
mosphere and excitement among customers through the
use of AI, which should ultimately lead to a better coun-
selling experience.

� Feature 4—Evaluation of displayed suggestions using
hand gestures:
While counsellors are busy entering data, customers
are given the opportunity to evaluate various AI-based
suggestions using hand movements analyzed by gesture
recognition. In this case, customers actively interact with
the AI by providing ratings and feedback through their
hand movements, so this feature is categorized as an AI-
performed scenario. On the one hand, this is a playful
way to keep customers occupied and prevent impatience,
and on the other, it gives counsellors an idea of what
customers expect from their holiday.
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5 Discussion and limitations

In our approach, we first aimed to get to know the con-
text of use. In Chap. 4.1 we describe how the workflow of
offline travel counselling is organized and which potentials
and implications arise for AI assistance (RQ1). Thereby,
for practical reasons, we focused on the target groups that
are obviously affected by the planned AI solution, namely
travel counsellors and their clients, who are interested in
travelling and seeking advice. However, most likely, other
stakeholders will be indirectly affected by the AI solution,
for instance, tour operators whose offerings could be less or
more frequently recommended by the AI, competitors that
refuse to use AI solutions, other persons working within
the travel agency, and so on. As the concept of HCAI also
relates to environmental conditions, the AI could be trained
in a way that it favors and recommends travels that meet
sustainability criteria. Whilst this supports environmental
goals and a desirable future for humanity, it could cause
significant challenges to tour operators, who are not spe-
cialized in sustainable travel. In the long term, AI-supported
counselling would also be likely to change public demands
from a societal perspective, e.g. in the sense that it becomes
a standard requirement to be provided with lots of individ-
ually fitting travel opportunities immediately.

In general, the term “human-centered” raises the ques-
tion of which kind of human being should be placed in
the center. From other disciplines stems the advice to avoid
collective singular nouns because they overshadow the het-
erogeneity of humans and instead put forward the notion
that a stereotype human exists (Heßler 2019). Hence, it re-
quires a more precise specification of what kinds of humans
should be addressed in HCAI. The implications might also
differ when humans are considered as a supraindividual
group of people like the society instead of specific indi-
viduals (Bingley et al. 2023; Auernhammer 2020). How-
ever, from a practical perspective, it seems impossible to
consider all the above-mentioned stakeholders and related
wide-scope and long-term effects in such a project, pushing
the concept of HCAI to its limits. Hence, whilst it makes
sense from a theoretical perspective to understand HCD
as an ambitious and more holistic endeavor, i.e., when “hu-
man-centered also means humanity-centered” (Dignum and
Dignum 2020), from a practical viewpoint, it seems very
challenging to live up to this claim, as large supraindividual
and heterogenous groups’ needs can at best be anticipated,
but not be investigated empirically and incorporated in the
design process. We call this the first epistemic problem to
describe that it is almost impossible to empirically assess
the opinion of all possible indirect stakeholders. Therefore,
in practice, HCD can easily become merely UCD, when
only the most directly affected and salient stakeholders are
considered in the design process.

Considering the user requirements (RQ2, cf. Chap. 4.2),
our results indicate that even though most travel counsellors
are generally open to the topic, most of them lack exper-
tise or prior experience with AI. It is therefore important to
critically question whether the employees are able to ade-
quately assess how such a complex and modern technology
like AI will change their working routines. Often, people
have ambivalent feelings towards AI as these technical solu-
tions might likewise support or substitute workers, improve
or devaluate their skills, and make work easier or harder
for them. Consequently, they may over- or underestimate
the possibilities and impact of AI solutions in their work
context. Whereas AI performance is often overestimated
when it comes to concrete use cases such as suggesting
suitable travels (automation bias), more subtle long-term
effects, for instance, on the relation between counsellors
and clients, are underestimated and less considered. This
is even a common challenge in the context of professional
disciplines such as technology ethics or technology assess-
ment. We call this the second epistemic problem to describe
that even if stakeholders can be interviewed, it might nev-
ertheless be impossible to get reliable information about
future scenarios. Consequently, an HCAI approach would
demand very time-consuming initiatives to explain possible
effects to affected persons to be able to receive adequate
feedback from them.

Finally, based on the insights of our previous steps, dif-
ferent design solutions were iteratively developed to address
existing needs in offline travel counselling through AI-as-
sistance (RQ3). To create transparency and communicate
potential design solutions in a low-threshold way, we devel-
oped visually supported scenarios of possible future visions
at the beginning of the project. These were presented and
discussed with employees to enable participation in the de-
cision-making process. Based on the extended profitability
analysis of Reichwald et al. (1996), it is important to include
not only the company view and shareholder view but also
the employee view to draw on the knowledge distributed
throughout the company when making complex decisions
on reorganization or investment projects (Ney 2006). Like-
wise, in the spirit of HCD, there need to be procedures
employed which guarantee the consideration of all possi-
ble affected stakeholders in the design process (Haipeter
et al. 2024; Schröter 2022). In this sense, being asked to
tell their opinions (participation) is different from having
a say in company decisions (codetermination). What would
have happened if users or clients had considered the planned
AI application as completely useless or undesirable? Would
this have led the project team to stop development activities
and further investment? Although we placed great emphasis
on the opinion of the travel counsellors on various possible
design solutions (cf. Chap. 3.3), there was no vested right
and no mandatory process, which guaranteed that their con-
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cerns were considered. Participative approaches can then
easily be degraded to simple methods for obtaining accep-
tance. In this sense, they would rather serve the distribution
of possibly problematic software from an HCAI perspective
instead of contributing to the HCD of AI solutions. Errat-
ically, this would shift the focus away from the desirable
properties of the technology to the desired behavior of hu-
mans, who were obliged to adapt to the available software
in a technology-oriented approach. Then, the participative
approach would contradict the idea and core principles of
HCAI. Similar tendencies can be observed in the popular
debate about how people can be motivated to trust tech-
nology, instead of debating about how technology can be
designed trustworthy (O’Neill 2018). Therefore, technology
ethics is commonly criticized for having the mere function
of guaranteeing acceptance (or completely hindering accep-
tance, Grundwald and Hillerbrand 2021). Overall, we call
this the problem of concern consideration.

To address these challenges, socio-technical approaches,
like the interdisciplinary KOMPASS method for task anal-
ysis and system design, integrating technological, organiza-
tional, and people-related factors (Grote et al. 2000), could
be applied to AI-assisted work design. By embedding de-
tailed considerations of human-machine interaction into the
design process (Grote et al. 1997), these approaches signif-
icantly contribute to human-centered AI. Likewise, mod-
ern and structured value-driven procedure models such as
value-based engineering (VbE) (Spiekermann 2023), which
is standardized in the ISO norm IEEE 7000 “Standard
Model Process for Addressing Ethical Concerns during Sys-
tem Design” (ISO/IEC/IEEE 24748-7000:2022 2022) or the
Value Sensitive Design (Umbrello and van de Poel 2021;
Friedman and Hendry 2019), which is closely related to the
Design for Values (van den Hoven et al. 2015), could con-
tribute to human-centered AI. In particular, VbE provides
clear guidelines and defines responsibilities for incorpo-
rating stakeholders’ values into the process of technology
design and development. In addition, as one of 10 core prin-
ciples, it demands the willingness to forgo investments in
new technology, i.e., investments in systems are not made if
there are ethical reasons like values that are important from
the perspective of certain stakeholders, that speak against
continuing software development. The focus of such ap-
proaches is therefore on values, rather than on identifying
needs and concerns. Values are a core subject of ethics. As
such, they have experienced rising interest in the last years
in the context of ethical AI. While both ethical and human-
centered AI have different starting points from which they
approach, discuss and try to shape AI, both eventually and
ultimately unify in their interest to ensure AI development
for the “well-being” or “flourishing” of human life (Stahl
2021)—at least if HCAI is considered in a wider sense as
a concept necessarily involving all possibly affected per-

sons, as we have suggested in this article. In fact, more
and more researchers suggest to integrate both concepts
(Garibay et al. 2023). However, if HCAI is considered as
a concept which needs to integrate ethical considerations, it
should also include the value-dimension, i.e., stakeholders
should be asked for the values they consider important and
the latter should be incorporated in the development pro-
cess. There is quite a long tradition of research on how to
incorporate value considerations and ethical issues into the
software development processes leading to several dozens
of more or less concrete approaches (Winkler 2023; Do-
nia and Shaw 2021), some of which have been specifically
targeted to AI development (Aldewereld and Mioch 2021).
However, most guidelines typically explain the “why?” and
“what?” but rarely, if ever, the “how?” (Mittelstadt 2019;
Hagendorff 2020). While such approaches all undertake the
effort to systematically address and incorporate ethical is-
sues during development, they so far have only found little
entry into practical AI development (Aldewereld and Mioch
2021). We call this issue the consideration of value-prob-
lem.

In conclusion, despite the best intentions, there are sev-
eral theoretical and practical challenges which may hin-
der AI designers and developers from holistically employ-
ing HCAI design principles, which our real-life use case
demonstrates.

6 Conclusion

Based on a human-centered use case in offline travel coun-
selling, this article demonstrates how AI could potentially
enhance offline travel advice.

Concerning RQ1, the interpersonal, informative inter-
action between the travel counsellor and the customer in
a comfortable atmosphere is identified as a key driver for
customer satisfaction. AI assistance should be used to en-
hance the interaction, minimize interruptions and enrich the
conversation rather than replace it.

With regard to RQ2, the employees, who hardly had any
previous points of contact or associations with AI, were
predominantly open and curious about the planned ideas.
Unexpectedly, the employees themselves showed no con-
cerns about loss of privacy through speech analysis but
noted that data protection concerns could be an obstacle
for customers. There were a few skeptical voices with the
fear that AI assistance could devalue the job description
of counsellors, reducing their work to the one of a pure
salesperson. This illustrates the far-reaching impact of tech-
nology introduction at the workplace and stresses the need
for HCD elements, particularly when a possibly well-in-
tentioned simplification and change in work inadvertently
threatens self-image.
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With respect to RQ3, we describe four AI-based fea-
tures that aim to improve the service quality of offline travel
counselling, namely automatic form completion using real-
time speech analysis, automatic provision of additional in-
formation, personalized presentation of images matching
the travel request, and an evaluation system for displayed
suggestions using hand gestures.

At the same time, our experiences show that some HCAI
design principles reach their limits in practice. We mainly
identified two epistemic and two consideration problems
(cf. Chap. 5). They describe that in most AI contexts not all
stakeholders can be asked and that for many stakeholders it
will be very difficult to assess the relevant impact of the AI
solutions. In addition, it refers to the problem of guarantee-
ing that stakeholder concerns and also their values in the
vein of ethical AI are considered in the design and devel-
opment process. Some modern procedural models such as
value-based engineering indeed provide solutions, but these
are not widespread in practice.
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