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The J-curve effect in agricultural
commodity trade: an empirical

study of South East
Asian economies

Ivan D. Trofimov
Victoria University of Wellington, Wellington, New Zealand

Abstract

Purpose – In this paper we examine the validity of the J-curve hypothesis in four Southeast Asian economies
(Indonesia, Malaysia, the Philippines and Thailand) over the 1980–2017 period.
Design/methodology/approach –We employ the linear autoregressive distributed lags (ARDL) model that
captures the dynamic relationships between the variables and additionally use the nonlinear ARDLmodel that
considers the asymmetric effects of the real exchange rate changes.
Findings –The estimatedmodels were diagnostically sound, and the variables were found to be cointegrated.
However, with the exception of Malaysia, the short- and long-run relationships did not attest to the presence of
the J-curve effect. The trade flows were affected asymmetrically in Malaysia and the Philippines, suggesting
the appropriateness of nonlinear ARDL in these countries.
Originality/value –The previous research tended to examine the effects of the real exchange rate changes on
the agricultural trade balance and specifically the J-curve effect (deterioration of the trade balance followed by
its improvement) in the developed economies and rarely in the developing ones. In this paper, we address this
omission.

Keywords J-curve, Agriculture, Nonlinear ARDL, Cointegration

Paper type Research paper

Introduction
Agriculture remains a major sector across most of Southeast Asian/SEA economies (with the
exception of highly urbanised Singapore and Brunei Darussalam). The Association of
Southeast Asian Nations (ASEAN) Secretariat publication (ASEAN Secretariat, 2019)
indicates that the agricultural production share of gross domestic product (GDP) ranged from
6.2% in Thailand to 12.5% in Indonesia and 24.6% in Myanmar as of 2018 and for the
average of ASEAN economies stood at 12 and 10.3% in 2010 and 2018 respectively. The
consideration of the international effects on the agricultural economies of the region is
therefore a salient empirical issue. The empirical literature tended to examine the volatility of
agricultural commodity prices, the possible deterioration of agricultural terms of trade, the
influence of the fluctuations in the exchange rates, amongst other issues. However, the
Marshall-Lerner condition and the J-curve effect hypothesis that describe the relationship
between the fluctuation of exchange rate and the country’s balance in agricultural trade (as
opposed to the aggregate trade) received limited consideration in the literature, the works by
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Kim et al. (2004), Baek and Koo (2008), Baek et al. (2009), Gong and Kinnucan (2015) and
Chebbi and Olarreaga (2019) being the notable exceptions.

The purpose of the paper is to address this shortcoming. In contrast to previous studies
that focused, due to data availability issues, on a limited number of economies (most
commonly the USA), we examine four Southeast Asian economies: Malaysia, Indonesia, the
Philippines and Thailand and consider the presence (absence) of the J-curve effect using the
annual data for the 1980–2017 period. A multivariate autoregressive distributed lag
(ARDL) model is employed to capture delayed effects of the exchange rate on the trade
balance and the switch from initially negative to positive effects of the former variable on
the latter, as well as to address the possible asymmetric effects (when depreciation and
appreciation of the currency deliver changes in the trade balance that are different not only
in sign but also in size) [1]. We therefore use linear and nonlinear versions of ARDL for each
individual economy, an approach that has been previously taken to examine the J-curve in
the aggregate trade of the country (Bahmani-Oskooee and Gelan, 2012; Nusair, 2017). The
use of aggregate trade data to establish J-curve effect may result in the rejection of the
hypothesis or obfuscate the presence of the curve, particularly when the country in
question is industrialised and principally trades in manufactured goods (that tend to have
higher import and export elasticities). In this regard, the focus on the developing countries’
trade and consideration of the agricultural trade alone (as opposed to the aggregate trade)
may be warranted.

The choice of the study period and the sample of economies is warranted due to the
following considerations. The economies in question differ in many respects: the countries
that were net exporters of agricultural products throughout the period (Indonesia, Malaysia
and Thailand) and the economy that switched between two states during the period
(Philippines). The economies also differed in terms of foreign exchange management policies
and the pace of moving to more flexible exchange rates (independent floating in the
Philippines, managed floating in Thailand and Indonesia versus fixed peg in Malaysia; IMF,
2005), the dominance of agricultural exports in the total exports or the proportion of food
imports in the total imports, the overall level of development (Malaysia versus Indonesia).
The study period includes a number of salient macroeconomic events: Third World debt
crisis of the early 1980s, the Asian Financial crisis of 1997–8, the Global Financial crisis of
2008–08, the period of low agricultural commodity prices in the 1980s and conversely the
commodity boom of the 2000s. In addition, in line with the remark of Rose and Yellen (1989,
p. 58) about the particular equilibrium nature of the J-curve phenomenon that necessitates
higher disaggregation of trade data and consideration of the trade of the sector or industry to
obtain more reliable results, we focus on a specific economic sector (agriculture) rather than
on aggregate trade of the country.

The outline of the paper is as follows. Section 2 reviews the existing literature on the
J-curve effect in the aggregate and agricultural trade. Section 3 describes the data, the model
and the econometric method. Section 4 presents the empirical results, whilst Section 5
provides the conclusion alongside the discussion of the findings.

Literature review
The hypothesis that underpins the J-curve effect is the deterioration of the trade balance of the
country immediately after depreciation (devaluation) of its currency followed by the balance
improvement as economic agents adjust to changed foreign currency conditions. The
adjustment processes that constitute the J-curve effect are explained with reference to the
Bickerdike-Robinson-Metzler (BRM) and Marshall-Lerner (ML) conditions (the latter as a
special case of the former). The exposition of the conditions follows Baek et al. (2006, pp. 5–7).
The trade balance is defined as:
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TB ¼ PxQx � EPxQm (1)

where TB is the trade balance of country A that experiences its currency devaluation
(depreciation), Px is the domestic price of the good in country A bound for exports to country
B, Px is the foreign price of the good in country B bound for exports to country A (or
equivalently the good imported by country A), E is a nominal exchange rate, Qx and Qm are
export and import volumes. The effect of the exchange rate on country A’s trade balance is
obtained from the differentiation of the above trade balance equation with respect to E (BRM
condition):

dTB

dE
¼ PxQx

�ð1þ εÞη
ðεþ ηÞ

�
� EPxQm

�ð1� ηÞε
ðεþ ηÞ

�
(2)

where η and η are domestic and foreign price elasticities of demand for imports and ε and ε
domestic and foreign elasticities of the supply of exports. Assuming trade balance in initial
equilibrium (TB ¼ 0) and perfect supply elasticities in both trading countries (ε→∞ and
ε→∞), the BRM condition transforms to ML condition as:

ηþ η > 1 (3)

Whilst the sum of elasticities in ML exceeds unity and the devaluation is to improve trade
balance in the long-run, the interim adjustments in the short-run are more complex, as
illustrated by the J-curve effect. Immediately after devaluation (currency-contract period), the
prior contracts are executed none-withstanding devaluation, i.e. whilst E rises (or falls
depending on whether direct or indirect quotation is used for the exchange rate) and there is
deterioration in the trade balance, there is no effect on prices or volumes. In a pass-through
period that follows, the prices adjust with no changes inQx andQm. The change in the prices
of imported goods initiates the substitution process between imported and domestically-
produced goods, but this process is yet incomplete at this stage. The ultimate effect at this
stage depends on the values of import demand and export supply elasticity, with multiple
outcomes possible (Magee, 1973, p. 317). For instance, the inelastic demand for the exports of
the country that devalues its currency (CountryA) and the inelastic demand for the imports of
that countrywould result in trade balance deterioration during the pass-through stage, whilst
the inelastic supply for the country’s exports and imports would bring trade balance
improvement. In the quantity adjustment period, the Qx and Qm start to adjust, thereby
completing the substitution process. With both export and import elasticities increasing
compared to previous periods,Qx rises faster in response to the fall in goods prices (in foreign
currency), whilst Qm falls faster in response to goods price increase (in domestic currency).
The trade balance thereby moves into surplus. Given the differential elasticities in currency-
contract and pass-through periods and the reactions in the quantity adjustment period, there
is no a priori assumption that J-curve pattern will eventuate: Magee noted the possibility of I-,
L-, M-, N-, V- and W-curves.

The empirical research on the Marshall-Lerner condition and J-curve effect has been
voluminous and extensive, covering both the aggregate trade of the country with the rest of
the world, as well as bilateral trade for a pair of economies, including trade at disaggregated
level (Lal and Lowinger, 2002; Nusair, 2017; Bahmani-Oskooee and Harvey, 2016). The
findings were generally mixed, conditional on the sample of the economies in the study, the
period considered, the econometric methodology used, the specification of the model, the
broader political and macroeconomic context as well as definition of the relevant variables.

Some earlier empirical studies of the J-curve effect considered the Southeast Asian
economies alongside economies from other regions. This was the case of Lal and Lowinger

REPS
9,4

360



(2002) who included Indonesia in a sample of seven economies, applied Johansen
cointegration method to the aggregate trade data and established the significant
relationship between trade balance and exchange rate in the short- but not the long-run.
The study by Onafowora (2003) focused on the bilateral trade relationships of Indonesia and
other East Asian economies with the US and Japan respectively. The author applied Johansen
cointegration test and impulse-response functions and established improvement in the trade
balance of Indonesia with both trading partners in the long run.

More recently, a number of studies with a specific focus on individual South East Asian
economies came to the fore. Bahmani-Oskooee and Harvey (2009) considered the trading
partners of Indonesia over the 1974Q1–2008Q4 period and confirmed the presence of J-curve
in the trade with five out of thirteen trading partners. Bahmani-Oskooee and Kantipong
(2001) examined the bilateral trade of Thailandwith its fivemajor trading partners (Germany,
Japan, Singapore, UK and the US) over the 1973Q1–1997Q4 period and, using cointegration
analysis, managed to confirm the J-curve effect in two trading relationship (with Japan and
the US). Harvey (2018) applied linear and nonlinear ARDLmodels to the international trade of
Philippines with its major trading partners over the 1981Q1–2015Q4 period and confirmed
the significant J-curve effect in the trade with two trading partners, based on a linearmodel. It
additionally established short- and long asymmetry in the trade with three partners. In the
case of Malaysian trade, Duasa (2007) and Yusoff (2010) reported no significant link between
the exchange rate and Malaysia’s aggregate trade balance with the rest of the world. This
result echoed the earlier finding that trade balance in Malaysia was affected by real money
and less so by the nominal exchange rate (Liew et al., 2003). On the other hand, Bahmani-
Oskooee and Aftab (2018) applied nonlinear ARDL model to examine Malaysia–China
bilateral trade over the March 2001–December 2015 period and demonstrated significant, yet
asymmetric effects of ringgit depreciation in up to one-third of industries, including the
largest one that accounted for more than 25% of bilateral trade. In a similar vein, Bahmani-
Oskooee and Aftab (2017b), based on monthly Malaysia–Thailand bilateral trade flow data
from 61 industries over the April 2000–December 2014 period, indicated the favourable
effects of depreciation in the majority of industries and additionally confirmed long-term
asymmetric effects in 43% of industries in question. In the case of Malaysia–Singapore
bilateral trade during April, 2000–December, 2014 period, Bahmani-Oskooee et al. (2016)
discovered short-term asymmetric effects of depreciation in almost all industries and showed
significant positive influence of depreciation of the trade balance of petroleum and electrical
machinery industries that constitute 40% of aggregate trade. In the case of Malaysia-Korea
bilateral trade (over the March 2001–December 2015 period), the significant or asymmetric
effects of depreciation were found to be limited, despite the application of nonlinear and
disaggregated model: significant short-run cumulative, significant adjustment asymmetry
and long-run asymmetric effects were discovered only in 13, 21 and 18 out of 55 industries
respectively (Bahmani-Oskooee and Aftab, 2017a, b).

The studies focussing on the sectoral trade were limited. Amongst them is Meade (1988)
who examined the J-curve in the capital, consumer industrial supplies sectors in the US,
Yazici (2010) who considered the effect in services sector in Turkey, Wijeweera and Dollery
(2013) and Prakash and Maiti (2016) who compared J-curve effects in the goods and services
sectors in Australia and Fiji respectively and Cheng (2020) who estimated J-curve for the
aggregate services trade and for the trade in particular services categories in the US. The
findings were likewise mixed.

The early research on the linkage between foreign exchange and agricultural trade
concerned the estimation of the export demand equations with exchange rates as one the
regressors (the overview of the relevant literature contained in Carter and Pick, 1989, pp. 714–
715). Konandreas et al. (1978) established the sensitivity of the US exports to exchange rate
fluctuations during the 1954–72 period, notwithstanding the fact of low statistical

Agricultural
commodity

trade

361



significance of the coefficients of the exchange rate. The study of the five export commodities
in the US by Chambers and Just (1981) that used US quarterly data generally confirmed the
finding, but identified the statistically significant exchange rate coefficients only in the case
of corn, but not wheat and soybeans. Batten andBelongia (1986) focused on the exchange rate
effects of export volumes and stated that such effects were small and short-lived. On the other
hand, Henneberry et al. (1987) rejected any significant exchange rate effects, on the grounds of
small demand and supply elasticities for agricultural commodities (leading to fluctuation in
prices as per cobwebmodel, but not in export volumes), or higher relative importance of other
factors, such as foreign income or terms of trade.

The earliest study of the effects of depreciation on the US agricultural trade balance (as
opposed to export prices and volumes alone) by Carter and Pick (1989) established the
initially negative effects of depreciation that persisted for a period of nine months and
improvement of the trade balance thereafter (hence, the presence of the J-curve effect). The
studywas based on quarterly data from the 1973–85 period and employed a linear regression
model with polynomial distributed lags to capture the pass-through effect of the exchange
rate depreciation on trade variables.

Doroodian et al. (1999) considered US trade in agricultural and manufacturing goods and
estimated the trade balance equation with Shiller lag structure imposed on the exchange rate
variable (the preferred approach when the exact functional form of the distributed lag model
is unknown). The findings supported the J-curve effect in agricultural trade and failed to
support the hypothesis in the manufacturing trade.

Baek et al. (2009) examined the relationship between the exchange rate and the
agricultural trade balance in the trade of the US with its 15 principal trading partners over
1989Q1–2007Q4 period, using the autoregressive distributed lags (ARDL) methodology and
did not identify any J-curve patterns. Their study, however, did not control for the country-
specific factors that could affect the relationship, such as national production and trade
structure, macroeconomic and exchange rate policies and various structural jolts (spikes in
commodity prices, financial crises, political disturbances).

Kim et al. (2004, pp. 141–142) examined the bilateral agricultural trade between the USA
and Canada using the quarterly time series for the 1983–2000 period and applying the vector
error-correction and vector moving average models (VECM and VEM). Exchange rate was
found to have significant impact on both USA exports to Canada and US imports from
Canada in the short-run, whilst in the long-run the exchange rate effects remained significant
only for the US imports, being a major determinant of growing US trade deficit with Canada.
On the other hand, the exchange rate was weakly exogenous, I.e. causing deviation of the
model from the steady-state, but not affected by other variables (the result consistent with a
small size of the agricultural sector relative to the total US economy). The effect of exchange
rates on the US agricultural prices and agricultural income in the short- and long-run were
also significant, albeit marginal in size.

Chebbi and Olarreaga (2019) considered agricultural trade balance in Tunisia during the
1965–2011 period and employed the Johansen-Juselius test of cointegration andVECMmodel.
In contrast to themajority of the literature, the depreciationwas found to have no effect on the
trade balance in the short-run and negative effect in the long-run, principally due to the shift
in the exchange rate policies that took place at the end of 1980s. Prior to the reform, the
devaluations of Tunisian dinar within the fixed exchange rate regime were used to boost the
competitiveness of agricultural exports and improve agricultural trade balance, whilst after
the policy change a flexible exchange rate regime was introduced, allowing more stable
currency but little positive effects on the trade balance.

Yazici (2006) examined the agricultural trade balance in Turkey using similar
methodology to Carter and Pick (1989), i.e. linear regression with polynomial distributed
lags. The identified movements in the trade balance appeared to contradict J-curve
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hypothesis (depreciation leading to deterioration of trade balance in the short-term followed
by transient improvement and by another deterioration). In addition, the sum of the exchange
rate coefficients at different lags was negative, indicating the negative effects of devaluation
on the trade balance in the long-run.

The knowledge gap is thus twofold. Firstly, a greater empirical work is needed in the
analysis of the Marshall-Lerner condition and J-curve effect in the agricultural trade of the
developing economies, including Southeast Asia. The empirical research revealed certain
inconsistencies in the analysis of disaggregated trade balance data at the industry level
and thus analysis at the level of individual industries and sectors is worthwhile. Secondly,
an application of nonlinear models is warranted. As noted by Bussiere (2013), the
adjustments by exporters and importers tend to be different during currency appreciation
versus depreciation, due to asymmetric reaction of export and import prices to exchange
rate changes, implying that trade quantities and trade balance adjust asymmetrically as
well. In addition, the asymmetric adjustments in the trade balance may be attributed to the
fact that trade balance is a single measure that incorporates exports and imports which
originate in countries with different rules, regulations and trade policy context and thus
different adjustment dynamics. Overall, as noted by Bahmani-Oskooee and Aftab (2018),
the disregard of these nuances in the linear models tends to demonstrate an insignificant
link between trade balance and exchange rate in cases where such link exists and is
significant.

Methodology
Model
In line with previous research, the empirical model is represented by the following equation:

ln TBit ¼ αþ β1i lnYit þ β2i ln YROWit þ β3i ln RERit þ εt; (4)

where ln TBit, lnYit, ln YROWit and ln RERit indicate respectively the logarithms of the trade
balance of country iwith the rest of the world, income (GDP) of this country, income (GDP) of
the “rest of theworld” and real or real effective exchange rate (RER or REER) of the country at
period t.

Concerning the latter variable, we use two alternative exchange rate measures, obtained
respectively from the International Monetary Fund (IMF) and the US Department of
Agriculture (USDA) databases. The former measure is the RER of the country, defined as
REER ¼ EPd=Pf

, where E is the country’s nominal exchange rate (units of foreign currency

per one unit of domestic currency), Pd and Pf are domestic and foreign prices. The latter is the
bilateral RER of the country with the US, defined as RER ¼ EPf Pd, where the nominal
exchange rate is expressed as units of domestic currency per one unit of foreign currency. In
both cases, the foreign currency is the US dollar, the domestic currency is the currency of
country in question and domestic and foreign prices are approximated by the respective
consumer price indexes. Following Chebbi and Olarreaga (2019), the use of bilateral exchange
rate data for the analysis of agricultural trade of the country with rest of the world is justified,
given the absence of the IMF REER data for many economies and (as shown further) tight
correlation of the two measures (bilateral RER and REER).

With USDA version of RER, we hypothesise the existence of the J-curve if the short-run
coefficient of RER is negative but its long-run coefficient is positive, whilst with the IMF
version of REER, the relation is the opposite (positive coefficient in the short-run and negative
in the long-run). With regard to other variables we expect the negative effect of GDP of the
country on the country’s trade balance, given that increase in GDP leads to import growth
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with imports entering the aggregate demand equation with a negative sign. However, the
positive effects of domestic GDP on the trade balance may be experienced, if domestic
production of importables grows ahead of their consumption, resulting in the decrease in
import volume (Magee, 1973). The growth of GDP in the test of the world will stimulate
country’s export and have positive influence on the trade balance (hence the sign of the
respective coefficient is expected to be positive).

Data
The data on the value of agricultural exports and imports is taken from the Food and
Agriculture Organisation Statistics (FAOSTAT) database. The agricultural products traded
include crops and livestock, with the primary data collected according to the standard
International Merchandise Trade Statistics (MITS)methodology. The agricultural trade data
covers all major types of transactions, including regular trade, barter trade, goods on
consignment, goods on financial lease, goods traded between enterprises under common
ownership, goods traded on government account and goods traded with the intent of further
processing. The statistical value of exports and imports excludes trade taxes, such customs
duties, value added tax, excise duty, levies, export refunds or other taxes with similar effect,
but includes expenses associated with bringing the goods to the place of destination (freight
and insurance). The quantities of goods exported or imported are measured in tonnes. The
value of exports and imports are measured respectively on FOB (free on board) and CIF (cost,
insurance and freight) bases. The trade flows cover all crop and livestock products imported
and exported during the reference year by country. The complete list of goods at aggregated
level includes beverages, cereals and preparations, dairy products and eggs, fats and oils
(excluding butter), fodder and feeding stuff, fruit and vegetables, meat and meat
preparations, nonedible crude materials, sugar and honey, tobacco, alcoholic beverages,
pulses, roots and tubers, other food.

The value of exports or imports is defined as the export or import quantities (tonnes for
crops and thousand units for livestock products) multiplied by the per unit export or import
values (reported as free-on-board/FOB or cost-insurance-freight/CIF values). The reported
data is in nominal terms; it is not deflated to the real terms, since the trade balance in
agricultural products is calculated as the ratio of the nominal values of exports to imports.
The United States Department of Agriculture Economic Research Service (USDA ERS)
agricultural exchange rate data set contains the annual REER for the relevant countries.
USDA ERS uses IMF International Financial Statistics data on nominal exchange rates
alongside the IMF data on the consumer price indexes (with 2010 set as a base year). The
trade weights for REER calculation were obtained from the USDA ERSGlobal Agricultural
Trade System (GATS) 2014–16 data. As an alternative indicator we also used the IMF
REER index derived using Consumer Price Index (CPI) data with 2010 as a base year. The
GDP data has likewise been obtained from the USDA ERS International Macroeconomic
Data Set (“Real GDP, 2010 Dollars, Historical” file). The “rest of the world GDP” for an
individual economy is defined as the world GDP in particular year net of GDP of that
individual economy. The description of the variables is provided in Table A1 in the
Appendix.

Econometric method
We used linear and nonlinear version of ARDL model to verify the presence of J-curve effect.
In the error-correction form, the linear ARDL is given as:
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Δln TBit ¼ α0 þ
Xn

k¼1

βt−kΔln TBi;t−k þ
Xn

k¼0

λt−kΔlnYi;t−k þ
Xn

k¼0

γt−kΔln YROWi;t−k

þ
Xn

k¼0

υt−kΔln RERi;t−k þ δ1 ln TBi;t−1 þ δ2 lnYi;t−1 þ δ3 ln YROWi;t−1 þ δ4 ln RERi;t−1 þ μt

(5)

Firstly, we conduct Pesaran et al. (2001) bounds test (test of the joint significance of the lagged
variables in levels) to establish the presence of cointegration amongst the variables. The null
hypothesis of the test is of the coefficients of the lagged level variables equal to zero (i.e.
δ1 ¼ δ2 ¼ δ3 ¼ δ4 ¼ 0), whilst the alternative hypothesis is of the absence of such equality
(δ1 ≠ δ2 ≠ δ3 ≠ δ4 ≠ 0). The test statistics is compared with the critical values at upper and
lower bound, with cointegration present when the statistics exceed the upper bound Ið1Þ. The
absence of cointegration is indicated when the test statistics is below the lower bound Ið0Þ,
whilst the indeterminate case when the test statistics is between the bounds. To confirm the
finding, the Banerjee-Dolado-Mestre (BDM) cointegration t-test is conducted (Banerjee et al.,
1998). The null hypothesis of no cointegration (H0 : δ1 ¼ 0 and the respective t-statistics is
above the test critical value) is contrasted with an alternative hypothesis of the presence of
cointegration (H1 : δ1 < 0 and the t-statistics is smaller than the critical value). Secondly, we
ensure that the ARDL model passed the requisite diagnostic tests (normality,
heteroskedasticity, stability, functional form and, importantly, the serial correlation) and
that error-correction coefficient is significant and falls within ð0; − 1Þ range. Thirdly, the
long-run relationships are established by normalising the coefficients of the lagged level
regressors on the coefficient of the lagged level dependent variable (δ2, δ3 and δ4 on δ1).
Respectively, the short-run relationships are indicated by the coefficients of the first-
differenced variables.

To ensure the appropriateness of ARDL model that does not envisage any variables that
are integrated of order two, Ið2Þ, we conducted unit root tests of the first differences of the
variables. The stationarity of the variables would indicate the absence of Ið2Þ integration
order. To address the possible presence of serial correlation in the ARDLmodel, the sufficient
number of lags of the dependent variable and regressors was allowed: given the use of annual
data with 38 observations, the maximum lag for the selection procedure was set at four and
the optimal number of lags was selected using Akaike Information Criterion (AIC) that, as
opposed to Schwarz Information Criterion (SIC), is less restrictive in terms of the lag selection.

Within linear ARDL framework, with the ratio of exports to imports as representation of
the trade balance and USDA representation of REER, following depreciation the J-curve
effect is indicated if coefficient of the first difference of RER is negative (υt < 0), but the long-
run normalised coefficient of RER is positive (δ4 > 0). An alternative interpretation, given by
Rose and Yellen (1989) is the presence of the J-curve when coefficient of the first difference of
RER is negative at lower lags, but positive at higher lags. Conversely, with IMF
representation of REER, the J-curve effect holds, when υt > 0 is positive and δ4 < 0 is
negative, or, in line with Rose-Yellen interpretation, the υt at lower lags is positive but at
higher lags is negative.

The nonlinear version of ARDL (Shin et al., 2013), as an extension of linear ARDL, likewise
disentangles short- and long-run impacts and additionally allows for asymmetric effects of
appreciation and depreciation on the trade balance (the necessary feature, if it is assumed that
price elasticities and expectations change following exchange rate change). Nonlinear ARDL
is given as:
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Δln TBit ¼ a0 þ
Xn1
k¼1

b0kΔln TBi;t−k þ
Xn2
k¼0

c0kΔlnYi;t−k þ
Xn3
k¼0

d0kΔln YROWi;t−k

þ
Xn4
k¼0

e0kΔlnRER
þ
t−k þ

Xn5
k¼0

f 0kΔlnRER
−

t−k þ δ0 lnTBi;t−1 þ δ1 lnYi;t−1 þ δ2 lnYROWi;t−1þ

þδ3 lnRER
þ
t−1 þ δ4 lnRER

−

t−1 þ υt (6)

where RERþ
t andRER

−

t represent the partial sums of positive and negative changes in the real
exchange rate.

The partial sums are calculated as:

RERþ
t ¼

Xt

j¼1

Δln RERþ
j ¼

Xt

j¼1

maxðΔln RERj; 0Þ (7)

RER−

t ¼
Xt

j¼1

Δln RER−

j ¼
Xt

j¼1

minðΔln RERj; 0Þ (8)

With USDA representation of REER and trade balance as ratio of exports to imports, in the
nonlinear ARDLmodel, the J-curve effect is present following depreciation, when the normalised
coefficient of lnRER−

t−1 is positive and significant (δ4 > 0), whilst the coefficients ofΔlnRER−
t−k

are negative and significant. Conversely, with IMF representation of REER, the J-curve effect is
established when δ4 < 0 and the coefficients of ΔlnRER−

t−k are positive and significant. The
Marshall-Lerner condition is satisfied if δ4 > 0and δ4 < 0 in the long-run for theUSDAand IMF
representations of REER respectively (in both linear and nonlinear ARDL).

The null hypothesis of no cointegration (H0 : δ0 ¼ δ1 ¼ δ2 ¼ δ3 ¼ δ4 ¼ 0) is contrasted
with a cointegration alternative (HA : δ0 ≠ δ1 ≠ δ2 ≠ δ3 ≠ δ4 ≠ 0) and the respective statistics is
examined with reference to Ið0Þ and Ið1Þ critical bounds. Additionally, the long-term
asymmetry test is conducted to ensure the appropriateness of the nonlinear model, assuming
the absence of asymmetry under the null, γþ ¼ −δ3=δ0

¼ γ− ¼ −δ4=δ0
.

Empirical results
The first step in empirical analysis was examination of descriptive statistics (Table A2 in the
Appendix). Themeans, medians, maximum andminimumvalueswere positive for all variables
except the trade balance in the Philippines. The variables were generally symmetric, but
exhibited significant skewness in the case of trade balance in the Philippines and Thailand.
Excess kurtosis was observed for the REER in Indonesia. In most instances the maximum or
minimum values did not exceed (fall below) the mean by more than 20–30% percent, but a
number of outliers were observed in the trade balance in each of the four countries (in Malaysia
in 2001, in Indonesia in 1981–82, in Thailand in 1982 and in the Philippines in 1980). These
outliers correspond to the crises periods – the period immediately after theAsian financial crisis
of 1997–98 or the second oil shock anddeveloping countries debt crisis of the early 1980s. On the
other hand, the Jarque–Bera test failed to reject the null hypothesis of the normal distribution for
all variables and economies in question, except for the logarithm of the trade balance in the
Philippines and Thailand. Overall, the descriptive statistics point to the presence of
nonlinearities and certain outliers that justify the use of nonlinear models.

To ascertain the appropriateness of applying the ARDL models we performed unit root
tests [augmented Dickey–Fuller test (ADF) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS)]
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on the first difference of the variables (Table 1). Given that ARDL cannot be used if any of the
variables is Ið2Þ, the (trend) stationarity of the first difference of the variable indicates the
absence of Ið2Þ integration order. Regarding the ADF test (with either constant or constant
plus trend deterministic component), the unit root null hypothesis was rejected at 1%
significance level for all variables except the logarithms of the GDP in the Philippines and
Thailand (where the hypothesis was rejected at the 5% level). For the KPSS test, the null
hypothesis of (trend) stationarity was not rejected in the majority of cases. Whilst in most
cases, the KPSS statistic was obtained based on automatic selection of the bandwidth, in few
instances (logarithm of GDP in the Philippines and the logarithm of the trade balance in
Malaysia and the Philippines) the fixed bandwidth was needed to prevent the rejection of the
null. In Table 1, these latter KPSS statistics are indicated in italic, whilst the ADF rejection of
the unit root null at 5% level is indicated in italics. Overall, we conclude that neither of the
variables is Ið2Þ.

Tables 2 and 3 contain linear short- and long-run ARDL estimates for the four economies.
For Malaysia and the Philippines, the two linear models have been estimated, one with the
USDA RER, the other with IMF REER measure (we respectively denoted them as Models 1
and 2). The maximum number of lags for the selection purpose varied for each individual
economy and, in the case of the second model for Malaysia, the number of lags was set fixed.
The lag selection was driven by the need to eliminate serial correlation in ARDL, and to this
end, the AIC was used as the one that tends to select a larger number of lags (as opposed to
Schwarz Bayesian Criterion that tends to “under-fit” the model).

All four models have passed the requisite diagnostic tests: the residuals are normally
distributed, as indicated by the Jarque-Bera test and contain no serial correlation, as
demonstrated by the Breusch–Pagan Lagrange multiplier (LM) test (in the case of Indonesia,
the LM statistics only barely exceeds the 5% critical level, however, according to the F-test
version of the Breusch–Godfrey test the null hypothesis of no serial correlation is not
rejected). All models have also passed Ramsey (RESET) functional misspecification test (with
null hypothesis of correct specification not rejected in all models) and the Breusch–Pagan–
Godfrey LM test of heteroskedasticity (with the null hypothesis of no heteroskedasticity
likewise not rejected). All models were stable, as indicated by the cumulative sum of recursive

Country Test lnY lnYROW lnRER lnREER lnTB

Indonesia ADF (c) �4.612 �4.733 �6.905 �6.140
ADF (ct) �4.541 �4.676 �7.108 �6.060
KPSS (c) 0.081 0.060 0.226 0.074
KPSS (ct) 0.079 0.058 0.035 0.064

Malaysia ADF (c) �4.937 �4.752 �4.820 �4.612 �7.831
ADF (ct) �4.962 �4.693 �4.755 �4.551 �7.774
KPSS (c) 0.175 0.059 0.115 0.069 0.146
KPSS (ct) 0.072 0.067 0.076 0.063 0.030

Philippines ADF (c) �3.162 �4.764 �4.870 �5.928 �6.653
ADF (ct) �8.541 �4.708 �4.869 �6.047 �6.806
KPSS (c) 0.442 0.060 0.109 0.143 0.330
KPSS (ct) 0.085 0.068 0.065 0.059 0.093

Thailand ADF (c) �3.205 �4.756 �4.516 �6.396
ADF (ct) �3.571 �4.696 �4.561 �6.399
KPSS (c) 0.320 0.058 0.159 0.099
KPSS (ct) 0.067 0.068 0.063 0.066

Note(s): The “c”, “t” and “ct” subscripts indicate test specifications with constant, trend, and constant
plus trend
Source(s): Table by author

Table 1.
Unit root tests’ results
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Linear ARDL results -
short-run results
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residuals (squared) tests (CUSUM and CUSUMSQ), however, in the case of Indonesia and in
Model 2 for Malaysia the introduction of dummy variables was required to achieve stability.
The overall significance of the models was sufficient with adjusted R2 ranging from 0.301 to
0.689. According to the bounds F-test, the null hypothesis of no cointegration was rejected at
the 5% significance level in Indonesia and Thailand and at the 1% level in Model 1 for
Malaysia and in both models for the Philippines. In the Model 2 for Malaysia, the F-test
statistic fell within Ið0Þ and Ið1Þbounds, however, with reference to the error-correction term
(ECT), that is negative and highly significant, we conclude that there was cointegration
amongst the variables in this case as well. In other economies the ECTwas likewise negative
and the speed of adjustment to the long-run equilibriumwas substantially high (ranging from
approximately 0.426 in Indonesia to as high as 0.908 in Malaysia’sModel 1, i.e. up to 91% of
disequilibrium was corrected in the following period).

In line with theoretical predictions, in Indonesia, Malaysia and Thailand, the long-run
coefficient of domestic GDPwas significant and negative, whilst the coefficient of the “rest of
the world” GDP was positive. Domestic economic growth of the three countries was
accompanied by the growth of agricultural imports, whilst economic growth overseas
stimulated agricultural exports (manifested, for instance, in a number of vibrant export
industries, such as rubber in Thailand, palm oil in Malaysia and cocoa and palm oil in
Indonesia (David et al., 2007, p. 4).

In the Philippines the signs of the effects were the opposite: positive effects of domestic
GDP and the negative effects of the “rest of the world” GDP. In the post-1980 period the
Philippines had the lowest GDP growth rate in South East Asia, whilst the deterioration of the
agricultural trade balance (that was particularly drastic in the early 1980s) slowed down to
the extent that the balance was rather stable since themid-1990s. On the other hand, the trade
liberalisation initiatives of the early 1980s were reversed a number of times and, since the end
of 1980s, have been losing momentum, with import-substitution and protectionist practices
and policies, including the most distorting ones, persistent in a large number of agricultural
products (David et al., 2007, pp. 8–9). The combined effect of the two developments was a
positive effect of domestic GDP on the agricultural trade balance. The “rest of the world GDP”
exercised a negative effect on Philippines agricultural trade balance. Whilst the upswings in
international commodity prices were experienced during the 1980–2013 period (e.g.
“commodity super cycle” of the 2000s), the Philippines’ agricultural exports were sluggish.
The problem was manifested in the slowdown of traditional commodities’ exports (coconut,
tobacco, sugar) and the insufficient growth in the high-value-added agricultural exports,
whilst the sector as a whole was constrained by institutional and governance weaknesses,
rent seeking and infrastructural and research bottlenecks (David, 2003).

The definition of the J-curve that relies on the comparison of the long- and short-run RER
coefficients, indicates its presencewhen the long-run normalised coefficient of RER is positive
but the short-run coefficient is negative (if USDA measure of RER is used) and conversely
positive short-run and negative long-run coefficients (if IMF measure of RER is applied). In
the case of Indonesia and Thailand both types of coefficients were negative. In Malaysia, the
J-curve hypothesis was supported in the model with USDA measure of RER, as well as with
IMFmeasure, albeit in the latter case the long-run coefficient, whilst having correct sign, was
not significant. In the Philippines, the Model 1 estimates suggest the presence of J-curve,
given that the long-run coefficient is positive but short-run coefficient is negative (and not
significant). The Model 2 rejects the J-curve hypothesis in the Philippines, given that both
types of coefficients are negative. The definition of the J-curve adopted by Rose and Yellen
(1989) examines the change in the signs of RER short-run coefficients. In this paper, this
version of the hypothesis could only be verified in Malaysia, where the ARDLmodel selected
a sufficient number of RER first-difference terms. InModel 1, the first lag of the differenced
RER was positive and insignificant, whilst further lags were negative and significant. In
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Model 2, the change of the sign was the opposite (from negative and insignificant to positive
and significant). Overall, there is certain evidence supporting the J-curve hypothesis in
Malaysia, but not the other three economies.

In Indonesia and Thailand, depreciation did not improve agricultural trade balance in the
long-run, whilst in Malaysia and the Philippines the improvement was witnessed in the
models with USDA based RER, but the size of the trade balance elasticities was smaller than
one. This empirical result is in line with studies that indicated limited effectiveness of
exchange rate adjustments in fixing the external imbalances (Mundell, 1988).

Tables 4 and 5 present the short- and long-run findings from the nonlinear ARDL model.
Similarly to the linear ARDL, the two alternative models were estimated for Malaysia and the
Philippines (based on the USDA and IMF alternative RER indicators). Additionally, due to
inconsistent signs of coefficients and specification issues, we tried for the Philippines a model
with a different lag structure (the models are respectively called Models 1, 2 and 3). The
maximum number of lags varied in each case, the AIC was used for selection purposes;
however, no fixed lags were imposed in any of the models. The normality and
heteroskedasticity tests were passed in all models (albeit in Model 2 for the Philippines,
the evidence of no heteroskedasticity was somewhat weaker than in other models). The
Breusch-Pagan LM test did not reject the null hypothesis of no serial correlation in Indonesia,
Thailand and the Philippines (Models 2 and 3), but indicated the presence of serial correlation
in Malaysia (both models) and the Philippines (Model 1). However, the F-test version of the
test (as well as the correlogram Q-statistic, not presented here to conserve space),
unambiguously gave support to the null hypothesis. All models in question were correctly
specified and were stable (in the case of Malaysia and Philippines, following the introduction
of time dummies). Wald long-run asymmetry statistic was significant only in the models for
Malaysia and the Philippines, hence for interpretation purposes the nonlinear ARDL results
are more informative for these two economies. The overall significance of the models was
adequate, with adjusted R2 ranging from 0.236 to 0.630. The bounds F-test statistic ranged
from 3.126 to 9.177, exceeding the Ið1Þ critical bound in all economies except MalaysiaModel
1 and the Philippines Model 3, where it fell within Ið0Þ and Ið1Þ bounds. We therefore
conclude that the null hypothesis of no cointegration was rejected in all models (in the latter
two cases based on the significance of the ECT). The speed of adjustment to equilibrium was
sufficient to correct between 39.3 and 92.2% of disequilibrium in the period following
the shock.

In the nonlinear ARDL, the J-curve hypothesis requires that in the model with USDA
measure of RER the long-run normalised coefficient of lnRER− is positive whilst the short-
run coefficient ΔlnRER− is negative, and conversely, in the model with IMF measure of
REER, the long- and short-run coefficients are negative and positive.

The estimates are largely in line with the ones from the linear ARDL. In Thailand and in
Model 1 for the Philippines, both lnRER− and ΔlnRER− are negative, and the J-curve
hypothesis is not supported. In Indonesia, the negative long-run coefficient is coupled with
the short-run coefficient that becomes positive at the second and third lag, i.e. the pattern that
is inverse to J-curve is observed. In Malaysia, the long- and short-run coefficients of lnRER−

are respectively positive and negative, and the J-curve is likely to be present (however, in
Model 2 we observe the variation in the short-run coefficient sign, that was initially positive,
turning negative at the second and third lag and finally becoming positive at the fourth lag).
The estimates of Model 2 in the Philippines arguably indicate the J-curve as well (with the
short-run ΔlnRER− becoming positive at lags two and three, whilst lnRER− is negative
albeit insignificant). With regard toModel 3 in the Philippines, both types of coefficients were
positive and insignificant, hence no J-curve. Overall, only in two cases (Model 1 in Malaysia
and possiblyModel 2 in the Philippines) the depreciation improves trade balance in the long-
run following temporal deterioration in the short-run. In all other cases (where coefficients are
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significant), the depreciation either exercises a negative effect on the trade balance all the way
through, or results in the inversion of the J-curve.

As far as the comparative significance of regressors is concerned, in a total of 13 linear or
nonlinear ARDLmodels, the GDP variable was significant in all but one case. The “rest of the
world” GDP and exchange rate were insignificant in respectively five and six cases. Whilst
the long-run asymmetry was confirmed in four models, the estimation of nonlinear ARDL did
not deliver greater significance of the regressors (in fact, in the nonlinear models, “rest of the
world” GDP and exchange rate were insignificant in four cases each).

Conclusion and discussion
The empirical findings demonstrated negative effects of the domestic GDP and positive
effects of the “rest of theworld”GDP in all countries except the Philippines, where the signs of
the effects were the opposite (attributed to the persistence of protectionist agricultural
policies, difficulties in expanding agricultural exports and certain slowdown in the growth of
agricultural trade deficit). The J-curve effect was only observed inMalaysia, but the size of the
trade balance elasticity coefficient (in those cases where long-run positive effect of
depreciation on the trade balance was observed) was smaller than unity. This result is in line
with previous research of the J-curve in agricultural and primary products’ trade: the study
by Yazici (2006) of Turkish agricultural trade balance and the analyses by Baek et al. (2009)
and Gong and Kinnucan (2015) of the J-curve effect in the US agricultural trade. The absence
of the J-curve was also documented on numerous occasions in the studies of the
nonagricultural trade.

The output variables generally exercised amore significant effect on the agricultural trade
balance than the real (effective) exchange rate. This finding confirms certain previous studies
(e.g. Batten and Belongia, 1986, in the US context and Chebbi and Olarreaga, 2019, in
Tunisian context, amongst others) and contravenes those analyses that establish statistically
significant effects of the exchange rate on exports and trade balance (e.g. Gardner, 1981;
Tweeten, 1989; Baek and Koo, 2008; Gong and Kinnucan, 2015, in the US context). Policy-
wise, this finding suggests that fiscal andmonetarymeasures that affect output levelsmay be
more efficient in correction of external imbalances than targeting or tinkering with exchange
rates (Noland, 1989, p. 178).

The findings (the absence of J-curve in the majority of the economies in question) are
noteworthy, given that J-curve is more likely to exist in agricultural commodities as opposed
to industrial products trade (low export and import elasticities and slow adjustment of
quantities to changes in relative prices, due to substantial lags in production, consumption
and transaction and the payments that are made after the delivery) (Doroodian et al., 1999,
p. 687; Junz and Rhomberg, 1973).

The absence of the J-curve and violation of Marshall-Lerner condition may be attributed
to several factors. From methodological point of view, the J-curve could be identified, if the
bilateral trade is considered (e.g. J-curve in the trade between two countries and the curve
absence in the trade of the country with the rest of the world, as is the case in this paper), or
if reactions of exports and imports to exchange rate fluctuations are examined separately.
The use of a partial equilibrium framework that does not consider a complete set of the
relations in the system (e.g. induced effects of depreciation of domestic output, or an
interaction between domestic agricultural and foreign exchange policies) could likewise
distort the results. Also, the results could be sensitive to the degree of aggregation and
composition of agricultural exports [as noted by Gong and Kinnucan (2015), the sensitivity
of exports and imports of bulk versus high-value-added consumer commodities may differ]
and to the degree of currency misalignment prior to depreciation (Lal and Lowinger, 2002,
pp. 412–413).
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The theoretical explanations of missing J-curve are as follows. Firstly, at the currency-
contract stage, the requisite assumptions behind the J-curve effect may be violated. For
instance, the domestic exports (i.e. exports from the respective Southeast Asian economy)
may be denominated in foreign currency (e.g. not baths or ringgits), whilst the imports are
denominated in the foreign currency (US dollars), hence unexpected signs of the short-run
coefficients of REER or RER (Baek et al., 2009, p. 222). This explanation may nonetheless be
implausible, if such effect is mitigated by the existence of futures markets for the exported
commodities (e.g. palm oil futures in Bursa Malaysia, sugar futures on various commodity
exchanges etc.). Secondly, the incomplete pass-through may be observed, where prices of
exports in foreign currency rise proportionately to devaluation of domestic currency, whilst
prices of exports in domestic currency remain the same, thus improving trade balance at the
pass-through stage instead of deteriorating it (Baek et al., 2009, p. 217). In a related vein,
imperfectly competitive markets may cause firms to engage in oligopolistic behaviour
(altering profit margins to compensate for exchange rate changes). Whilst such behaviour is
more typical for production and exports of differentiated manufactured products, the extent
of oligopolistic behaviour in international agricultural markets may need to be investigated
(Noland, 1989, p. 177).

Thirdly, other factors that affect J-curve and Marshall-Lerner condition include
agricultural trade restrictions and protectionism (particularly prior to World Trade
Organisation (WTO) Uruguay Round) that potentially create downward bias in price
elasticities; the trading decisions that are based on the expected future exchange rates rather
than actual ones, resulting in low elasticities contra Marshall-Lerner condition; and the
relative size of agricultural exporting economy. The latter factor implies that “small sellers”
face perfectly elastic export demand in international markets. Thus, depreciation of domestic
currency will lead to improvement of the domestic trade balance (since export values rise
faster than import values). Arguably, this is not the case of the economies in this paper: in the
specific export commodities none of them are small exporters, hence trade balance may not
improve following depreciation.

The absence of the J-curve effect may indicate the importance of other mechanisms of
adjustments to currency depreciation, e.g. the industries that do not benefit from depreciation
may have to adjust their profit margins in order to maintain their market share (Bahmani-
Oskooee and Aftab, 2017a). The realisation of the benefits from depreciation also requires
high price elasticity of the exported goods. This in turn necessitates that countries in question
continue to expand their export base by moving towards the production of manufactured
goods or higher-value-added agricultural products with higher price elasticity. Additionally,
the improvements in infrastructure would facilitate faster response in the production and
supply to the favourable opportunities arising from currency depreciation (Begum and
Alhelal, 2016). In terms of macroeconomic policy, the weak or absent link between exchange
rate and trade balance (e.g. due to frequent intervention in the foreign exchange market as
was the case ofMalaysia in the 1990s) may imply that correction of trade balance and balance
of payments may need to include prior changes to the level of money supply or to the
aggregate income (Duasa, 2007).

The future empirical study of the agricultural trade J-curve effectmay need to differentiate
the behaviour of the trade balance in the economies with flexible or fixed exchange rate
systems. Furthermore, in order to get amore complete understanding of the agricultural trade
balance dynamics, an analysis at disaggregated level may be required (i.e. consideration of
exchange rate effects on individual agricultural commodities or groups of commodities).
As noted by Bahmani-Oskooee and Aftab (2018), the disaggregation tends to increase the
number of significant effects and additionally allows distinction between the commodities
that benefit from a currency depreciation, those that do not and those that are not affected by
depreciation. In addition, the future researchmay benefit from incorporating policy factors in
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the analysis. The international trade in agricultural commodities has historically been
regulated more extensively and profoundly than trade in manufacturing goods and has been
subject to various nontariff barriers (Chebbi and Olarreaga, 2019) [2]. Lastly, the future
research may reformulate the model on a bilateral or regional basis, i.e. consider the effects of
exchange rate changes on the agricultural trade (aggregate or disaggregated) in a pair or
group of economies.

Notes

1. The ARDL class models serve this purpose well, given the flexible lag structure across dependent
and independent variables. This feature is advantageous, compared to VAR and VECMmodels that
impose uniform lags for all variables.

2. Such analytical extension may include trade barrier measures as regressor in the model, or may
utilise some form of trade policy indicator (which itself is a result of operation of domestic and
international political-economic forces).
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Appendix

Variable Measurement Description/source

Export and import
values

Thousands of $US Based on export (import) quantities multiplied by per unit export
(import) values. Obtained from FAO “Crops and Livestock
Products” dataset, sub-heading “Items Aggregated: Total
Agricultural Products”. Accessed at http://www.fao.org/faostat/
en/#data/TP

Real exchange rate Local currency per
$US

Obtained from USDA “Real Annual Country Average Exchange
Rates, Local Currency per USD” dataset. Accessed at https://
www.ers.usda.gov/data-products/agricultural-exchange-rate-
data-set/

Real effective
exchange rate

Units Obtained from IMF International Financial Statistics “Real
Effective Exchange Rate Based on the CPI” dataset. CPI index
has base in 2010. Accessed at https://data.imf.org/regular.aspx?
key561545862

GDP Billions of 2010
$US

Obtained from USDA “Historical Real Gross Domestic Product
(GDP) and Growth Rates of GDP for Baseline Countries/Regions”
dataset. Accessed at https://www.ers.usda.gov/data-products/
international-macroeconomic-data-set/

Source(s): Table by author
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