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Abstract
Data intermediation services are a novel class of services mitigating various aspects of inter-organizational data sharing. 
Facilitating data intermediation services is a pivotal activity that leverages the benefits of the data economy. These services 
are usually provided by so-called data intermediaries, who organize data sharing between one or multiple data provider(s) 
and data consumer(s). Against the background of prominent legislation, these data intermediaries (e.g., data marketplaces or 
data trusts) receive increasing attention in research, practice, and politics. For instance, the Data Governance Act regulates 
data intermediation services, prompting organizations sharing data to comply with various regulations, including registration 
with government bodies or acquiring a trusted label. However, to date, little research has been done about the nature of data 
intermediation services, motivating us to tackle this issue in a two-fold strategy. First, we derive a visualization of a data 
intermediary and concept subsuming its potential functions. Second, we explore archetypical configurations of co-existing 
services of data intermediaries. With this, we contribute to understanding the data intermediaries as a concept and enrich 
this understanding with more detailed service configurations.

Keywords Data intermediaries · Archetypes · Data sharing · Taxonomy

JEL Classification A1

Introduction

“Data intermediaries represent a new policy lever to 
navigate the challenges of the growing data ecosys-
tem.” — Flanagan and Warren (2022)

Sharing data is increasingly relevant for companies, even 
though they are typically hesitant to share them due to a 
range of obstacles (Fassnacht et al., 2023; Lefebvre et al., 
2023). For instance, those obstacles are a lack of available 
technological infrastructure and the challenge of complying 
with applicable regulations (Candelon et al., 2024; Ebel 

et al., 2021). Concerns about sharing competitively relevant 
information, violating applicable law, or unclear costs also 
stand in contrast to the advantages, such as better economic 
efficiency through the use of shared data (Wernick et al., 
2020). Companies benefit from new sources of revenue 
or data, access to new data sources and customers, cost 
reductions (Bitkom (Ed.)., 2023), or the “discovery of 
new insights,” “faster, more accurate decision making,” 
“increased prediction accuracy,” “optimized process 
efficiency and coordination,” and “increased innovation” 
(Hoffman et  al., 2019). In addition to benefits for 
companies, data sharing also offers advantages on a social 
level (Hoffman et al., 2019). In particular, the COVID-19 
pandemic has shown how relevant it can be to share data 
(World Economic Forum (Ed.)., 2021) to achieve the speed 
necessary to fight a globally spreading disease. In Germany, 
for example, there are already several data trustees who 
collect health data and make it available for research while 
complying with privacy-preserving measures (German 
Centre for Cancer Registry Data, 2013; Trusted Third Party 
of the University Medicine Greifswald, 2024; Westdeutsche 
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Biobank Essen [WBE], 2019). Expediting data-sharing 
activities is widely perceived as a value-creating mechanism, 
which shifted from simply solving ad hoc existing problems 
to a strategic activity for value creation (e.g., Wixom et al., 
2023). These potentials stretch numerous industries, such as 
agriculture (e.g., Wysel et al., 2021), manufacturing (e.g., 
Tang et al., 2024), or supply chain management (e.g., Culot 
et al., 2024) and are usually associated with, but not limited 
to, saving costs and saving time through optimization. There 
are use cases in the energy sector where data intermediaries 
(DIs) use data to share consumers’ energy data with financial 
service providers (Data Sharing Coalition (Ed.), 2020).

The core of successful data sharing is the presence of 
trust in those who receive or mediate the data (Capgemini 
Research Institute (Ed.), 2021; Ebel et al., 2021; Flanagan 
& Warren, 2022). One approach to tackling these issues is 
to use DIs that offer data providers a range of data manage-
ment services pertaining to data sharing, such as supporting 
legal compliance, anonymization, or data security (Jussen 
et al., 2023b). These services offered by DIs are data inter-
mediation services (DISs) that facilitate the many facets of 
inter-organizational data sharing on behalf of data providers 
and data consumers (Carovano & Finck, 2023; Schweihoff 
et al., 2023). DIs provide these DISs and receive increasing 
attention as they are at the heart of the (developing) European 
Data Economy (Joint Research Centre, 2023), prompting a 
“data intermediary hype” (Richter, 2023 p. 458). They prom-
ise a host of benefits, such as reducing transaction costs and 
enabling novel data-sharing transactions that were previously 
impossible (Martens et al., 2020). In practice, DIs are instan-
tiated in a plethora of variants (e.g., Ditfurth & Lienemann, 
2022; Micheli et al., 2023), and two prominent examples are 
data marketplaces and data trusts providing alternating com-
plementary services and functions for data provider(s) and 
data consumer(s). The data marketplace aims for data mon-
etization, giving data providers, typically, a forum to offer 
their data for financial compensation (e.g., Bergman et al., 
2022; Jussen et al., 2024a). Data trusts also organize data 
sharing but explicitly offer services around data pseudonymi-
zation and anonymization and facilitating legally compliant 
data provision and consumption (e.g., Lipovetskaja et al., 
2024; Radosevic et al., 2023; Stachon et al., 2023).

A key motivator for research and practice to explore 
DIs is the Data Governance Act (DGA), which entered 
into force in 2023 and regulates how DIs need to be oper-
ationalized. While the DGA is not the sole foundation 
for this article, it spurs the need for organizations to be 
aware of DIs. The spectrum of DISs provided by DIs is 
not easily demarcated since the DGA defines them as all 
services that “establish commercial relationships for the 
purposes of data sharing between an undetermined num-
ber of data subjects and data holders on the one hand and 
data users on the other, through technical, legal or other 

means, including for the purpose of exercising the rights 
of data subjects in relation to personal data” (European 
Commission 2022, L152/19), which, seemingly, includes 
a wide range of potential DIs. Based on this spectrum of 
DISs and the potential variants of DIs, we can position 
them in the context of information systems (IS) research. 
DIs are (at least) two-sided digital platforms that organize 
and facilitate inter-organizational data sharing by provid-
ing DISs between data providers (supply side) and data 
consumers (demand side) (Ditfurth & Lienemann, 2022). 
In their nature as digital platforms, they generate and par-
tially orchestrate platform ecosystems (e.g., Hein et al., 
2020), which, in the context of inter-organizational data 
sharing, are seen as data ecosystems (Möller et al., 2024; 
Oliveira & Lóscio, 2018; Oliveira et al., 2019).

Given the external pressure from legislation and the poten-
tial of DIs and DISs for research and practice, we find it 
problematic that there is no “clear” understanding of what the 
umbrella terms “data intermediary” and “data intermediation 
services” include. For example, Micheli et al. (2020) identify 
six types of DIs — the data marketplace, data unions, per-
sonal information management systems, data cooperatives, 
data trusts, and data sharing pools. Ditfurth and Lienemann 
(2022) propose the data marketplace, (industrial) data plat-
forms, and data trusts while highlighting, and we agree with 
that, that DIs are an evolving and emerging field and clas-
sifications are likely not robust at this point. To counteract 
the wide range of potential implementations and the accom-
panying conceptual blurriness, we propose to complement 
conceptual clarity and understanding of the nature of DIs. We 
do not aim to provide another classification of DIs but tackle 
the issue of clarifying DISs in a two-fold strategy. First, we 
consolidate the field of DIs by exploring DISs independently 
from the specific DI implementation. Second, we explore the 
configurations of non-exclusive (i.e., non-dependent on the 
specific DI implementation) DISs. To summarize, we pursue 
the two following research questions:

Research question (RQ1): What are the generic services 
of data intermediaries?
Research question (RQ2): What are archetypical con-
figurational patterns for data intermediation services?

To achieve our goal, we follow the taxonomy-building 
method of Kundisch et al. (2021). Building a taxonomy is 
useful for our purpose since it accommodates the dual nature 
of our results. Taxonomies are frequently used to span the 
complete playing field of an object of interest (e.g., as design 
options, Möller et al., 2021). We combine this by employing 
cluster analysis to map out configurational patterns of co-
existing DISs. This strategy is frequently used in IS research 
to explore reoccurring configurational patterns (e.g., Weking 
et al., 2020 or Fischer et al., 2020).
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We structure the paper as follows. Following the “Intro-
duction,” we outline the fundamentals of data intermedi-
aries. The “Research design” section explains the research 
design, which consists of a taxonomy-building approach 
using both literature and empirical objects as the underlying 
data sources. In the “Findings: conceptualizing data inter-
mediation services” section, we present both the generic and 
idealized understanding of DIs and present the clustered pat-
terns of DISs. The “Contributions, limitations, and outlook” 
section concludes our paper with an overview of the contri-
butions and limitations of our research as well as an outlook 
on further research.

Data intermediaries

The term “intermediary” originates from the Latin words 
“inter” (engl. “between”) and “medius” (engl. “middle”), 
referring to an actor that connects multiple sides such as data 
providers and data consumers (Merriam-Webster, 2024b). 
The term was first mentioned in the late eighteenth century 
(Merriam-Webster, 2024b) and appeared in the literature in 
1878, where it was quoted in a medical context (see Corrold, 
1878). The concept of the “digital” intermediary became 
popular with the beginning of the digitalization of markets 
and so-called electronic market intermediaries (J. Bailey, 
1996; Bhargava et al., 1999; Chrusciel & Zahedi, 1999; 
Sherer, 1995). For instance, these intermediaries provide 
support with online shopping, insurance, or the distribution 
of music (Bouwman et al., 2005; Kim & Talalayevsky, 2005; 
Moloney, 2005).

Engaging in data sharing poses significant barriers for 
organizations (e.g., Fassnacht et  al., 2023; Legenvre & 
Hameri, 2023). For instance, Jussen et al. (2023b) report on 
a set of tensions in inter-organizational data sharing, con-
trasting incentives (e.g., data monetization) and barriers 
(e.g., data valuation) that organizations are tasked to find 
responses to. These barriers are manifold and span a prob-
lem space around organizations navigating the fear of data 
misappropriation, a lack of technical and cultural know-how, 
and legal and privacy concerns when sharing data (Cichy 
et al., 2021; Fassnacht et al., 2023). DIs are among the prom-
inent solutions addressing some of these issues since they 
are tasked with taking over parts of the inter-organizational 
data-sharing process from organizations (Schweihoff et al., 
2023). Initial approaches by the EU to overcome the barri-
ers to the use of DIs include the offer of certification as a 
trustworthy DI (European Commission, 2024b).

Given the range of potential DI instances, we discuss the 
conceptual underpinnings and definitions proposed in the 
literature. In Table 1, we show some prominent definitions 
of DIs as examples, which reflect the versatility of the term 
and demonstrate its importance in various domains. Most 
definitions characterize the DI as a mediator, organizing 
inter-organizational data sharing as either “in the middle” 
between providers and consumers or as all entities support-
ing data-sharing activities (e.g., Janssen & Singh, 2022). 
For example, a DI is defined in the DGA “as neutral third 
parties that connect individuals and companies on one side 
with data users on the other” (European Commission, 2023). 
Micheli et al. (2023) propose a broader definition, proposing 
DIs as entities providing stakeholders access to data. Ichi-
hashi (2021) discusses DIs as mitigating agents exchanging 

Table 1  Definitions of DIs (findings from literature, highlighted by the authors)

Definition Context Author

“is a role that facilitates the use of data for other actors.” Data ecosystems Oliveira et al., (2019, p. 609)
“a mediator between those who wish to make their data available, and those who seek 

to leverage that data. The intermediary works to govern the data in specific ways and 
provides some degree of confidence regarding how the data will be used”

Policy Janssen and Singh (2022, p. 2)

“Data intermediaries offering services that connect the different actors have the 
potential to contribute to the efficient pooling of data as well as to the facilitation of 
bilateral data sharing. Specialised data intermediaries that are independent from 
both data holders and data users can have a facilitating role in the emergence of new 
data-driven ecosystems independent from any player with a significant degree of 
market power.”

EU legislation European Commission (2020, p. 16)

“Data intermediaries can take many forms; but what they share is a primary purpose of 
facilitating and managing data relations between data rights holders (such as peo-
ple or businesses), depending on the parties’ relationships, intentions and resources.”

Practical report Flanagan and Warren (2022, p. 9)

“Data intermediaries for more inclusive data governance allow a broader range of 
stakeholders to access, control and share data, and support data subjects and data 
holders in deciding the purposes for which data is managed, as well as facilitating 
the exercise by data subjects of their rights over personal data, with the likely effect 
of producing further benefits from the same data and thus redistributing data value 
(social, public or private) across more actors and/ or society”

Policy Micheli et al., (2023, p. 11)
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personal data between consumers and upstream organiza-
tions, like Google and Facebook, to receive rewards. Open 
data intermediaries are another type of data intermediary. 
These are defined as “third-party actors who provide spe-
cialized resources and capabilities to (i) enhance the supply, 
flow, and/or use of open data and/or (ii)strengthen the rela-
tionships among various open data stakeholders” (Shaharu-
din et al., 2023, pp. 14–15). However, due to their relation 
to open data, they do not fall under the DGA.

Figure 1 shows the interaction of a “traditional” electronic 
market intermediary (Sarker et al., 1995). The intermediary 
takes on an organizing role and receives remuneration for 
the transaction, which takes place between provider and 
consumer. The right-hand side shows a model we adapted 
for a data-sharing scenario using a DI. In this model, in 
addition to the rewards for the services and transactions, 
the intermediary provides data and services in return for a 
fee. It is the intermediary’s task to develop a relationship of 
trust to motivate the actors to share data. The data produc-
ers and data consumers do not need to exchange data via the 
intermediary. The intermediary ensures that the appropriate 
actors are matched with each other and then negotiates the 
conditions of data sharing among themselves. They make 
use of possible further services of the intermediary, such 
as the provision of an infrastructure necessary for the data 
exchange.

The task of a data intermediary is to provide services 
for data sharing (Carovano & Finck, 2023; European Com-
mission, 2022), so-called DISs. DIs occupy the middle 
seat between different actors when it comes to data shar-
ing (Schweihoff et al., 2023). For example, the DI can pro-
vide a platform (Eisenmann et al., 2011), connect different 
actors (Kioses et al., 2007), or take on various trustworthy 
tasks in the data-sharing process (Otto et al., 2019). The 
DGA governs the responsibilities, rights, and duties of a DI 
(European Commission, 2022) and defines DISs as follows: 
“‘data intermediation service’ means a service which aims to 
establish commercial relationships for the purposes of data 
sharing between an undetermined number of data subjects 
and data holders on the one hand and data users on the other, 

through technical, legal or other means, including for the 
purpose of exercising the rights of data subjects in relation 
to personal data” (European Commission, 2022, L 152/19).

In summary, the DI acts as an authority mediating between 
various stakeholders who wish to share data (Flanagan & 
Warren, 2022; Janssen & Singh, 2022; Oliveira et al., 2019). 
It is subject to legal requirements such as the DGA, which 
stipulates the form in which the DI may offer its services 
(European Commission, 2022; Richter, 2023). DIs should 
support stakeholders in implementing the data-sharing pro-
cess (Micheli et al., 2023). Recent practice reports (e.g., Fla-
nagan and Warren (2022), Micheli et al. (2023) or Centre for 
Data Ethics and Innovation (2021)) on the topic of DI show 
that the phenomenon of “data intermediaries” is currently 
of great interest to practitioners and researchers. Even if the 
DGA sets out a specific direction for intermediaries and many 
articles already discuss the DGA in combination with DIs 
(e.g., Carovano & Finck, 2023 or Richter, 2023), we think it 
is necessary first to understand the status quo of DISs and DIs 
in order to give suitable implications for companies.

Research design

Taxonomy design

We report the taxonomy design procedure using the method 
of Kundisch et al. (2021), who propose 18 steps organized 
into six phases (i.e., the DSR phases of Peffers et al., 2007). 
They are identify problem and motivate (1), define objectives 
of a solution (2), design and development (3), demonstration 
(4), evaluation (5), and communication (6). Each consists of 
a set of lower-threshold steps for taxonomy design, which we 
outline below. Taxonomies are a suitable method to “concep-
tualize phenomena based on their dimensions and character-
istics” (Kundisch et al., 2021, p. 421), which fits our research 
goal. We chose the method of Kundisch et al. (2021) because 
it is an update to the de facto standard (see also Möller et al., 
2022) and the proven method for taxonomy design in IS 
research of Nickerson et al. (2013).

Data 
Intermediary

Data 
Provider

Data 
Consumer

Data

Reward

Intermediary

Provider Consumer
Transaction costs 1

Fig. 1  The interrelationship between the actors involved in data sharing (left, Sarker et al. (1995); right, own adaption on data sharing)
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Phase 1 (identify problem and motivate) Taxonomy build-
ers are advised to specify the observed phenomenon clearly 
(step 1). In our case, this refers to DISs, which we have 
characterized above (see the “Data intermediaries” section). 
Step 2 outlines the target user group(s), which are research-
ers exploring different facets of DISs as well as managers 
facing issues in how to use and utilize DISs. Next, taxon-
omy designers should formulate the intended purpose of the 
taxonomy (step 3). We pursue a dual mission in using the 
taxonomy. First, we aim to span a conceptual playing field 
outlining comprehensive characteristics of DIs and their 
services. Therefore, we are required to conceptualize an 
abstraction that reflects the sum of all possibilities for DISs 
existing in a DI (Weber, 1949). Second, we tackle it using 
the taxonomy to extract a set of archetypes, that is, configu-
rations of data intermediation services that occur together 
by means of cluster analysis.

Phase 2 (define objectives of a solution) The second phase 
demarcates the solution space for the taxonomy and aims to 
capture it in a meta-characteristic, illustrating the “begin-
ning” and “the most comprehensive characteristic that 
will serve as the basis for the choice of characteristics in 
the taxonomy” (Nickerson et al., 2013, p. 343). Our meta-
characteristic is as follows: comprehensive classification of 
data intermediation services. In terms of explicating ending 
conditions, we follow standard practice and adopt subjec-
tive and objective ending conditions proposed by Nicker-
son et al. (2013). Additionally, we set evaluation goals to 
demonstrate the importance of data intermediaries in the 
taxonomy adequately.

Phase 3 (design and development) In phase 3, we oscillate 
between different strategies (empirical-to-conceptual or 
conceptual-to-empirical) to build the initial taxonomy and 
its subsequent iterations (see Fig. 4). For this, we initially 
reviewed the literature (iteration 1) and then analyzed real-
life cases (iterations 2–4), extracting knowledge about data 
intermediaries (see Table 2). Based on our findings, we clas-
sified the services.

Literature review We followed standard practice in tax-
onomy design to conceptualize initial characteristics and 

meta-dimensions by performing a systematic literature 
review (Kundisch et al., 2021) (see Fig. 2). Subsequently, we 
pursued a concept-centric literature review strategy (Webster 
& Watson, 2002). Since we did not constrain our DI defini-
tion to a specific type, such as data marketplaces, we defined 
keywords broad enough to identify a wide corpus of literature. 
We searched for “intermediary” and omitted the prefix “data” 
to be as comprehensive as possible and added complemen-
tary keywords from our experience that define types of DI or 
could potentially be used synonymously, namely “trustee,” 
“trusted third-party,” and “marketplace.” We combined these 
keywords with both “data sharing” and “data exchange” to 
accommodate for the interchangeable nature of these terms 
(Jussen et al., 2023a). This strategy was necessary because of 
the heterogeneity of terms used in data sharing. For example, 
Nwatchock A Koul & Morin (2018) find that “The data shar-
ing process is managed by a data marketplace, a trusted 
third-party handling the market participants’ request and 
managing the agreements between them.1” We searched 
for literature in established databases and focused on peer-
reviewed conference proceedings and journals (Levy & Ellis, 
2006). Specifically, we explored AISeL (indexes IS confer-
ences and some journals), Scopus (extensive database index-
ing almost all relevant IS journals), IEEE Xplore (indexing 
additional literature from adjacent fields, such as engineering), 
and Web of Science (indexing broad array of literature). We 
first checked the 871 hits against our selection criteria. These 
included that the language used in the paper was German or 
English and that the abstract and title dealt with DIs. Next, 
we filtered the literature and included only those papers that 
reported or discussed a type of DI — such as data market-
places (e.g., Agahari et al., 2021; Figueredo et al. (2020); or 
Demchenko et al. (2019)) or data trustees (e.g., Azkan et al., 
2022). This allowed us to reduce the sample to 256 papers. 
After eliminating all duplicates, the 201 papers remained in 
the sample. In the second iteration of the literature search, we 
checked the content of the papers to investigate whether they 
addressed DIs to reduce the sample to 60 papers. In the final 
third iteration, we examined the papers to determine whether 
they included the service offering of DIs to a final selection 
of 48 papers.

Table 2  Overview of taxonomy 
design iterations

Iteration Approach Method Result

1 Conceptual-to-empirical Systematic literature review Meta-dimensions, 
initial character-
istics

2 Empirical-to-conceptual Empirical objects Taxonomy
3 Empirical-to-conceptual Empirical objects Revised taxonomy
4 Empirical-to-conceptual Empirical objects Final taxonomy

1 Highlighting of relevant terms by the authors (bold).
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Analysis of the literature (first iteration of taxonomy develop-
ment) In the first iteration, we used a conceptual approach 
to evaluate the literature and analyze it using a Gioia dia-
gram to explore which characteristics and services are attrib-
uted to DIs. We selected Gioia et al.’s (2013) approach as 
it is suitable for the iterative aggregation of textual data. 
Finally, we identified five service dimensions consisting of 
15 characteristics: transaction services, governance services, 
sovereignty services, technology services, and data services. 
Table 3 shows an example of our literature coding.

Public data analysis To enrich our findings with real-world 
insights, we analyzed various companies that we identified 
as DIs (see Fig. 3). We built a database in three iterations 
to select the relevant companies for our research. The first 
sample of 116 companies we found through the MyData 
Operator Awardees (Langford et al., 2022; MyData, 2023), 
the Data Governance Act (European Commission, 2023), the 
Centre for Data Ethics and Innovation UK (Centre for Data 
Ethics & Innovation, 2021), and from previous interviews. 

We reviewed all companies based on the following selection 
criteria (SE): (SE1) must have an existing website; (SE2) 
the website must be in German, English, or French; (SE3) 
the company is a DI based on the definition outlined in the 
DGA. Our final selection comprises 86 companies.

Analysis of public data (second iteration of taxonomy devel-
opment) In the second iteration of the taxonomy develop-
ment, we analyzed 26 of the selected companies. We used 
the dimensions from the first iteration (transaction, govern-
ance, sovereignty, technology, and data services) as a basis 
and categorized the findings into the dimensions. Through 
the analysis, we identify one further service dimension and 
12 additional characteristics.

Analysis of public data (third iteration of taxonomy develop-
ment) In the third iteration, we evaluated the companies 
to classify them according to the presence of the services 
based on the results of the second iteration (1 for agree, 0 
for disagree). We checked if the services we found covered 

Literature review

Keywords Databases

(“data sharing” OR “data 
exchange”) AND 

(“intermediary” OR “data 
markplaces” OR “trustees” OR 

“trusted third-party”)

AIS eLibrary

Scopus

IEEE Xplore

Web of Science

Hits

1st Iteration

256 Papers selected
201 Papers with
removed double

2nd Iteration

60 Papers selected

3rd Iteration

48 Papers selected

871 Hits in total

Analysis of literature

Analysis of 48 Papers

Coding process of the literature to 
identify service dimensions

Database development Taxonomy development

1st iteration
of taxonomy development

Fig. 2  Research design, literature review

Table 3  Examples of our literature coding

Example literature statement Coding

“The role of the data trustee ensures that the platform can enforce governance mechanisms, such as enabling 
data exchange in compliance with the law and managing access rights.”

Azkan et al., (2022, p. 7)

Governance mechanisms
Compliance with law
Access management

“However, data marketplace operators could also offer computational infrastructure as a service to ease the 
burden for data providers and consumers.”

Agahari et al., (2021, p. 9)

Provision of an infrastructure

“In case of conflict resolution, the clearing house acts as trusted third party by verifying the validity and con-
sistence of the logged data hashes with the data provider’s loggings.”

Dalmolen et al., (2019, p. 11)

Conflict resolution
Verification



Electronic Markets (2024) 34:48 Page 7 of 26 48

all the possibilities or if we should add further services. For 
this purpose, we investigated 20 companies. Finally, we add 
three services to the list: usage policies, pseudonymization, 
and certification.

Analysis of public data (fourth iteration of taxonomy devel-
opment) In the fourth iteration, we checked whether we had 
missed any services in the previous iterations. Our approach 
was like the third iteration. We analyzed 40 other companies 
and were unable to identify additional service categories 
that had not been covered before. As we have not made any 
further changes to the taxonomy and all of Nickerson et al.’s 
(2013) end conditions have been met, we decided to end 
the taxonomy development. Figure 4 shows the taxonomy 
iterations.

Phase 4 (demonstration) In the demonstration phase, we 
apply three companies of our search process to the result-
ing taxonomy and demonstrate their fit. Table 4 shows the 
companies classified in our taxonomy (Catena-X (2024), 
Bundesdruckerei GmbH (2024), and DataGuard (2024)).

Phase 5 (evaluation) In the evaluation phase, we contacted 
the CEO of one of the companies (sovity) that we identified 
in our search process. In a workshop setting, we prepared 
a Miro board (Miro, 2024) and discussed both the classifi-
cation of sovity in our taxonomy, as well as evaluated the 
resulting patterns (see below).

Clustering data intermediation services

As the services are not exclusive, we identify reoccur-
ring configurations of DISs. These typical combinations 
are called “archetypes” or “patterns.” Merriam-Webster 

(2024a) defines archetypes as “the original pattern or 
model of which all things of the same type are represen-
tations or copies” and as a “perfect example.” To gener-
ate the patterns of typical DISs, we carried out a cluster 
analysis to check which services frequently occur in which 
combinations. Following K. D. Bailey (1994, p. 6), cluster 
analysis (similar, pattern analysis) is thematically based in 
psychology as “a quantitative method of classification.” In 
preparation for the cluster analysis, we coded all the com-
panies found in the taxonomy using an Excel spreadsheet 
in which all services were listed. If services applied, we 
marked this with a 1 in the table; if the services did not 
apply, we marked this with a 0. We used RStudio (Ver-
sion R 4.3.1) for the cluster analysis (RStudio Team, 2024) 
with the package “cluster” (Maechler et al., 2021) to derive 
a Euclidean distance matrix (Hellbrück, 2011). For the 
clustering method, we utilized agglomerative hierarchi-
cal clustering (AHC), according to Ward (1963). We use 
Ward’s method as it “minimize[s] within-group dispersion 
at each binary fusion” and “looks for clusters in multivari-
ate Euclidean space” (Murtagh & Legendre, 2014, p. 275). 
When using AHC, the individual objects under considera-
tion are placed in a “binary, rooted tree” (Murtagh & Con-
treras, 2017, p. 2). The final clusters were visualized in a 
dendrogram (Murtagh, 1984). A dendrogram is a way to 
show how many interrelated groups exist within the data 
visually and to derive relationships as it summarizes “the 
proximity and classification relationships” (Murtagh & 
Contreras, 2017, p. 3). The dendrogram (see Appendix 4) 
shows the sections in eight clusters.

We analyzed the resulting clusters with the entire team 
of authors. To identify the optimal number of clusters, we 
tested and analyzed different numbers of clusters. It is a 
typical procedure when using AHC to start with an initial 

Fig. 3  Research design, public data analysis
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cut into k clusters without having previously calculated 
which number of clusters would be optimal (Murtagh & 
Contreras, 2017). In an initial cut of the clusters, we intui-
tively decided on ten clusters. With ten clusters, however, 
most of the clusters consisted of around five companies and 
no longer showed any combinations of services but rather a 
specialization in one service. The selection of the number 
of clusters is based on a qualitative analysis of comparable 
characteristics. To do this, we first evaluated the dendro-
gram with six, eight, and ten clusters (see Appendix 4). 
Ten clusters could thus be excluded, as, in our view, the 
granularity of the services was lost. To decide between 
the remaining clusters, we decided to compare the clus-
ter numbers 6, 7, and 8 in more detail. We calculated the 
percentage shares of the services and compared them with 
each other. The focus of our analysis was to discover a sig-
nificant number of the clusters. We found that eight clusters 
are the optimal number, as certain cluster characteristics 
“disappeared” with a lower number as they were merged 
into larger cluster groups (e.g., the transaction focus from 
cluster 7 disappeared completely with a lower number of 
clusters). In our opinion, eight clusters reflect the optimal 
mix of a generalized overview of service patterns but also 
provide the necessary finer nuances that show the vari-
ance of service combinations. We then compared the eight 
clusters for their core differences and thus derived the 
typical patterns of the DIS. Therefore, we compared the 
percentages of occurrence of the individual services in the 
respective clusters (see Appendix 5) and worked out the 
characteristics that distinguish the respective clusters from 
one another.

Findings: conceptualizing data 
intermediation services

Understanding data intermediation services

The basis for conceptualizing DISs is the final taxonomy, 
which reflects the set of DISs we found in our sample (see 
Fig. 5): transaction services (1), governance services (2), 
sovereignty services (3), technology services (4), data ser-
vices (5), and support/knowledge services (6). In practice, 
these services do not occur at the same time, but in our sam-
ple, each object occupied at least one of those non-exclusive 
service configurations. Figure 5 shows the underlying tax-
onomy that we used to procure the visualization of DI as a 
cumulation of each distinct DIS pattern, which we explain 
below. It indicates mandatory, essential, and optional ele-
ments that we identified in the analysis phase. Mandatory 
elements are present in every instance (100%), essential ele-
ments appear in over 80% of the instances, and optional 
elements are found in all of the instances below 80%.

Mandatory elements include the provision of data-shar-
ing infrastructure (e.g., data marketplaces), supporting data 
providers and consumers during the process, and signaling 
trust. For instance, providing technical infrastructure as well 
as support and knowledge is an essential DIS that each DI 
offers. Irrespective of the affiliation to the service patterns 
and the associated specialization or generalization of the 
services, all the companies provide infrastructure or sup-
port as a foundation for additional services. One example is 
sovity (2024), which offers support in the implementation 
of data sharing, as well as access to the necessary infrastruc-
ture. Gebäudedaten.ch (2024) provides the infrastructure 
through which data is made available. Essential elements 

Table 4  Demonstration of Catena-X (blue circle), Bundesdruckerei (orange square), and DataGuard (green triangle)

CharacteristicsDimension

Community BuildingMatchmaking
Transaction 

Services

Define Legal AgreementsEnable GovernanceComplianceMonitoring
Governance 

Services

SecurityVerification
Identity 

Management

Access 

Management

Consent 

Management

Data 

ControlSovereignty 
Services

Certification
Usage 

Policies
EncryptionPseudonymizationAnonymizationPrivacy

StandardizationUsabilityInfrastructure
Technology 

Services

Data Processing 

(Analysis/ 

Visualization/ 

Aggregation/ 

Reporting)

Data Storage
(Personal) Data 

Management

Data 

Verification

Data 

QualityData 
Services Data 

Standardization

Data Source 

(Provision/ Generation)

Data 

Availability

Data & Service 

Catalog

Support/ Knowledge

Legend: Catena-X      | Bundesdruckerei      | DataGuard
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are enabling compliance and governance, managing consent 
for data sharing, and verifying the identities of the different 
actors. Optional elements are those pertaining to specific 
services that aim to solve a specific problem. This includes 
anonymization of data, which might be relevant in some 
cases but is not mandatory across all potential data-sharing 
cases. The fact that not all services are mandatory is shown 
again by the example of sovity (2024), as they do not offer, 
for example, any data quality or data verification services.

The connection between DI and DISs

In our understanding, a DI provides DISs. For this reason, it 
is important to understand how DISs relate to DIs. Initially, 
we procured a generalized understanding that reflects the 
sum total of potential the DISs can inhibit. This understand-
ing is necessary to comprehend the DI as an umbrella for a 
range of instances, which we complement through configu-
rations of DISs. Figure 6 visualizes our understanding of 
the connection between a DI and DISs. The illustration is 
utopian (Weber, 1949) in the sense that it represents a DI 
consisting of all the potential DISs that could be offered, 
which, in reality, is highly unlikely or potentially impos-
sible. As previously mentioned, our analysis shows that the 
services are offered at different frequencies. This leads us to 
conclude that it is almost a utopian idea for a DI to offer all 
services. The illustration is based on Stachon et al. (2023), 
who show how a data trustee works. In our case, we use the 

findings from the taxonomy (Fig. 5) and combine them into 
one figure to show the connection between the services and 
the data intermediary in the data-sharing context.

Given its nature as a two-sided digital platform (Ditfurth & 
Lienemann, 2022), which “facilitates the use of data for other 
actors” (Oliveira et al., 2019 p. 609), it orchestrates data shar-
ing and related services for data consumers and data produc-
ers. Each DI organizes the flow of data from a data producer 
to a data consumer, but not every DI monetizes the sharing 
process. The DI is at the center of data-sharing activities. In 
detail, data sharing through the data intermediary works as 
follows: The data producer wants to share their (meta-)data 
(1). Potential motivation for this can be monetization (e.g., in 
data marketplaces) or to comply with legal obligations (e.g., 
the Supply Chain Act) (2). The data consumer requires data, 
technology, or services for a specific use case and considers 
a data intermediary as a data source (3). Depending on the 
use case, the DI is selected based on the DISs it offers. For 
instance, the data consumer could require data that has clear 
usage policies and ensures the legality of using the data — 
something typically found in data trusts (e.g., Stachon et al., 
2023). If the DI now receives a request that someone wants 
to share data, it first checks the identity of the actor. This is 
to prevent data misuse, and only the correct recipients should 
receive the data intended for them. Once the DI has obtained 
consent for data sharing and compliance with the specified 
policies, it usually provides the necessary infrastructure. In 
some cases, the data or service is only made available in 

CharacteristicsDimension

Community Building (79%)Matchmaking (26%)
Transaction 

Services

Define Legal Agreements (66%)Enable Governance (81%)Compliance (83%)Monitoring (42%)
Governance 

Services

Security

(71%)

Verification

(36%)

Identity 
Management

(83%)

Access Management

(78%)

Consent Management

(86%)

Data Control

(79%)Sovereignty 
Services Certification

(26%)
Usage Policies (70%)

Encryption

(43%)

Pseudonymization

(13%)

Anonymization

(28%)

Privacy

(58%)

Standardization (52%)Usability (52%)Infrastructure (100%)
Technology 

Services

Data Processing 
(Analysis/ Visualization/ 
Aggregation/ Reporting)

(65%)

Data Storage

(53%)

(Personal) Data Management

(57%)

Data Verification 

(27%)

Data Quality

(35%)Data 

Services Data Standardization

(21%)

Data Source (Provision/ 
Generation)

(55%)

Data Availability

(58%)

Data & Service 
Catalog

(67%)
Support/ Knowledge (100%)

Mandatory elements (100%): Infrastructure, Support/Knowledge

Essential elements (>80%): Compliance, Enable Governance, Consent Management, Identity Management

Optional elements (< 80%): Matchmaking, Community Building, Monitoring, Define Legal Agreements, Data Control, Access 

Management, Verification, Security, Privacy, Anonymization, Pseudonymization, Encryption, Usage Policies, Certification, Usability, 

Standardization, Data Quality, Data Verification, (Personal) Data Management, Data Storage, Data Processing, Data & Service 

Catalog, Data Availability, Data Source, Data Standardization

Fig. 5  Overview of the DIS
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return for an equivalent value as monetary compensation or 
other forms of remuneration (Jussen et al., 2024b). During 
data exchange, the DI monitors the process and compliance 
with usage and access policies. In addition to the scenario in 
which the data is exchanged via the DI, there is another sce-
nario in which the DI merely matches the data consumer and 
data producer. These actors can exchange their data and the 
optional counter values independently of the DI.

Patterns of data intermediation services

The analysis of the services shows that DIs offer combina-
tions of DISs. To identify these combinations, we carried 
out a cluster analysis with a final sample of 86 companies 
(see Fig. 3). We identified eight patterns with service com-
binations that occur together: privacy and anonymization, 
data control, infrastructure, data catalog, governance and 
sovereignty, identity management, transaction, and enabling 
data sharing. In this section, we present all eight clusters 
and their characteristics. Table 5 provides a complete over-
view of all patterns.

Pattern 1: Enable privacy and anonymization

Pattern 1 establishes privacy through anonymization. This 
is evident by the use of encryption and/or anonymization 
of data to prevent unauthorized users from gaining access 
to sensitive data. DIs that belong to this pattern offer con-
sent and access management. Users retain full control over 
their data and ensure that their data cannot be used without 
authorization. The data is analyzed, visualized, or offered in 
a data catalog. The characterizing services of the pattern are:

• Definition of legal agreements
• Privacy
• Anonymization
• Encryption

Various technologies or combinations with other ser-
vices support privacy and the protection of personal data. 
Datavillage (2024) operates a platform that enables compa-
nies to handle sensitive data securely and ensures privacy 
through technologies (e.g., gateway-based architecture and 

DATA INTERMEDIARY

DATA PRODUCER DATA CONSUMER
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Governance Services

Sovereignty Services

Technology Services

Data Services

(Meta-)Data/ 
Technology/ 
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Remuneration
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Fig. 6  The connection of DIs and DISs
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encryption). Further privacy-preserving features are offered, 
such as “trusted execution and granular consent” and all data 
is encrypted and anonymized (Datavillage, 2024). One way 
to ensure data sovereignty is to change the data in such a 
way that it is no longer possible to uncover the data pro-
vider (through anonymization or pseudonymization) or that 
the data is not accessible to read (encryption). World Data 
Exchange (2024) offers privacy-enhancing services. These 
services are created to be “private by design” by encrypting 
the data and not permanently storing the data (i.e., deleting it 
after transmission). In addition to the existing legal require-
ments, agreements are necessary to secure the process of 
data sharing. The DI defines the required legal agreements 
with his expertise in data sharing and legal knowledge. Legal 
agreements are data management and governance frame-
works or contracts, including data usage/sharing agreements 
(Bastiaansen et al., 2020; Dalmolen et al., 2019; Demchenko 
et al., 2019; Noorian et al., 2014).

Pattern 2: Enable data control

The second pattern, data control, characterizes users retain-
ing control over their data. The characterizing services of 
the pattern are:

• Data control
• Access control
• Enable governance

Data control is a core service of sovereignty services. 
The service focuses on giving users control over their data 
through the combination of other services. The service users 
have the opportunity to decide which tools/services they 
want to use (JLINC, 2022). One way to ensure data control 
is to restrict data access. Access management means that the 
data provider or DI grants access to the data. The decision 
with whom to share the data rests with the data provider 
(see OPEN BANKING, 2024). Access is only authorized 
for a certain period or under certain conditions and can be 
revoked at any time. The role of the intermediary has often 
been associated with regulating access to data (Kurtz et al., 
2019; Marotta et al., 2021). Another way to gain control over 
the data is to enable governance. Lack of know-how, time, 
or human resources leads to challenges in legal compliance. 
The DIs take on the task of ensuring conformity with the 
applicable laws, and users do not have to deal with legal 
issues themselves. Users rely on the fact that the services 
offered by their intermediary are already compliant or pro-
vide them with ready-to-use tools that support them in gov-
ernance issues. In the most straightforward implementation, 
it means compliance with the GDPR (e.g., Geens, 2024).

Pattern 3: Providing infrastructure

By providing the infrastructure to its customers, the DI 
reduces the complexity of the data-sharing process for data 
providers and data consumers and enables trust and trans-
parency (Agahari et al., 2021; Noorian et al., 2014). The 
characteristic service of the pattern is providing infrastruc-
ture. There are several options for providing infrastructure: 
software, hardware, data-related services, and platforms 
(Fuerstenau & Auschra, 2016; Kurtz et al., 2019; Öksüz, 
2014; Schmidt, 2022; Woroch & Strobel, 2022). In prac-
tice, we find the provision of infrastructure in the form of 
a marketplace (e.g., Mobility Data Space, 2024), an API 
(e.g., Visions, 2021), or a connector (e.g., sovity 2024). 
The pattern covers the minimum necessary elements for 
data exchange as well as additional services that are part 
of the provision of infrastructure, such as consent and 
identity management, ensuring infrastructure compliance, 
access management, and usage policies for the infrastruc-
ture. Examples of the pattern are the building database from 
Switzerland (orig. “Gebäudedaten.ch”) and MyDataShare 
(Gebäudedaten.ch, 2024; MyDataShare, 2023).

Pattern 4: Providing a data catalog

The fourth pattern focuses on providing a data catalog. A 
DI provides the aggregated or generated data in the form 
of a data or service catalog. Other DIs only offer various 
services, which we refer to as service catalogs. The charac-
terizing services of the pattern are:

• Data catalog
• Consent management
• Data availability
• Data storage
• Data source

To be able to share data, it is necessary to obtain the con-
sent of the data provider for the data exchange. With consent 
management, the data provider gives consent for the data 
to be exchanged or allows other parties to access their data. 
This consent applies for an undefined or defined period or 
relates to the frequency of access. In some instances, each 
individual’s access is authorized. The data consumer can 
submit consent requests to gain data access. DIs provide an 
overview of the consent given in the visual form to facilitate 
an overview of the data-sharing processes (Data for Good 
Foundation, 2024). For example, users of Schluss’ (2024) 
services decide for themselves who is allowed to access the 
data and decide for themselves which data they want to pass. 
They explicitly consent to the sharing of data. The Data for 
Good Foundation (2024) offers “consent-as-a-service” to 
give users the opportunity to retain control over their data 
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while also exuding confidence by ensuring compliance with 
current and future EU regulations.

Data availability

Represents the mobilization of data. Following Figueredo 
et al. (2020), it is the DI’s task to make the data available to 
consumers. DIs from healthcare make data on rare diseases 
available to their consumers that they would otherwise not 
have been able to obtain. Other DIs generate the data they 
provide themselves, such as the Data for Good Foundation 
(2024), which pursues the goal of making data accessible to 
users. Data storage involves the secure preservation of user 
data. This can use end-to-end encrypted cloud storage or in a 
personal vault, for example, Schluss (2024) or Cozy (2024). 
Other forms of data storage mean that the data is not stored 
on the DI’s infrastructure but that the intermediaries offer 
the data storage solution that the data is stored on the users’ 
devices (CitizienMe, 2024).

Pattern 5: Enable governance and sovereignty

The fifth pattern represents the governance and sovereignty 
DIs. The core services focus on governance aspects, such as 
compliance and governance enabling, as well as sovereignty 
services, such as access and consent management. Moreover, 
data services such as data availability and the provision of 
data sources are part of the narrower offering. The character-
izing services of the pattern are, in comparison to the other 
patterns:

• Security
• Data processing
• Management of (personal) data

Security is ensured through various service offerings 
or the combination of different services. This can be done 
by defining certain safety requirements. Mydex (2024) has 
developed a security model that defines how security is 
ensured when using Mydex, and iGrant.io (2024) provides 
digital wallets that comply with the applicable security 
requirements. Security services are guaranteed by compli-
ance with various certified principles, as shown by HIE of 
ONE (2021). In addition to ensuring a secure environment 
for data sharing, DIs from the fifth pattern offer data ser-
vices that set them apart from other DIs. These include the 
processing of data and the management of (personal) data.

Data processing deals with the treatment of data and 
includes data analysis (OpenSAFELY, 2024; RACOON, 
2024; Snowflake, 2023), visualization (RACOON, 2024; 
Snowflake, 2023; Visions, 2021), aggregation from vari-
ous data sources, and data reporting (Visions, 2021). Data 
analysis refers to the service that interprets or evaluates the 

data, as shown by the evaluation of resource capacities from 
Snowflake (2023). These analysis services investigate the 
data automatically (RACOON, 2024) and are closely linked 
to the visualization of the data. Visualizations of data are 
helpful to get an overview of the available data. RACOON 
(2024) and Visions (2021) use visualizations to display 
clearly with the help of a dashboard. Data aggregation is 
the merging of data from different sources. DIs such as the 
West German Biobank Essen or the UK Biobank collect 
samples and data from volunteers and make the data avail-
able to researchers (WBE, 2019). The German Centre for 
Cancer Registry Data (2013) aggregates the data from vari-
ous registries and provides clinical data on different types 
of cancer. Reports present information about which data has 
been shared. These reports are passed to other players, as in 
the Visions (2021) example. Reporting means that research 
results developed on the provided data must be reported back 
to the DI, which publishes them for the data provider (cf. 
WBE (2019)).

The management (personal) data means that the DI 
supports its customers in organizing and using their data. 
AWS Data Exchange (2023) offers different options for data 
management as they provide an overview of all available 
data sets (such as data files, data tables, and APIs). Other 
data management options include the organization of health 
data (Pensions Dashboards Programme, 2024). The aim is to 
make the data available to users in one place on a platform or 
in an app (Dawex, 2023; Pensions Dashboards Programme, 
2024; Yivi, 2024). Data management refers to the manage-
ment of data-sharing partners. The DI service consists of 
bringing together all of the user’s customers and keeping 
them up to date automatically, as offered by CDQ (2024). 
Similarly, this service is part of the Dawex platform, which 
offers support for user collaboration (Dawex, 2023).

Pattern 6: Enable identity management

The sixth pattern focuses on identity management since 
access to sensitive data represents a major security risk for 
the data provider and a certain level of trust for the data 
consumer. The characterizing services of the pattern are:

• Identity management
• Standardization

By offering identity management, the DI supports the 
required trust for data sharing among the participants in the 
data exchange. One possibility is the provision of a digital 
identity card or digital wallet (e.g., identities of individu-
als or companies), as offered by Findy (2024) or Comuny 
(2024). By verifying the identities of users, a trustworthy 
exchange of data is guaranteed, and processes are made more 
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efficient (Findy, 2024). Another form of identity manage-
ment is the registration of all users who want to participate, 
as is the case with the Mobility Data Space (2024) or Smart 
Connected Supplier Network (2024). DIs such as Comuny 
(2024) require verification of personal details such as e-mail 
address, age, or biometric facts.

In addition to enabling identity management, the sixth 
pattern includes other services: providing the infrastructure, 
establishing the necessary standards for data exchange, regu-
lating access to the data, ensuring governance and consent 
management, and bringing together various stakeholders. 
For instance, shared standards facilitate the data exchange 
between different actors, and the task of the intermediary is 
to provide the necessary standards (Dalmolen et al., 2019). 
The Smart Connected Supplier Network (2024) (short, 
SCSN) offers a message standard that all service providers 
in the SCSN network must use.

Pattern 7: Enable transaction

The seventh pattern deals with the implementation of trans-
action services in data sharing to connect the right players so 
that data-sharing activities can be carried out. The character-
izing services of the pattern are:

• Community building
• Matchmaking

DIs support data providers and data consumers in build-
ing their networks for data sharing as the building process 
of data ecosystems or data spaces. Perscheid et al., (2020, 
p.1) declare the coordination function of an intermediary to 
build useful networks for data-sharing activities, and Aga-
hari et al., (2021, p.9) identify one service of a DI as the 
matchmaking service that brings data providers and data 
consumers together. This includes not only the matchmak-
ing of demand and supply but also of data providers and 
data consumers or different markets (Agahari et al., 2021; 
Demchenko et al., 2019; Huang et al., 2021; Schreieck et al., 
2016). Startup Commons (2024) supports the formation of 
ecosystems by providing knowledge and enabling a global 
exchange between different players who share their knowl-
edge. Personium (2020) offers an infrastructure that ena-
bles secure data exchange between data storage devices and 
connects them. This allows data sharing between different 
groups of individuals and the connection of stakeholders 
with similar thematic concerns, such as doctors and nurs-
ing staff or teachers, tutors, and students. DIs are not only 
matching actors who already know each other, they also 
match previously unknown parties. In addition to personal 
contact with experts, BDT (2024) offers technical tools such 
as chatbots to give stakeholders access to knowledge at any 
time.

Pattern 8: Enabling data sharing

Pattern 8 focuses on the enabling of data sharing and estab-
lishing of data-sharing processes. The characterizing ser-
vices of the pattern are:

• Compliance
• Usability
• Usage policies
• Data quality

Enabling data sharing can be technical-driven, like the 
provision of infrastructure or connectors, but also the gen-
eral support in the establishment process. It includes ensur-
ing that the services are compliant with applicable regula-
tions, that access and consent management are regulated, 
that usage policies for data are established, and that control 
and security over the data are guaranteed. DIs of this pat-
tern support the development of ecosystems or the establish-
ment of networks for data sharing and data services such as 
data processing or data quality services. DIs like Agdatahub 
(2024), Catena-X (2024), or sovity (2024) are part of the 
eighth pattern.

To ensure that the service is adapted to the conditions 
of the respective user, DIs offer usability services. This 
means that the service is not rigid and fixed but that adjust-
ments can be made, such as scalability (e.g., sovity (2024) 
or Streamr (2024)), interoperability (e.g., sovity (2024) or 
Catena-X (2024)), or tailor-made solutions (e.g., Numbers 
(2024) or sovity (2024)). Numbers (2024) gives software 
developers the opportunity to build new applications for 
their specific use. Usage policies define in which form and 
under which conditions the shared data can be used. These 
are time conditions, the number of downloads, or the num-
ber of users. Depending on the DIS, the usage policies are 
defined by the data provider or by the DI itself. With DIs like 
sovity (2024) or Agdatahub (2024), users of the service can 
define their data usage conditions.

Compliance with the applicable laws, such as the General 
Data Protection Regulation (short, GDPR) (European Com-
mission, 2016) or the Data Governance Act (European Com-
mission, 2020), is one of the central aspects of sharing data. 
MyDataShare (2023) or OCKTO (2022) ensure that their 
customers are compliant with the applicable laws. Users of 
Myfairdata (2020) send GDPR requests, and onecub (2024) 
guarantees compliance by warranting that the entire infra-
structure is aligned with the GDPR. It is not only the GDPR 
or Data Governance Act that is observed by DIs.

When receiving external data, there are often concerns 
regarding the data quality. This is highlighted by Dem-
chenko et al. (2019) that the data must be of appropriate 
quality, and Huang et al. (2021) emphasize that data qual-
ity increases the motivation to participate in data sharing. 
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In practice, we find various forms of data quality services 
that are related to data verification. The data of the German 
Centre for Cancer Registry Data (2013) is checked for com-
pleteness and plausibility. Other DIs indicate where their 
data comes from to be transparent and allow users to decide 
whether or not they consider the data quality to be appro-
priate based on its origin (CDQ, 2024; Gebäudedaten.ch, 
2024). This transparency on data quality can be visualized 
in the form of a dashboard (DATA SENTINEL, 2024).

Demonstration and evaluation

Following the method of Kundisch et al. (2021), evaluating 
and demonstrating that the taxonomy works are the penul-
timate steps to reporting the taxonomy. In particular, we 
aim to evaluate the usefulness of the taxonomy, both for 
presenting service configurations accurately as well as to 
support innovation (see Kundisch et al., 2021; Szopinski 
et al., 2019). To configure the evaluation, we drew from 
Szopinski et al. (2019) and reached out to the CEO of a 
company in our sample — sovity — to whom we had access. 
Sovity is a Fraunhofer spin-off with expertise in the field of 
sovereign data sharing through building data spaces (sov-
ity, 2024). They are involved in the development of data 
space standards, and their vision is “to empower effortless 
and safe connection, collaboration, and innovation based on 
data for everyone” (sovity, 2024). The core offering of sovity 
is connecting customers to existing data spaces and build-
ing their data space instances. This encompasses the provi-
sion of expert knowledge, easy-to-implement, standardized, 
certified solutions, and software products for data spaces. 
The value-generating partnership and customer network 
comprises not only industrial companies such as BMW and 
Volkswagen but also initiatives such as the Mobility Data 
Space and research institutes, including the German Aero-
space Center (German, Deutsches Zentrum für Luft- und 
Raumfahrt; short, DLR).

This enabled us to acquire an outside view of the taxon-
omy and patterns from practice. We prepared a digital work-
shop in Miro and asked the expert to apply the taxonomy in 
two ways. First (1), to map sovity using the taxonomy (the 
ability of the taxonomy to represent DISs), and second (2), 
to use the taxonomy to identify potential service extensions 
(the ability of the taxonomy to support innovation). Work-
shops are a suitable method for gaining new insights or eval-
uating existing ones (Thoring et al., 2020). Due to its expert 
knowledge and know-how for the technical implementa-
tion of data sharing, sovity is a typical representative of the 
“Enable Data Sharing” pattern. The workshop consisted of 
four specific tasks that were discussed together. Some parts 
needed to be actively completed, while other parts only had 
to be evaluated and commented on. First (1), we categorized 
sovity in our taxonomy. The services marked (in Table 6) in 

dark gray are very applicable, and the services marked in 
light gray are slightly applicable. Through this classifica-
tion, we recognized that not all services necessarily have 
to be highly present. In the second step (2), we checked 
whether sovity could be found in the intended pattern. Here, 
we describe an element of the pattern as an example and 
then show how sovity implements it. The information was 
taken from the sovity website.2As part of the evaluation, 
we focused on the aspect of providing infrastructure with 
additional tools, such as identity and consent management. 
Sovity (2024) implements this through a connector that uses 
authentication mechanisms. In discussions with our work-
shop partner, we identify a match with the eighth pattern. To 
confirm this agreement more precisely, in a third step (3), 
we derived 16 goals from the publicly available data on the 
sovity website and compared them with the typical charac-
teristics of the pattern. During the workshop, we reviewed 
our classification together with sovity. Ten matches with the 
characteristics of the eighth pattern were identified.

In the fourth and final part of the workshop (4), we 
derived ideas for expanding the service configuration based 
on the unaddressed goals that we identified in the third 
step. We were able to receive two potential extensions in 
the workshop. Firstly, an extension to data quality or data 
verification could be an essential option. As the data for-
mat should be the same when exchanging data, a service 
should be implemented on the provider side that takes care 
of the conformity of the data. Data processing is playing 
an increasingly important role, especially in relation to the 
implementation of various use cases, as is the case with sov-
ity. Table 6 shows the results of our evaluation with sovity 
inspired by Schöbel et al. (2020).

We derived three key learnings from the workshop in 
terms of content. First (1), definitions and explanations of 
the services must be provided in addition to the pure ter-
minology to avoid misunderstandings. For this reason, we 
created a glossary following the workshop that explains all 
services briefly (see Appendix 3). Second (2), services can 
be offered in various forms within the company. Third (3), 
insights into service configurations can be gained based on 
our patterns.

Discussion

During our analysis and extraction of the patterns, we 
accumulated knowledge about DISs, which we will discuss 
below. First (1), the DGA regulates DISs in the EU, and 
organizations need to identify and categorize their impor-
tance and relevance in relation to their services. While the 

2 Website of sovity, https:// sovity. de/ en/ conne ct- to- data- space- en/

https://sovity.de/en/connect-to-data-space-en/
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Table 6  The case of sovity: analyzing conformity with DIS patterns
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(1)

Verification of 
the sovity and 

pattern 8 
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(2)

Matching goals

��

Goals of sovity (taken from the sovity website)

Goals of 
intermediation 

services
(3)

Option 2: Data Processing

Data processing is essential, especially regarding 

the implementation of data sharing in various use 

cases. The processing of data, especially the 

visualization, can be a beneficial extension to the 

existing business model.

Option 1: Data Quality (Data Verification)

Data quality is an important part of data sharing. 

One option for expanding the business model 

based on the pattern could be to focus on data 

quality through data verification. The same data 

format is essential and should be implemented 

on the provider side with the support of a DI.

Business 
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improvement 
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“The Connector acts as secure API gateway for data 
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databases to the Connector with authentication 
mechanisms and define access and usage conditions 

to share data. Different formats are no longer an 
obstacle since automatically converted, this enables 
standardized communication. Your data offerings, 
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become legally binding technical contracts with 

consumers in the Data Space accepting your terms 
of use.”

Pattern 8
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aspect of the pattern Description of the implementation of sovity
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patterns are not specifically tailored to the DGA, the de 
facto reality of its existence places our patterns as starting 
points for discussions in organizations. Second (2), some 
combinations of services occur more frequently than oth-
ers — both in their distribution in the sample and in the 
spectrum of services each pattern covers. Third (3), there 
are different concentrations of companies in the clusters. 
Some clusters are more strongly represented, while other 
clusters have fewer companies. Fourth (4), our research 
has resulted in a set of findings that have an impact on 
current research on data ecosystems and the data economy.

Data intermediation services and the DGA

Our research provides an overview of potential DISs 
grounded in the literature corpus and the examination 
of real-world cases. While we cannot answer which DIS 
falls under the DGA, organizations should reflect on the 
services they offer and assess whether they fall under the 
DGA to prevent potential sanctions if they do not comply, 
even unknowingly. Given that this paper does not provide 
legal consultancy or expertise, we leave it to the practi-
tioners to draw from our framework and investigate their 
compliance with the DGA. Instead, we would like to show 
that there is a range of different services that could fall 
under the DGA due to the broad definition of DISs. This 
includes not only the services offered by large corporations 
but also smaller companies. If covered by the DGA, the 
DI must follow specific criteria in its activities (European 
Commission, 2023):

• No monetarization of the data
• Ensure neutrality
• Avoid conflicts of interest
• Structural separation between the data intermediation 

service and other services provided
• No dependence between commercial terms (incl. pric-

ing) for the provision for usage of other services
• Usage of data and metadata acquired only to improve 

the data intermediation services

Our analysis shows it depends on the other underlying 
conditions under which the services are provided. Services 
that directly affect the data, e.g., provision or further pro-
cessing of the data, such as de-identification or analysis 
of the data, are more affected by the DGA than general 
sovereignty services or services that affect the network. 
Here, companies must precisely define the extent to which 
they will continue to use the provided data and ensure 
that this data is not subsequently monetized. In general, 
a clear separation must be created between DIS and the 
company’s other activities. Aspects of the DGA, such as 

avoiding conflicts of interest and maintaining neutrality, 
are not related to the services offered but are the responsi-
bility of the company offering them. For companies, this 
means that they must be aware of the restrictions of the 
DGA and adapt their services to the new circumstances. 
Another major question that arises is how to implement 
the DGA in practice. The requirement for companies to be 
certified means that lean processes must be created that 
make it easy to understand how to become a certified DI. 
Since the DGA entry into force in September 2023, only 
two DIs have been certified to date (May 2024) (European 
Commission, 2024b).

This means that existing service offerings must be 
checked for conformity, but also that the potential for new 
service opportunities must be recognized. The number of 
DIs registered with the EU rose from two to eight between 
May and June (European Commission, 2024b). Relatively 
speaking, this number seems small at first and raises the 
question as to why so few companies are currently regis-
tered. Is it due to concerns about overly strict monitoring 
by the EU, or do companies not yet recognize themselves 
as DIs that fall under the DGA? Is there a lack of guidelines 
to support companies in the process? The EU is now also 
calling on companies to comply with the DGA (European 
Commission, 2024a). This is consistent with the fact that 
relatively few companies have been registered as DIs to date.

Distribution of the patterns

The patterns differ in the composition of the services and 
in the intensity of how the services are represented within 
the cluster. There are service clusters that focus on offer-
ing a small selection of services, such as the provision of 
infrastructure (see Fig. 7 in blue), and service patterns that 
provide a wide range of different services (see Fig. 7Err or ! 
Reference source not found. in green). We show that there 
is a broad spectrum of service distributions and that variants 
of specialization or a general service offering are possible. 
We visualize these two patterns to create awareness of the 
distinct characteristics of the patterns and the spectrum in 
between. Pattern 3 has the lowest number of typical services, 
and pattern 5 has the most services (based on our analysis, 
see Fig. 5). Pattern 3 represents a DI that provides the infra-
structure required for data sharing. This essentially includes 
the technical provision of the infrastructure components, as 
well as the regulation of who can access the infrastructure 
and whether it is compliant with the applicable regulations. 
Pattern 5 offers a wide variety of services. We decided to 
compare these two patterns since they exposit the most sig-
nificant differences in their design (see Fig. 7). All visual-
ized patterns are in the appendix (see Appendix 6).

Comparing the service patterns results in a categoriza-
tion based on their design. For this, we sorted the patterns 
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according to the density of services and thematic focus. For 
the latter, we differentiated between data-as-a-service and 
enabling-data-sharing-as-a-service. Investigating the dis-
tribution resulted in a two-by-two matrix (see Fig. 8). The 
distinction of the patterns in the visualization is a qualitative 
separation for visualization purposes that is not based on 
a determinate scale. The aim is to visualize how close the 
patterns are in relation to their nearest neighbors, i.e., simi-
lar patterns, and how they contrast in difference with those 
“further away.” Patterns 3, 6, and 7 primarily concentrate 
on providing technology components (e.g., infrastructure or 

identity management) and the development of overarching 
data-sharing networks. Typically, other data-related services 
are not involved. Patterns 1, 2, 4, and 5 emphasize the provi-
sion of data catalogs and other data-related services, such 
as (personal) data management services and data process-
ing. Since infrastructure and support services are manda-
tory for DIs (see above), they are also included in their ser-
vice configuration. Pattern 8, in this categorization, is the 
“outlier” as it is positioned between the clusters explained 
above. Subsequently, organizations in this cluster primar-
ily offer data sharing enabling processes and individual 
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data-related services such as data quality and data process-
ing as complements.

Given this distribution, we propose a few reasons to 
explain this distribution. Based on our sample and observa-
tions, we find that, potentially:

• As specialists, the companies focus on a specific service 
or specific service combinations (e.g., Gebäudedaten.ch 
(2024) and DIABETES.SERVICES (2024) from pattern 
3).

• Startups or pioneers initially start with a small range of 
services and only gradually plan to expand their range of 
services (e.g., sovity (2024) and Catena-X (2024) from 
pattern 8).

• Established companies already offer a wide range of 
services (e.g., CDQ (2024) and Bundesdruckerei GmbH 
(2024) from pattern 5).

Given the rapid development of DIs and the evolving 
landscape, the classification should not be static. Our evalu-
ation with sovity has shown that the company, which was 
founded as a start-up, is still actively working on constantly 
expanding its range of services. This is not an isolated case. 
Pioneers like Catena-X’s lighthouse projects are constantly 
being developed and expanded.

Specimen in each cluster

The number of companies varies significantly between 
the patterns. Some patterns are smaller with less than ten 
companies, and other patterns are larger with more than ten 
companies. Figure 9 shows the distribution of the companies 
in the patterns. The median average number of companies 
in the clusters is 10.75. Patterns 3, 5, and 6 are above the 
median, and patterns 1, 2, 4, 7, and 8 have fewer companies 
than the median. While the number of services was previ-
ously clearly indicated by two thematic focuses (data-driven 
and enabling-driven), no thematic reason is initially apparent 
here. A closer analysis of the service patterns shows that 
patterns 3 and 6 tend to offer specific but frequently required 
services. These include identity services and the provision 
of infrastructure. These services are often required for data-
sharing processes. Patterns 1, 2, 4, 7, and 8 tend to have 
more specific service combinations. This explains the lower 
number of companies within the patterns, as specialization 
quickly excludes other patterns.

DISs, data ecosystems, and the data economy 
in the EU

Existing research on data ecosystems spurred a rich liter-
ature on the foundational triangle of data providers, data 

consumers, and data intermediaries (Oliveira & Lóscio, 
2018). Some research has provided in-depth contextualiza-
tion with a specific type of data infrastructure, such as data 
spaces (e.g., Otto & Jarke, 2019) or data marketplaces (e.g., 
Bergman et al., 2022). Our work continues and complements 
this research and focuses on the services offered by the DI. 
We show that there is currently a wide range of possible ser-
vices that DIs can offer which provides an overview of how 
the market is currently positioned with DIs. This also allows 
conclusions to be drawn about the identification of potential 
gaps and how existing business models can be expanded to 
cover the widest possible range of needs. In further research, 
these patterns can be mirrored against the legal situation in 
order to check whether the existing DIs and DISs also play 
the role that they should ideally play in the data economy 
in the sense of the EU. Due to a large number of potential 
services and its unique position in the ecosystem as a media-
tor, “data intermediation services are expected to play a key 
role in the data economy” (European Commission 2022, L 
152/10) as (regulated) digital platforms specialized in data 
sharing. This is especially relevant against the background of 
the continuously developing data economy. DIs (as intended 
by the DGA) are poised to provide neutral and trusted data 
intermediation services that enable more (potential) data 
consumers access to data (Carovano & Finck, 2023). Sub-
sequently, DIs hold a critical position at the heart of the 
data economy, as they could accelerate and facilitate the 
access and (re-)use of its foundational resource — data (e.g., 
Micheli et al., 2020). Resulting, our work supports organiza-
tions in managing the “hype” around DIs, which inevitably 
will mean that getting accustomed to DISs and DIs is not 
optional but mandatory. Participating for value and consid-
ering legal compliance with the DGA makes it essential for 
companies to consider if they could fall under the DGA. For 
instance, some of the most prominent barriers to engaging in 
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data sharing are trust and technology (e.g., Ebel et al., 2021). 
Both could be mediated or at least lessened when choosing 
the right DI providing fitting DISs.

Contributions, limitations, and outlook

The paper has multiple contributions. For the literature on 
data ecosystems (e.g., Oliveira & Lóscio, 2018), we contrib-
ute an overview of a specific role in data ecosystems — the 
data intermediary — and provide an abstracted, idealized 
type that subsumes all relevant services based on our analy-
sis. The underlying contribution is the shared understanding 
of what is possible for DIs and the more detailed considera-
tion of DISs. The dual nature summarizes and details our 
understanding of data intermediaries simultaneously. While 
prior research outlined different types of data intermediaries 
(e.g., Ditfurth & Lienemann, 2022; Jussen et al., 2024a), our 
work extends this by proposing a comprehensive set of DISs 
that are decoupled from specific DI instances. The term DI 
has been used in many ways in the literature to date. The 
presented definitions show that DIs are relevant for a wide 
variety of stakeholder groups. We offer a specialized view 
of the possible services of DIs that can benefit all interested 
stakeholders, regardless of the industry. DIS is still a very 
new topic in the IS domain. There are already some initial 
papers that look into DIs, but often with a strong focus on 
legal issues (e.g., Carovano & Finck, 2023; Vogel, 2022; or 
Richter, 2023).

Our evaluation with sovity indicates contributions to 
managers. We provide an assessment tool for DIs and 
DISs, giving them the opportunity to add to their business 
model or identify extensions of existing services. We offer 
initial approaches that show the extent to which data pro-
viders and data consumers benefit from DIs. For example, 
initial boundaries can be overcome by compensating for the 
lack of know-how among the players in DIs and thus ena-
bling secure data sharing. Significantly, the DGA sets the 
requirements for DIs and forces organizations to deal with 
these regulations, especially considering the broad defini-
tion it proposes. While our paper naturally does not give 
legal advice, it can help assess managers whether they might 
fall under the DGA and subsequently have to fulfill a host 
of requirements. In particular, we provide a more detailed 
view of specific services (e.g., technology) and subsequently 
make this assessment possible.

For policymakers, we offer insights into practice and 
research. This can help gain an understanding of how DIS 
practice is currently structured and identify possible gaps 
where companies need support with implementation. We 
offer a starting point that policymakers can use to support 
companies (e.g., new research projects or workshops). Our 

archetypes help policymakers to understand what is pos-
sible in practice and with which functions. Based on these 
findings, regulations can be adapted or aligned, for exam-
ple, particularly regarding the possibility of companies being 
certified as DIs by the EU.

Our research has several limitations. The taxonomy is 
based on a systematic review of the academic literature and 
a sample of DISs (i.e., companies). While we aimed to fol-
low systematic procedures and leveraged the team of authors 
to mitigate issues of interpretation and data selection, some 
limitations naturally remain. For one, we aimed to collect 
a comprehensive sample of the literature exploring DISs, 
but we cannot guarantee that we have overlooked individual 
articles. Additionally, we drew the literature from standard 
data bases in IS research (see the research design), which 
could be extended by using additional data bases and com-
plementary search terms. Our sample of companies can only 
cover a subsection of the total (potential) DIs on the market. 
Subsequently, we had to “make a cut” at some point and 
identify a suitable sample for our research, which we had to 
assess based on our (i.e., the team of authors) understanding 
of what a DIS is. To ensure the most neutral analysis pos-
sible, we conducted the literature review with two authors 
and discussed the results with a team of three authors. Due 
to the growing interest in DIs, we expect a sharp increase in 
the amount of relevant literature and DIs on the market. To 
sum it up, our research only shows a snapshot of time at a 
point in which the DI concept is emerging (e.g., due to the 
DGA). Building on our findings with a similar study in the 
near future could provide a valuable update. Two authors 
carried out the analysis of the companies, and the results 
were discussed and determined by a team of all authors. The 
same applies to the cluster analysis. Furthermore, we are not 
experts in legal matters and cannot make any legally binding 
statements about the extent to which the services we men-
tioned are influenced by the DGA, which is still possible. In 
the future, we need interdisciplinary research contributions 
from legal experts to be able to make legally binding state-
ments about the offered services.

Our research offers some starting points for further 
research. The database can be expanded to include more 
in-depth insights through workshops or interviews with 
experts from research and practice, enabling a more con-
crete and detailed description of the individual services. 
Future research contributions should focus on the design of 
the necessary business models for DIs. Now, our research 
only represents a part of a DI business model. Further 
research could, e.g., focus on the monetization of services. 
Ultimately, it is the task of an intermediary to overcome bar-
riers to data sharing (see Jussen et al., 2023b). To achieve 
this goal, it is the task of the research community to identify 
the necessary mechanisms and make them usable for the 
industry.
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