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Abstract 

We argue that measurement error in historical price data has led researchers to 

erroneously believe that there was little persistence of inflation during the 19th 
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the period 1842-1913. Our results indicate that persistence approximately 

doubles when we use this technique.  
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1. Introduction

It is widely believed that consumer price inflation displayed little or no persistence during 

the 19th century. Studies of the statistical properties of US inflation in the 19th century have 

generally found that it was close to a white noise process. Indeed, the lack of statistical 

persistence observed in historical data led Barsky (1987, p. 3) to conclude that, in the US at 

least, ‘Inflation evolved from essentially a white noise process in the pre-World War I years, to a 

highly persistent, non-stationary ARIMA process in the post-1960 period’.  

One reason for this finding is that the structure of the economy was very different 

then. Over time, the share of non-durable goods, such as food, in the consumer goods 

basket has declined. Since their prices tend to display much less persistence than the prices 

of durable goods and services, one would expect overall inflation rates to be much more 

sluggish now than a century and half ago.  

However, other factors suggest that the conclusion that inflation was not persistent 

may be mistaken. One such factor is that under the gold standard the money supply was 

determined by gold in circulation, meaning inflation should have been predictable. Indeed, 

Barsky and DeLong (1991) show that gold production forecasted inflation during the 

period of the gold standard. The effect of expected increases in gold in circulation on 

inflation was widely discussed by the public (Flandreau (2004)). New discoveries of gold 

attracted particular attention: a column in the Times of London on 25 June 18521 concluded: 

“we arrive…at the…conclusion that the Californian and Australian discoveries…will produce 

effects of a momentous character”, while the effect of gold discoveries on prices was 

highlighted by the Swiss newspaper Der Bund on 25 January 1858:2 “Coins in circulation rose 

everywhere after the gold findings in California and Australia... The price of all goods rose”.  

A second factor is the well-known problem of measuring historical prices. Indeed, 

there is a long literature discussing the difficulties constructing historical price indices and 

measurement errors are thus a likely to have been important.  

1 https://www.thetimes.co.uk/tto/archive/article/1852-06-25/5/1.html 

2 We are grateful to Daniel Kaufmann for this quote which was used in an earlier version of 

Kaufmann and Stuart (2024). It was obtained via e-newspaperarchives.ch and translated from the 

original text: “In Folge der Goldausbeute in Kalifornien und Australien [stieg] die Zahl der in 

Umlauf befindlichen geprägten Münzen [überall], am meisten in Frankreich. […] Der Preis aller 

Waaren stieg […]” 

https://www.thetimes.co.uk/tto/archive/article/1852-06-25/5/1.html
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Take the example of the US. Today, official CPI data are compiled by the Bureau of 

Labour Statistics. However, no official series was compiled contemporaneously for the 

period prior to 1913, and so we must rely on indices compiled by various researchers for 

earlier periods. In a comprehensive study of US cost-of-living data since the 18th century, 

Officer (2014) identifies a total of 14 different price series covering all or part of the period 

studied here (1841 to 1913). The existence of so many series is proof of measurement error 

since at most one can be correct. More likely, we believe, all contain at least some degree of 

error. 

 In this paper we investigate the potential role of measurement errors in historical 

inflation data in biasing down estimates of the degree of inflation persistence. In doing so, 

we add to the extensive literature by Christina Romer and others which discusses 

measurement error in historical macroeconomic data such as GNP, industrial production 

and unemployment.3 That literature shows, among other things, that failing to account for 

poor measurement in historical data led researchers to overestimate business cycle 

volatility in the pre-First World War period. This suggests that, in a similar fashion, 

measurement error in prices might have led to erroneous conclusions regarding inflation 

behaviour during the period. Surprisingly, as we discuss further below, few studies have 

focussed on this issue.  

 We conduct our analysis using the simplest possible framework, a first-order 

autoregressive, AR(1), model for inflation. It is well-known that if the regressor in a 

regression of y on x is subject to white noise measurement errors, the estimated parameter 

on x will be biased downward. In the case of an AR(1) model, that means that the degree 

of persistence will be underestimated.  

The standard approach to dealing with measurement errors is to use instrumental 

variables (IV). We do so here. In the first instance, we collect five measures of inflation for 

the US over the period 1842 to 1913. We use three different instruments to obtain estimates 

of persistence that are unaffected by measurement error. Our results are remarkably 

consistent using the three different instruments. On average, the IV estimates of the AR 

parameter are almost twice as large as simple OLS estimates. Furthermore, Durbin-

 

3 See for instance, Romer (1986a), (1986b), (1986c), (1989), Miron and Romer (1990), Diebold and 

Rudebusch (1992). 
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Hausman-Wu tests indicate that the difference between the OLS and instrumental variables 

estimates are statistically significant. These findings are what we would expect if 

measurement errors were present. 

We next broaden our analysis using data from 14 countries for which we can 

compute annual CPI inflation over the period 1842-1913. In this case, we identify an 

instrument that is unlikely to be correlated with the measurement error in each of the 14 

countries. Here, using IV more than doubles the estimated persistence parameters across 

these countries. Moreover, the IV estimates are statistically different from the OLS 

estimates.  

Overall, we believe that this constitutes strong evidence that measurement errors have 

caused the persistence in inflation in the 19th century to be underestimated. 

We go on to compare our new estimates of persistence in the 19th century with 

those in more recent data. Although our estimates of historical persistence are significantly 

larger than previous estimates, the level of persistence remains below that in more recent 

data. We hypothesise that this may be due to shifts in the consumer basket and provide 

some simple empirical evidence suggesting that such compositional changes help explain 

at least a part of the remaining shortfall in inflation persistence.  

The rest of the paper is structured as follows. The next section discusses the 

literature on inflation persistence and measurement errors in price series during this 

period. Section 3 describes the data. Section 4 discusses the econometric issues arising from 

measurement error and outlines our strategy for addressing it. Our results for the US are 

presented in Section 5 and the international evidence is in Section 6. In Section 7 we 

compare our estimates of historical persistence with estimates for more recent data and 

Section 8 concludes. 

 

2. Literature review 

2.1 Inflation persistence  

The properties of inflation in the US during the classical gold standard have been studied 

by many authors, prompted by the apparent absence of an ex-post Fisher effect in US data 

in the period before the First World War. Since the Fisher effect states that nominal interest 
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rates should increase one-for-one with expected inflation, focus naturally turned to the 

predictability of inflation. While Fisher (1930) hypothesized that inflation expectations may 

be a weighted average of current and past inflation, Cagan (1956) argued that the lags 

required to forecast inflation during that period were simply too long (approximately 10 to 

30 years) to be reasonable. Summers (1983) thus concludes that it is difficult to reconcile the 

data with standard economic models of fully informed and rational agents. Shiller and 

Siegel (1977) used spectral techniques to identify long- and short-term movements in 

inflation and interest rates and concluded that inflation was not easily forecasted at the 

time. Barsky (1987) employed ARIMA models to show that inflation was essentially a white 

noise process, and therefore unforecastable.  

Since these papers were published, inflation persistence has become widely 

studied. However, there are many definitions of persistence applied in the literature. 

Fuhrer (2009) distinguishes between “reduced-form” persistence, which is the empirical 

property of an observed inflation measure, and “structural persistence” which occurs as 

the result of features of the economy. The empirical regularity of reduced-form persistence 

was noted first while structural explanations, such as those by Calvo (1983) and Rotemberg 

(1982, 1983) and subsequent extensions and variations, attempted to map this regularity to 

the functioning of the economy.  

In this paper, we focus on reduced-form persistence. Within the broader inflation 

literature, reduced-form persistence has been measured in several ways including unit root 

tests (Barsky (1987), Ball and Cecchetti (1990)), the first-order autocorrelation (Pivetta and 

Reis (2007), Grytten and Hunnes (2009)), the sum of autoregressive coefficients (Benati 

(2008)) and unobserved component models that estimate “permanent” and “transitory” 

components of inflation (Stock and Watson (2007)).  

Estimates of the degree of persistence, while all low, vary. Benati (2008) measures 

persistence as the sum of the autoregressive coefficients of inflation and finds that 

persistence was entirely absent in inflation data for several countries in the period before 

1914. Cogley and Sargent (2015) and Cogley, Sargent and Surico (2015) estimate 

unobserved component stochastic volatility models of wholesale and consumer price levels 

in the US and UK, respectively, and find little persistence in inflation in either country 

during the 19th century. Grytten and Hunnes (2009), using various autoregressive lag 
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lengths across monetary regimes, draw similar conclusions studying data from Denmark, 

Norway and Sweden during the gold standard. 

On the other hand, Meltzer and Robinson (1987) report limited first-order serial 

correlation in inflation rates during the gold standard in five of the seven economies that 

they study.4 Their data are not a balanced panel but cover periods starting between the 

early-1860s and late-1880s and ending in 1913. Moreover, several papers in the 1990s 

(Alogoskoufis and Smith (1991), Alogoskoufis (1990), Burdekin and Siklos (1991)) used 

simple Philips curves or univariate AR processes and often find some persistence during 

the gold standard.  

2.2 Structural change 

Changes to the structure of the economy might affect the persistence of inflation. Hanes 

(1999) demonstrates that the degree of processing of products in a price index can have 

important implications for its statistical properties. Using producer prices, he shows that 

the prices of less processed goods are less autocorrelated than those of more processed 

goods. Since historical data on the cost of living have a greater share of less processed goods 

than modern data, they will naturally exhibit less persistence.  

In a similar manner, the composition of household consumption has changed over 

time. Oshima (1961) and Juster and Lipsey (1967) argue that a significant shift towards the 

consumption of durables occurred in the US in the 1920s associated with automobiles and 

the electrification of household appliances. While this view was challenged by 

contemporary authors (see Vatter (1967a), (1967b), Vatter and Thompson (1969)), by the 

time Olney (1990) showed the importance of access to consumer credit in enabling the 

increase in consumer spending, the issue was largely settled. The increase in demand for 

durables alongside growth in the service sector, has meant that over the course of the 20th 

century, the share of non-durables in the consumer basket has declined. Since non-durables 

includes items such as food and energy for which prices are known to be volatile, this likely 

affected the inflation persistence of the overall basket. 

 

 

4 The countries are Denmark, Germany, Italy, Japan, Sweden, UK, US. German and Japanese data 

do not exhibit serial correlation. In addition, serial correlation in Italian data is negative.  
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2.3 Measurement errors in historical inflation 

The fact that new price series, improving on older ones, are regularly produced by 

economic historians testifies to the fact that we have imperfect measures of historical 

prices.5 Kaufmann (2020) and Officer (2014) identify several possible sources of 

measurement error present in historical US price data. In particular, the scarcity of price 

quotes for historical periods has several effects by requiring the use of proxies (such as 

wholesale prices6 or prices for narrow geographical regions7) and interpolations (such as 

imputing prices of housing and rent8). Services prices are scarcer than goods prices, 

although this in part reflects the fact that services accounted for a smaller share of the 

economy. The smaller number of price quotes, while reflecting a narrower consumer basket 

and less variety generally, will tend to raise volatility of historical indices, ceteris paribus. 

It is notable that these measurement issues relate to the domestic component of inflation, 

likely making measurement error uncorrelated across countries and implying that 

international inflation may be a good instrument. We will exploit this feature in our 

analysis below.  

Nonetheless, the effects of measurement error in prices has generally been 

considered only in passing in the literature. For instance, Benati (2008, p. 1041) states that 

although ‘the problem [of measurement error] is potentially there, unfortunately it is not clear at 

all how to even gauge an idea of the likely extent of its impact, and in what follows I will therefore 

ignore it’. Indeed, we are aware of only a few studies that directly address the issue of 

measurement errors in inflation.  

 

5 See the case of the US, discussed in Section 4.1, where 14 different price series have been compiled 

coving subsamples of the period we study. 

6 For instance, our UK price data prior to 1870 are from Feinstein (1998), who uses wholesale prices 

to proxy for the retail prices of flour (1846-1870), pork and bacon (1850-1870), potatoes (1846-1870) 

and tallow (as a proxy for candles, 1860-1870) (See Appendix to Feinstein (1995) for details). Overall, 

these four items make up just over a fifth of the total index, during the period that all are used (1860-

1870) (See Table 1 in Feinstein (1998)). 

7 See, for instance, the discussion below of the series for the US compiled by Adams (1944). 

8 For instance, Kaufmann (2020) notes that in his series for the US, Long (1960) approximates the 

prices of several items, including rent, by a linear interpolation over the entire 1880s, while Lebergott 

(1964) constructs a reproduction cost index by equally weighting the cost of construction materials 

and wages for low-skilled workers. 
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Cogley and Sargent (2015) estimated unobserved component stochastic volatility 

models of the wholesale price level in the US, allowing for an unobserved measurement 

error in the price level. They compare the Hanes (2006) modern replication of the Warren 

and Pearson (1932) historical wholesale price series with the official Bureau of Labor 

Statistics (BLS) data over the period 1947-1990 and assume that the BLS data are “true” so 

that the difference between the two series represents “measurement error”. Assuming that 

the statistical properties of this “measurement error” also apply to the 19th century, they 

find no significant evidence that price level volatility has changed compared to the pre-

War period. Cogley, Sargent and Surico (2015) conduct a similar exercise for UK consumer 

prices while using the same US wholesale price data to inform priors and again find little 

evidence of a shift in price level volatility in the post-War period. In contrast to these 

studies, we focus on consumer price inflation in the US and elsewhere, and we do not take 

a stand on what the “true” price level or inflation rate was during the 19th century. 

More recently, Kaufmann (2020) studies the impact of deflation on economic 

activity. While earlier studies by Atkeson and Kehoe (2004), Bordo and Filardo (2005) and 

Borio et al. (2015) argue that deflation was only weakly linked to reduced economic activity 

during the 19th century, Kaufmann (2020) shows that once measurement error is accounted 

for, the link between deflationary episodes and economic activity is quite strong. He finds 

large and statistically significant declines in US industrial production growth during 

periods of deflation. This implies that measurement errors in inflation may have 

economically meaningful impacts on statistical results. 

 

3. Data 

3.1 US data 

We start by collecting five measures of US inflation for the sample period 1842-1913 at an 

annual frequency.9 They are all intended to capture changes in consumer prices, and the 

differences between them can be thought of as arising from measurement errors.  

 

9 This is the broadest set of price series covering the full sample period 1841 to 1913 that we can find. 

1841 is selected as the start date because this is when one of the series (Burgess (1920)) begins. 
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Officer (2014), which contains an in-depth study of the available historical US cost-

of-living data, selected the series by David and Solar (1977)10  as the best measure of prices 

for this period. In addition to data quality, Officer bases this judgement on several criteria. 

First, he favours series that rely to as great an extent possible on retail (rather than 

wholesale) prices. Second, the coverage of the consumer basket must be as wide as possible 

and not omit important consumption items such as rent or housing. Third, he prefers series 

that are calculated using averages of monthly prices over the course of a year, as opposed 

to, for instance, single observations representing a whole year. Fourth, series using 

expenditure weights that are as timely as possible are preferred. Fifth, comprehensive 

geographic coverage is deemed an advantage. Sixth, a sufficiently large number of price 

series should be used in the calculation of the aggregate series and finally, for the most part, 

longer series are preferred to reduce the impact of methodological changes. Overall, we 

follow Officer (2014) in considering David and Solar (1977) the best measure of prices for 

the period we study. 

We think of the series that Officer rejected also as estimates of the true inflation rate, 

albeit measured with greater error. We collect two other composite series that cover the 

entire sample period 1842 to 1913 and which are constructed using data series that Officer 

considered but rejected.11 These are compiled by Hansen (1925) and the Federal Reserve 

(1957).12 The series underlying their construction are listed in Appendix A. Based on the 

criteria outlined above, Officer judges these series to be substandard for several reasons. In 

the case of Hansen (1925), which Officer refers to as “out of date”, he notes that there is a 

heavy reliance on wholesale prices in this series, and that rent is missing entirely from the 

calculation of the series. In the case of the Federal Reserve (1957), the series is made up of 

a relatively large number of short series, which he considers to be of poor quality.13 

 

10 As presented in Officer (2014). For the period covered here, this series is the same as one of the 

two consumer price series (“David-Solar-based”) presented in Hanes (2006).  

11 The BLS also compiles a composite series for the period, but this overlaps significantly with Brady 

and Solar. Where it does not (1861-1890), we use the underlying component series (Hoover (1960)) 

in the calculation of the instruments discussed below (as described in Appendix A).  

12 As reported in Bureau of Census (1960). 

13 This is true of the entire sample period for which the series is available (1820-1957), however, for 

the period which we consider, the number of series used is only one greater than the number 

employed by David and Solar (1977). 
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In addition, we collect two series that are consistently compiled from a single source 

for the entire sample period (Burgess (1920) and Adams (1944)).14 However, these series 

both have significant drawbacks. The price series of Burgess (1920), which begins in 1842 

and thus determines the start-date for our analysis, is based on ten staple food items. The 

series by Adams (1944), although covering a wider basket of goods including some 

services, pertains to a very narrow geographic and socioeconomic cohort: prices paid by 

farmers in Vermont. Nonetheless, they are proxies of prices in the US during this period, 

albeit measured with error. 

3.2 US inflation descriptive statistics 

We start by plotting the annual inflation rates of these five series for the period 1842-1913 

(Figure 1). While the series move broadly similarly over the sample period, the differences 

between the series can be quite large: the average range of the series over the entire period 

is 7 percentage points, and on 14 occasions in the 72-year sample period it is greater than 

10 percentage points.  

Next, we compute descriptive statistics (Table 1). The average inflation rates range 

between 0.07% for the Adams series to 0.81% for Burgess. The medians range from -1.08% 

for the Adams series – indicating many deflationary years in this series – to 0.41% for the 

Burgess series. The median is zero for the other three series. The standard deviations of the 

series vary between 4.61 for the Federal Reserve series and 8.22 for the Hansen series.  

As this analysis makes clear, there are important differences between the five series. 

One possible reason is measurement errors that introduce differences in the levels of the 

series and blow up their variances to varying degrees.  

3.3 International inflation data and descriptive statistics 

In the second part of our analysis, we use data from 14 economies for which inflation can 

be computed for the period 1842 to 1913. They are drawn from a variety of sources, 

indicated in Appendix B, and should be thought of as capturing the cost of living.  

 

14 Other series, such as the well-known series compiled by Warren and Pearson (1932), are for 

producer rather than consumer prices, and are not considered here.  
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The dashed lines in Figure 2 show the range of inflation across all 14 economies 

while the solid line shows the median of the series. The difference in inflation is frequently 

quite large, exceeding 30 percentage points on several occasions, however, this is largely 

due to outliers. The cross-sectional interquartile range only exceeds 10 percentage points 

on three occasions, and averages 4.8 percentage points over the sample period.  

Descriptive statistics are shown in Table 2. The average annual inflation rate is 

about 0.38%, and the standard deviation of inflation is around 5.7%. It is notable that no 

country is a clear outlier. The average pairwise correlation of each series with the other 

series is also included in Table 2, and indicates a relatively high degree of co-movement, 

ranging between 0.27 for Finland and 0.53 for Denmark and the UK. 

 

4. Measurement errors  

The empirical work in this paper focuses on comparing OLS with IV estimates of the 

parameter on lagged inflation in a first-order autoregression for inflation. Given the long 

literature on the problems of measuring prices in the 19th century, we focus on 

measurement errors as one reason for why they differ.15 

We consider the simplest possible textbook case of a regression with one mis-

measured regressor, for which we have one instrument. We assume that the measurement 

errors on inflation are normally distributed and serially uncorrelated.16 We have several 

data series and index these by i. We assume that the measurement errors are mutually 

uncorrelated.  

We observe the inflation rate as measured by price index i, 𝜋𝑖,𝑡, subject to a 

measurement error, 𝜈𝑖,𝑡: 17 

(1) 𝜋𝑖,𝑡 = 𝜋𝑖,𝑡
∗ + 𝜈𝑖,𝑡   

 

15 Another possibility is that in additional to persistent shocks to inflation there are also temporary 

shocks that are specific to the time series of inflation analysed. In either case, our point remains that 

the measures of persistence the literature has focussed to date on provide a poor estimate of the 

underlying inflation dynamics.  

16 See for instance the discussion in Greene (2012, Section 8.5). 

17 Of course, what we refer to as the measurement error could be some other shock that temporarily 

raises observed inflation. 
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where 𝜋𝑖,𝑡
∗  denotes the true, unobserved, inflation rate. Consider next a first-order 

autoregressive model:  

(2) 𝜋𝑖,𝑡
∗ =  𝛽𝑖𝜋𝑖,𝑡−1

∗ + 𝜀𝑖,𝑡    

If data on 𝜋𝑖,𝑡
∗  were available, we could estimate this equation using OLS. Since they are 

not, we must rewrite this equation in terms of the observed inflation rate, 𝜋𝑖,𝑡. We have 

that: 

(3) 𝜋𝑖,𝑡 =  𝛽𝑖𝜋𝑖,𝑡−1 + [𝜀𝑖,𝑡 − 𝛽𝑖𝜈𝑖,𝑡−1 + 𝜈𝑖,𝑡]  

where we assume that the regression error 𝜀𝑖,𝑡 is normally distributed and serially 

uncorrelated. Since the measurement error appears in the composite residual, the error and 

the regressor are correlated. This is why OLS estimates are biased.  

Consistent estimates of 𝛽𝑖 can be obtained using instrumental variables. That 

requires an instrument, 𝑧𝑡−1, that is, ideally perfectly, correlated with the unobserved true 

inflation rate, 𝜋𝑖,𝑡−1
∗ , but uncorrelated with the measurement error, 𝜈𝑖,𝑡−1. Unfortunately, in 

applied work it is often difficult to find a good such instrument. We identify three different 

instruments for the US data and one for the cross-country data. The increase in estimated 

persistence is remarkably consistent using our different instruments. The use of several 

instruments in this way strengthens the case for the existence of measurement error. We 

next discuss these instruments. 

 

4.1 Instruments 

First, since we have several measures of US inflation and under our assumption that the 

measurement errors are uncorrelated across series, the cross-sectional mean and median of 

the lagged inflation rates may attenuate the measurement error in individual series and are 

potential instruments. We prefer the median since it is more robust to outliers which, as 

discussed above, are often present in historical data.  

To avoid the problem that the median may lead the instrument to be spuriously 

significant in the estimated inflation equation proposed above if the cross-sectional 

dimension is not sufficiently large, we define the “series-specific” median which is the 

cross-sectional median when all data series are considered, except the series in question. 
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Thus, the series-specific median for data series i is constructed using all data, except data 

series i.18 Below we use the series-specific medians as instruments.19 

Of course, an instrument must not only be uncorrelated with the measurement error 

and correlated with the true value of the poorly measured variable, it must also not be an 

omitted structural variable from the hypothetical regression of the true inflation rate, 𝜋𝑖,𝑡
∗ , 

on its lag in equation (2). We believe that this is a reasonable assumption in the case of the 

series-specific median. 

The final column of Table 1 shows the correlation between each series and the 

series-specific median. These correlations are high, ranging from 0.64 for the Hansen series 

to 0.92 for the David and Solar series.20 

To see why the median of a set of mis-measured estimates of inflation can be a good 

instrument, consider for simplicity that the measurement errors have the same variance, 

𝜎2, in all countries and are mutually uncorrelated and consider the cross-sectional mean of 

inflation. The errors add a term to the variance of the mean equal to 𝜎2 𝑁⁄  , where 𝑁 is the 

number of economies. The importance of the measurement errors is thus reduced sharply 

when a set of series is considered. The same argument applies to the cross-sectional 

median.21 However, the assumption that the errors are uncorrelated across inflation 

estimates for the same country is quite strong, which is why we also use two other 

instruments.  

Second, we use commodity wholesale price inflation as an instrument. Wholesale 

prices are frequently used as proxies for consumer prices in historical periods as they are 

considered to be relatively well measured (Kaufmann (2020)). Indeed, wholesale prices are 

used in some of our inflation series. In some cases, the use of wholesale prices is minimal: 

the Adams (1944) and Burgess (1920) series rely solely retail prices, while only for the 

 

18 The construction of the US instruments is complicated by the composite nature of the series. See 

Appendix A for details of the underlying series in the US instrument.  

19 Pukthuanthong and Roll (2009) use a similar methodology, which they refer to as “out-of-sample 

principal components”, in their study of stock market integration. See also Gerlach and Stuart (2023). 

20 In a first order autocorrelation of the difference between each series and the median of the other 

series, the constant is always insignificant and the AR parameter is insignificant in all cases except 

for the Hansen series. 

21 Wonnacott and Wonnacott (1977, p. 182) state that the variance of the sample median is 

approximately given by (𝜋 2⁄ )(𝜎2 𝑁⁄ ) and thus declines in the same way as the variance of the mean 

when 𝑁 increases. 
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period 1890 to 1914 are some wholesale prices used alongside retail prices in the series 

constructed by David and Solar (1977). In the case of the Federal Reserve (1957) series, some 

wholesale prices are used in the periods 1850 to 1860 and 1890 to 1910. However, the 

Hansen (1925) series relies on wholesale prices for all non-food items.  

Wholesale prices are available for nine commodities for the entire period from the 

US Bureau of the Census (1975). Since some measurement error in our consumer price 

series arises from the use of wholesale prices instead of retail prices, to avoid having the 

same measurement error in our instrument, we select the wholesale prices of commodities 

which do not proxy for any consumer good.22 Specifically, we exclude wheat flour, cotton 

sheeting and coal and use the median of inflation in six commodities: wheat, raw cotton, 

wool, nails, copper and turpentine. The correlation between each of our five series and our 

measure of commodity price inflation ranges from 0.47 for the Hansen series to 0.75 for the 

Adams series.  

Third, we can use as an instrument the inflation rate in another country which is 

likely to co-move with the US inflation rate. While foreign inflation may also be measured 

with error, that error is unlikely to be correlated with measurement error in the US series. 

Moreover, it is unlikely that another country’s inflation rate would be an omitted variable 

in a regression of true US inflation on its lag.  

Given the gravity theory of international trade, we expect inflation to be transmitted 

between close neighbours. Indeed, Gerlach and Stuart (2024) show that trade openness and 

the geographical distance between countries explain much of the variation in the pairwise 

correlations of inflation between countries during this period. Due to the US’s relative 

remoteness during the period, that makes Canadian inflation a candidate to be an 

instrument. Moreover, following work by Geloso (2019) and Geloso and Hinton (2020), we 

believe that Canadian inflation is relatively well-measured.  

 

22 It is not possible to verify the exact commodity prices used in the other series. For instance, 

Hansen (1925b, p.294) notes simply: ”For the period 1890 to 1913 an index was constructed 

consisting of food (40), cloths and clothing (17), fuel and light (6), house furnishing (5)…The food 

index is the retail prices of the Bureau of Labor Statistics, while the other series are the relative prices 

at wholesale.” However, it seems reasonable to assume that none of the six commodities we include 

in our instrument would proxy for these categories. 
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However, Figure 1 shows that there is a substantial increase in the US inflation rate 

during the Civil War years. This drives a wedge between US and Canadian inflation which 

peaks at almost 25 percentage points in 1864 and averages over 10 percentage points for 

the years 1860 to 1865. This is likely to reduce the usefulness of Canadian inflation as an 

instrument. Indeed, removing the years 1860 to 1865 from the sample increases the average 

pairwise correlation of the five US series with Canadian inflation from 0.36 to 0.46. We 

therefore exclude the Civil War years from our sample period in this part of the analysis.  

Fourth, for the international analysis, we use the country-specific median as the 

instrument.23 That is, when constructing the instrument for country i we use data on all 

countries, except country i, thus capturing the common component of inflation across 

countries. We know that such a component existed in the 19th century since Gerlach and 

Stuart (2023) estimated reduced-form inflation equations of the form proposed by Ciccarelli 

and Mojon (2010) and find that the common component is significant in 13 of the 15 

economies studied.24 In addition, we believe that it is unlikely that the lagged country-

specific median of inflation in 14 other countries is an omitted variable in a first order 

autoregression of the true inflation rate in country i. Finally, as already noted, we believe 

that the measurement errors are unlikely to be correlated across countries. Overall, this 

suggests that it will be a good instrument. 

The final column of Table 2 shows the correlation rates between the country 

inflation rates and country-specific medians. These range from 0.40 for Portugal to 0.80 for 

Denmark.  

 

 

 

 

 

23 We do not use the cross-country median as an instrument for the US data as we find that the Civil 

War and relatively low correlation in inflation between the US inflation rate and that in other 

countries makes it a weak instrument.  

24 The sample period in this study was from 1850 to 1913, and the sample of countries was the same 

except that Portugal and Spain were not included, but Iceland and Australia were. The latter two 

are not included here as data prior to 1850 are not available for them. 
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5. The effect of measurement error on US inflation persistence 

5.1 Estimates disregarding measurement errors 

We first disregard any potential measurement errors and estimate a AR(1) model on data 

for 1842-1913.  

(4)  𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 +  𝜁𝑖,𝑡 

The regressions are estimated using OLS. As a robustness check, we present results using 

seemingly unrelated regressions in Appendix C with overall similar results.  

The results are presented in Panel (a) of Table 3. The autoregressive parameter, 𝛽𝑖, 

is significant at the 5% level in all cases. It is smallest, 0.28, in the case of the Hansen data, 

which is the series that is most volatile and on average the least correlated with the other 

series. It is highest, 0.60, in the case of the David and Solar series, which is the second least 

volatile series and the one we believe is the best measure of inflation. The average 

parameter estimate across all five regressions is 0.44. 

The AR parameter is of crucial interest as it allows us to calculate the persistence of 

a shock to inflation as measured by the half-life of a shock, which is given by 
𝑙𝑛(0.5)

𝑙𝑛(𝛽𝑖)
. 25 This 

function is nonlinear and steepens as 𝛽𝑖 rises. As the AR parameter approaches unity, the 

slope approaches infinity. For low values of the AR parameter, the half-life is very short. 

For instance, for a value of 0.1, the half-life is just 0.30 years. In contrast for an intermediate 

value of 0.5, it is 1; and for a high value of 0.8, it is 6.6 years. This illustrates that to assess 

correctly the degree of persistence of inflation, it is essential to estimate the AR parameter 

consistently. Across all five regressions, the average half-life is just 0.88 years.26 These 

estimates therefore suggest a very low level of persistence in inflation during the period. 

5.2 Estimates using the series-specific median as an instrument 

To explore whether the presence of measurement errors may explain the low degree of 

persistence in inflation, we re-estimate equation (4) using IV. We first use the series-specific 

median, 𝜋𝑡−1
𝑀 , as an instrument. In the next section we use inflation in Canada as an 

instrument.  

 

25 See, for instance, Murray and Papell (2004) and Chortareas and Kapetanios (2004).   

26 Since the half-life is a non-linear function of the AR parameter, we obtain the average half-life (in 

all instances) by averaging the half-life resulting from the different estimates. 



16 

 

Since these estimates are only valid if the instruments are strong, we first regress 

the inflation rates on their instruments and calculate F-tests of the hypothesis that the slope 

parameter is zero. Staiger and Stock (1997) propose the rule of thumb that, in the case of a 

single endogenous variable, if the F-statistic in this first-step regression is greater than 10, 

the instrument is strong. We report these statistics in Panel (b) of Table 3. The F-statistics 

range from 48.2 to 391.6. Overall, we conclude that the proposed instruments are “strong” 

in all cases.27  

The IV results are presented in Panel (b) of Table 3. The autoregressive parameter 

is significant in all cases (all p-values are zero). Moreover, the IV estimates of the AR 

parameter are systematically larger than the OLS estimates. Indeed, the increase in the AR 

parameter is at times large. For instance, in the case of the Hansen data, the estimated 

parameter rises from 0.28 to 0.93. At 0.69, the average parameter is over 50% larger than 

measurement error is ignored. As a result, the average half-life of shocks to inflation rises 

from 0.88 to 3.26 years, a material difference. 

One would expect that the IV estimates of the autoregressive parameter would be 

larger than the OLS estimates if measurement errors are present. Thus, these results are 

suggestive of all series being measured with error. Next, we formally test for measurement 

errors, that is, we test whether the OLS and IV estimates are the same. To do so, we compute 

Durbin-Hausman-Wu (DHW) tests for simultaneity bias.28 The test is constructed by 

performing the first-stage regression implicit in the IV estimation process, that is, by 

regressing the inflation rates, 𝜋𝑖,𝑡, on the series-specific median of inflation, 𝜋𝑡
𝑀:  

(5)  𝜋𝑖,𝑡 =  𝛿𝑖 + 𝛾𝑖𝜋𝑡
𝑀 +  𝑢𝑖,𝑡 

The estimated residuals are added to equation (4):  

(6)  𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 +  𝜆𝑖�̂�𝑖,𝑡−1 + 𝜁𝑖,𝑡
∗  

and the hypothesis that 𝜆𝑖 = 0 is tested using a t-test. The p-values for a test of regressor 

endogeneity are also included in Table 3. They reject the hypothesis that the parameters in 

the OLS and IV regressions are the same in three cases (Burgess, the Federal Reserve and 

 

27 More recently, Lee et al., (2022) propose alternative critical values for single-IV models that 

depend on the value of the first-stage F-statistic. The results remain significant at the 5% level using 

these critical values. 

28 See Greene (2007, p 276).  



17 

 

Hansen). Since the David and Solar series is arguably the series measured with the smallest 

error, it is perhaps less surprising that the null hypothesis is not rejected in this case, 

although a similar argument cannot be made for the Adams series.  

To increase power, we perform these tests jointly, rejecting the null hypothesis that 

the two estimates are the same (p-value 0.00).  

5.3 Estimates using commodity price inflation as an instrument 

The results using commodity price inflation as an instrument are included in Panel (c) of 

Table 3. The first stage F-statistics range from 19.97 in the case of the Hansen series to 81.41 

for the Adams series.29 The IV estimates indicate that the AR parameter is significant at the 

1% level in all cases and ranges from 0.81 (Adams series) to 1.16 (Hansen series), and 

averages 0.97. This is markedly higher than the average OLS estimate (0.44), and indeed 

DHW tests indicate that the IV estimates are significantly different from the OLS estimates 

(in all cases, the p-value = 0.00). A joint DHW test also returns a p-value of 0.00. 

5.4 Estimates using Canadian inflation as an instrument 

We next turn to the results using our third instrument, Canadian inflation. However, before 

proceeding, we will jump ahead somewhat to note that while using the Hansen data, the 

first-stage F-statistic in the IV analysis is 5.99, indicating a weak instrument. We therefore 

only report results for the four other series for which the first-stage F-statistic is greater 

than 10.  

The OLS results excluding the Civil War period are presented in Table 4. The AR 

parameter estimates are statistically significant at the 5% level in the case of the Federal 

Reserve and Brady and Solar series, and at the 10% level in the case of the other two series. 

However, the average of the parameter estimate is smaller than the full sample estimates 

that incorporate the observations for the Civil War (0.44 compared to 0.22). 

Turning to the IV results (middle Panel of Table 4), the AR parameter estimates are 

all statistically significant at the 5% level.30 They are also substantially higher than the OLS 

estimates, at least doubling in size in all cases. Indeed, the average parameter estimate 

 

29 The results in this section are unaffected by applying the Lee et al., (2022) critical values. 

30 Using the Lee et al., (2022) critical values, we find that the result for the Federal Reserve series is 

not significant at the 5% level. 
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across all four series is 0.92. Finally, p -values from DHW tests (bottom of Table 4) indicate 

that the IV parameter estimates are significantly different from the OLS estimates at the 5% 

level in three of the four cases, the exception being the Federal Reserve series for which the 

p -value is 0.06. Unsurprisingly, a joint DHW test returns a p -value of 0.00. 

While one can always make an argument against a specific instrument, our results 

are remarkably consistent across the three instruments we use here. Taking the analysis 

from all three instruments together, on average, the estimated AR parameter when IV is 

used is 0.85, close to double the OLS estimate of 0.44 (0.24 when the Civil War is dropped).31 

Overall, we believe that the consistency of the results across our estimates provides strong 

evidence that measurement error has biased downward estimated persistence in US 

inflation in the period before the First World War. 

 

6. International evidence on inflation persistence 

The results above suggest that measurement error in inflation rates may be the reason why 

inflation persistence is estimated to be so limited in the US before 1913. We next explore 

whether this is also the case in other economies, using data from 14 countries for which we 

can compute annual inflation over the period 1842-1913. 

As before, we first discuss the OLS estimates before turning to the IV estimates, the 

critical questions of the power of our instrument and whether there is evidence of 

simultaneity bias.  

6.1 Estimates disregarding measurement 

Our approach is the same as in Section 5. We first estimate equation (4) where the subscript 

i now refers to the inflation rate in economy i. The results are available in Table 5. The AR 

parameter, 𝛽𝑖, is significant in the cases of Canada, Denmark, Germany, Netherlands, 

Norway, Sweden and the UK, that is, in 7 of 14 regressions. It ranges between -0.12 in Spain 

to 0.37 in Denmark. On average it is 0.18. Since the half-life of shocks can only be computed 

for AR parameters that are between zero and unity, we disregard negative parameters 

(Portugal and Spain) and compute the average half-life, which is 0.47 years. As in the case 

 

31 Ignoring the estimates that exclude the Civil War period, the average estimated parameter is 0.83. 
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of the US OLS results in Section 5, these results also suggest that there is little persistence 

to inflation.  

6.2 Estimates using the country-specific median as an instrument 

Next, we re-estimate equation (4) using IV and the country-specific mean as an instrument. 

We report the first stage F-statistics in the bottom part of Table 5. They range from 14.6 in 

Portugal to 152.4 in the UK. The results of our IV estimation are in the middle Panel of 

Table 5. The autoregressive parameter is significant in 9 of 14 cases – Belgium, Denmark, 

Finland, Germany, the Netherlands, Norway, Sweden, Spain and the UK.32 Thus, we 

cannot reject the hypothesis of no persistence in several cases. However, since we have 

several equations, it seems sensible to test the joint restriction that all the 𝛽𝑖 parameters are 

zero. This yields a p-value of 0.000.33  

Moreover, the parameter estimates, which range from -0.10 in Switzerland to 1.04 

in Finland, average 0.43 across all regressions, that is, more than twice the average OLS 

estimate. As a result, the average half-life is 0.93 of a year, that is, about twice the average 

when OLS is used.  

6.3 Are the IV estimates significantly larger? 

While the point estimates of the AR parameter frequently double or triple when IV is used 

compared to OLS, are the two sets of parameters significantly different from each other? 

Note that if there are no measurement errors, then the OLS and IV estimates are both 

consistent and we would expect them to differ randomly. Yet, in 12 of 14 cases the IV 

estimates are larger than the OLS estimates, the probability of which is less than 1% if they 

had the same expected value. This suggests that measurement errors are present. 

To assess whether the OLS and IV estimates of 𝛽𝑖 are statistically different from each 

other, we compute Durbin-Hausman-Wu (DHW) tests for simultaneity bias. The p-values 

(bottom of Table 5) show that the hypothesis that the parameter is zero can be rejected in 6 

of 14 cases at 5% level (and can be rejected in a further 2 at the 10% level). That casts some 

doubt on the measurement error hypothesis.  

 

32 Using the Lee et al., (2022) critical values, we find that the results for Finland and Sweden are not 

significant at the 5% level. 

33 Similarly, a joint test of the OLS estimates leads to a p-value of 0.000. 
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However, that finding may be due to a lack of power of the IV estimates. We 

therefore perform a test of the joint DHW test. That test yields a p -value of 0.00. Overall, 

we conclude that, when considering the results for the 14 economies together, the 

parameter is larger when IV is used.  

Finally, since instrumental variable estimates are valid asymptotically, as a 

robustness test, in Appendix D we re-estimate our results using data for the period from 

1800 to 1913 for a sub-sample of countries and US series for which we have data for this 

extended period. The results support our findings here. Taken together, these results are 

compatible with inflation being measured subject to errors.  

6.4 Comparing estimated persistence in US and international data 

Table 6 compares the estimated AR parameters using OLS and IV for US and international 

inflation data. Ignoring measurement error, the average OLS estimate of the AR parameter 

in the US data is 0.44 (0.24 when the Civil War is dropped), and in the non-US data, it is 

0.18.  

When using IV, the average AR parameter estimate for the US series is 0.69 when 

the series-specific median is used as an instrument, 0.97 when the median commodity price 

inflation is used as instrument and 0.92 when Canadian inflation is used (and the Civil War 

period is dropped). The latter two averages are influenced by the estimated AR parameter 

in excess of 1 in the regressions for the Hansen and Federal Reserve series, respectively. 

Excluding these estimates, the average parameter estimate are 0.93 and 0.77, respectively. 

In the non-US data, the average parameter estimates when IV is used is lower, 0.44.  

Thus, when IV is used, the estimated AR parameter increases between 150% and 

320% compared to OLS, and over 200% on average. Overall, while the choice of instruments 

can always be challenged, we view the consistency of our findings across all four 

instruments as compelling evidence that measurement error has led researchers to 

underestimate the level of persistence in inflation in the 19th century.   

 

7. Was historical inflation as persistent as it is today? 

Does this mean that inflation was as persistent in the 19th century as it is today? Figure 3 

presents the estimated parameters from a simple first order autoregression of inflation 
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using data from 1960 to 2020 for the US and the 14 countries that we study above.34 On 

average, the OLS estimate of the AR parameter is 0.84. That is somewhat higher than most 

of our IV estimates on the historical data.  

What factors may explain these differences? We consider one important structural 

reason why inflation persistence might be lower in the 19th century than today: the shifting 

roles of durables, non-durables and services in households’ spending patterns.  

Figure 4 shows the estimated share of non-durables in household consumption in 

the US from 1839 to 2020. The overall trend is clear. The share declined somewhat from 

69% of overall spending in 1839 to 61% by 1914. However, in the 20th century, and 

particularly following the durables “revolution” in the 1920s, the decline in the share of 

non-durables is marked: by 2020, non-durables accounted for just 22% of overall consumer 

spending.  

Since it is well known that non-durables prices, which include items such as food 

and energy, are more volatile than durables and services prices, this is one structural reason 

why inflation might be more persistent today than in the past. Indeed, estimating the 

persistence parameter by sector on US data for the period 1960 to 2020, we find that it is 

about 0.85 in the cases of durables and services, which have grown in importance over time. 

For non-durables, however, it is merely 0.61. Of course, focussing solely on non-durable 

goods is misleading since historical price indices include some durables and services. 

However, quantitatively, these estimates of persistence are broadly similar to those in the 

historical period. This suggests to us that some combination of measurement error and 

structural factors may explain the lower level of persistence during the Gold Standard. 

 

8. Conclusion  

In this paper we have argued that the contradictory findings in the literature that estimates 

the degree of inflation persistence in 19th century data with literature in economic history 

that argues that the operation of the gold standard and new gold discoveries led to 

predictable movements in inflation may be due to inflation being measured with error.  

 

34 Sample period 1955-2020. For sources, see Appendix B. 
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Much of the existing literature fails to engage with the issues of measurement error 

when estimating persistence in historical inflation data. We use instrumental variables to 

deal with the well-known problem of attenuation in parameter estimates in the presence of 

measurement error. We carry out our analysis on two sets of data. First, we explore the 

issue of measurement error in US inflation before generalising our results by studying 

inflation in 14 economies. While the merits of an individual instrument can always be 

questioned, our results are remarkably consistent, suggesting that using instrumental 

variables returns parameter estimates that are on average almost double or triple those 

obtained using simple OLS. Moreover, Durbin-Hausman-Wu tests indicate that the 

difference between the OLS and instrumental variables estimates are statistically 

significant.  

Overall, we have shown that measurement error is an important likely reason for 

the lack of statistical evidence of persistence in historical inflation.  
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Table 1: Descriptive statistics, inflation series for the US, 1842-1913 

Series Average 

annual 

inflation rate 

Median 

annual 

inflation rate 

Standard 

deviation 

Average pairwise 

correlation with 

other four series 

Correlation 

with median 

of the other 

series 

Adams (1944) 0.07 -1.08 6.45 0.74 0.89 

Burgess (1920) 0.81 0.41 5.84 0.69 0.85 

Federal Reserve 

(1957) 0.71 0.00 4.84 0.66 0.69 

Hansen (1925) 0.29 0.00 8.00 0.63 0.64 

David and Solar 

(1977) 0.18 0.00 5.23 0.77 0.92 

 

 

Table 2: 

Descriptive statistics, inflation rates in 14 countries, 1842-1913 

Country  Average 

annual 

inflation rate 

Median 

annual 

inflation rate 

Standard 

deviation 

Average 

pairwise 

correlation 

with other 13 

series 

Correlation 

with 

median of 

the other 

series 

Austria 0.90 0.76 3.76 0.30 0.44 

Belgium 0.04 0.00 5.36 0.42 0.59 

Canada -0.18 0.15 7.11 0.34 0.48 

Denmark 0.28 0.70 3.87 0.55 0.80 

Finland 0.37 0.05 6.21 0.28 0.41 

France 0.35 0.00 1.77 0.38 0.56 

Germany 1.31 1.30 8.93 0.50 0.75 

Netherlands -0.10 -0.33 4.87 0.54 0.78 

Norway 0.59 0.68 4.31 0.52 0.75 

Portugal 0.70 0.00 9.20 0.32 0.40 

Spain 0.17 -0.54 6.72 0.31 0.47 

Sweden 0.61 0.49 5.13 0.45 0.61 

Switzerland 0.47 0.90 9.01 0.47 0.70 

UK -0.02 0.00 4.38 0.55 0.79 

Sources: See Appendix B. 
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Table 3: OLS and IV estimates of inflation equation, 1843-1913 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

Five US inflation series, two instruments 

Dependent 

Variable 

Adams (1944) Burgess (1920) Federal 

Reserve (1957) 

Hansen (1925) David and 

Solar (1977) 

(a) OLS results 

Constant 0.12 0.46 0.49 0.36 0.19 

 (0.69) (0.64) (0.50) (0.92) (0.49) 

 [0.17] [0.72] [0.97] [0.39] [0.38] 

      

Lagged 0.44 0.41 0.47 0.28 0.60 

inflation (0.11) (0.11) (0.10) (0.11) (0.09) 

 [4.08]** [3.71]** [4.62]** [2.43]* [6.35]** 

      

Observations: 71 71 71 71 71 

R-squared: 0.19 0.17 0.24 0.08 0.37 

 

(b) IV results using the series-specific median as an instrument  

Constant 0.11 0.27 0.26 0.20 0.19 

 (0.70) (0.67) (0.54) (1.11) (0.49) 

 [0.16] [0.40] [0.49] [0.18] [0.38] 

      

Lagged 0.50 0.68 0.77 0.93 0.57 

inflation (0.12) (0.14) (0.16) (0.22) (0.10) 

 [4.11]** [5.03]** [4.92]** [4.27]** [5.59]** 

      

Observations: 71 71 71 71 71 

      

First-stage F-

statistic 

256.25 217.53 59.35 45.86 379.40 

DHW test p-

value 

0.28 0.00 0.00 0.00 0.52 

 

 

(c) IV results using commodity price inflation as an instrument  

Constant 0.09 0.04 0.11 0.15 0.14 

 (0.75) (0.78) (0.60) (1.25) (0.53) 

 [0.12] [0.05] [0.19] [0.12] [0.26] 

      

Lagged 0.81 1.00 0.98 1.16 0.91 

inflation (0.16) (0.23) (0.22) (0.32) (0.15) 

 [5.16]** [4.39]** [4.42]** [3.61]** [5.93]** 

      

Observations: 71 71 71 71 71 

      

First-stage F-

statistic 

81.41 33.81 28.02 19.97 51.12 

DHW test p-

value 

 

0.00 0.00 0.00 0.00 0.00 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. 
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Table 4: OLS and IV estimates of inflation equation, 1843-1860, 1966-1913 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

Four US inflation series, Canadian inflation as the instrument 

Dependent 

Variable 

Adams (1944) Burgess (1920) Federal 

Reserve (1957) 

David and 

Solar (1977) 

OLS results 

Constant -0.62 -0.01 0.07 -0.52 

 (0.53) (0.54) (0.45) (0.39) 

 [-1.16] [-0.02] [0.16] [-1.33] 

     

Lagged 0.22 0.22 0.30 0.26 

inflation (0.12) (0.12) (0.11) (0.12) 

 [1.86] [1.82] [2.67]** [2.21]* 

     

Observations: 66 66 66 66 

R-squared: 0.05 0.05 0.10 0.07 

Instrumental variables results 

Constant -0.19 -0.03 -0.01 -0.04 

 (0.61) (0.78) (0.51) (0.49) 

 [-0.31] [-0.03] [-0.03] [-0.07] 

     

Lagged 0.69 1.25 0.77 0.85 

inflation (0.22) (0.44) (0.32) (0.25) 

 [3.11]** [2.85]** [2.42]* [3.35]** 

     

Observations: 66 66 66 66 

Instrumental variables diagnostic tests 

First-stage F-

statistic 

32.23 17.22 12.26 27.19 

DHW test p-

value 

0.00 0.00 0.06 0.00 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. The Hansen (1925) series is not included in the analysis since the first-

stage F-statistics is less than 10. 
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Table 5 

OLS and IV estimates, 14 economies, 1843-1913, of inflation equation 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 +  𝜁𝑖,𝑡 

Dependent 

variable: Austria  

Bel-

gium Canada 

Den-

mark Finland France 

Ger-

many 

Nether- 

lands Norway 

Port-

ugal Spain Sweden 

Switzer- 

land 

UK 

OLS estimates 

Constant 0.70 0.00 0.05 0.15 0.40 0.27 0.86 -0.09 0.52 0.95 0.13 0.46 0.35 0.06 

 (0.45) (0.64) (0.81) (0.43) (0.73) (0.21) (1.04) (0.56) (0.51) (1.09) (0.80) (0.60) (1.07) (0.50) 

 [1.54] [0.00] [0.06] [0.34] [0.54] [1.28] [0.82] [-0.17] [1.02] [0.87] [0.17] [0.77] [0.32] [0.13] 

               

Lagged 0.22 0.15 0.24 0.37 0.17 0.14 0.26 0.30 0.23 -0.10 -0.12 0.28 0.14 0.26 

inflation (0.12) (0.12) (0.11) (0.11) (0.12) (0.12) (0.12) (0.11) (0.12) (0.12) (0.12) (0.12) (0.12) (0.11) 

 [1.89] [1.27] [2.09]* [3.29]** [1.46] [1.18] [2.21]* [2.62]** [1.98]* [-0.81] [-0.98] [2.38]* [1.14] [2.25]* 

               

Observations: 71 71 71 71 71 71 71 71 71 71 71 71 71 71 

R-squared: 0.05 0.02 0.06 0.14 0.03 0.02 0.07 0.09 0.05 0.01 0.01 0.08 0.02 0 

Instrumental variables estimates 

Constant 0.86 -0.05 0.05 0.10 0.07 0.21 0.74 -0.08 0.28 0.65 0.00 0.24 0.46 0.07 

 (0.51) (0.68) (0.81) (0.44) (0.99) (0.23) (1.06) (0.56) (0.56) (1.21) (1.03) (0.64) (1.10) (0.50) 

 [1.68] [-0.07] [0.06] [0.24] [0.08] [0.92] [0.70] [-0.15] [0.50] [0.54] [0.00] [0.38] [0.42] [0.13] 

               

Lagged 0.04 0.54 0.25 0.53 1.03 0.32 0.35 0.39 0.66 0.34 0.67 0.63 -0.09 0.31 

inflation (0.27) (0.22) (0.24) (0.14) (0.39) (0.21) (0.15) (0.15) (0.17) (0.32) (0.32) (0.20) (0.17) (0.15) 

 [0.14] [2.50]* [1.04] [3.74]** [2.67]** [1.51] [2.26]* [2.65]** [3.88]** [1.07] [2.07]* [3.15]** [-0.53] [2.15]* 

               

Observations: 71 71 71 71 71 71 71 71 71 71 71 71 71 71 

Instrumental variables diagnostic tests 

First-stage 

F-statistic 

16.19 37.32 23.57 121.31 14.34 33.07 90.97 104.76 91.79 14.41 19.56 42.17 67.16 129.45 

DHW tests 

p-value 

0.45 0.01 0.97 0.05 0.00 0.29 0.36 0.31 0.00 0.10 0.00 0.01 0.06 0.55 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% and 1% level respectively.
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Table 6: Comparison of AR parameter estimates using OLS and IV on US and 

international data, 1843-1913 

 

 US data, 

instrument: 

series-specific 

median 

US data, 

instrument: 

commodity 

price inflation* 

US data, 

instrument: 

Canadian 

inflation* 

International 

data 

(average 14 

countries) 

Average 

OLS 

estimate 

 

0.44 0.44 0.24 0.18 0.33 

IV estimate 

 

0.69 0.93 0.77 0.44 0.71 

Ratio 

OLS/IV 

estimate 

156.82 211.36 320.83 244.44 233.37 

Note: *IV estimate averages exclude  Hansen series for which the parameter estimate is in excess of 1. 

Including these, the averages are 0.97 and 0.92 for the estimates using commodity price inflation and 

Canadian inflation as instruments, respectively. 

 

 

Figure 1: US inflation series, 1842-1913 
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Figure 2: Median and range of inflation across 14 countries, 1842-1913 
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Figure 3: Estimated AR(1) parameter (𝜷𝒊), 15 countries, 1960-2020, from inflation equation: 

𝝅𝒊,𝒕 =  𝜶𝒊 + 𝜷𝒊𝝅𝒊,𝒕−𝟏 + 𝜻𝒊,𝒕 

 

Sources: See Appendix C. 
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Figure 4: Share of non-durables in personal consumption expenditures, 1839-2020 

 

Sources: BEA Table 2.3.5. Personal Consumption Expenditures by Major Type of Product, 

Kuznets (1961) Table R-13, p. 522, Gallman (1961) Table 5, p.18. 

Notes: Shares calculated in current prices. Data from Kuznets (1961) and data from 1869-1903 

from Gallman (1961) are overlapping decadal averages. Non-durables consumption expenditures 

from Kuznets (1961) and Gallman (1966) are calculated as the sum of expenditures on 

“perishables” and “semi-durables”. 
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Appendix A: US Data  

Components of composite indices, 1850-1913. 

David and Solar. 1842-51: David and Solar, 1851-1860: Hoover (1960), 1860-1880: Lebergott 

(1964), 1880-1890: Long (1960), 1890-1914: Rees (1961).  

Federal Reserve. 1842-1860: US Senate (1893)35, 1860-1880: Mitchell (1908), 1880-1890: Burgess 

(1920), 1890-1910: Douglas (1926), 1910-1913; Commission on the Necessaries of Life (1920). 

Hansen. 1842-1890: US Senate (1893), 1890-1913: Hansen (1925).  

 

Instrumental variables: calculation of the series-specific medians, 1842-1913. 

Instruments are calculated as the median of available series at each point in time. Below, 

we list all series used in the calculation of instruments. In all cases, the median is calculated 

using between three and five series. Because some of the series are composites, there are a 

few years when the same underlying series is used to construct more than one of our five 

series. Specifically, the Federal Reserve and Hansen (1925) use the same underlying series 

for the period 1842-1860 and the Federal Reserve also uses Burgess (1920) for the 10 years 

from 1880-1890. To avoid creating spurious correlation with the instrument, in these cases, 

we drop the overlapping observations from the series used to construct the instrument.  

Finally, to reduce the noise in the median as much as possible, we also include in 

the median calculations data from two additional series (Hoover (1960) and Douglas 

(1926)). Subsamples of both series are used in the composite series used in the analysis, but 

some observations are not included in any of our series of interest. We therefore include 

these additional data points in our median calculations. 

The series used to instrument each series are as follows: 

Instrument for the Adams series. (1944). David and Solar (1842-1913), Hansen (1842-1914), 

Federal Reserve (1860-1880, 1890-1913), Hoover (1960) (1860-1890), Douglas (1926) (1910-

1913), Burgess (1920) (1842-1913). 

 

35 Also referred to as the Aldrich Report. The specific series is referred to as Falkner-2 by Officer 

(2014).  
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Instrument for the Burgess series. David and Solar (1842-1913), Hansen (1842-1914), Federal 

Reserve (1860-1880, 1890-1913), Hoover (1960) (1860-1890), Douglas (1926) (1910-1913), 

Adams (1944) (1842-1913). 

Instrument for the Federal reserve series. David and Solar (1842-1913), Hansen (1860-1913), 

Hoover (1960), (1860-1890), Douglas (1926) (1910-1913), Adams (1944) (1842-1913), Burgess 

(1920) (1842-1880, 1890-1913). 

Instrument for the Hansen series. David and Solar (1842-1913), Federal Reserve (1860-1880, 

1890-1913), Hoover (1960) (1860-1890), Douglas (1926) (1910-1913), Adams (1944) (1842-

1913), Burgess (1920) (1842-1913). 

Instrument for the David and Solar series. Hansen (1842-1914), Federal Reserve (1860-1880, 

1890-1913), Hoover (1960) (1860-1890), Douglas (1926) (1910-1913), Adams (1944) (1842-

1913), Burgess (1920) (1842-1913). 
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Appendix B: Sources for international data 

Historical international data sources 

Country Source 

Austria Mühlpeck, Sandgruber and Woitek (1979) 

Belgium Mitchell (2003) 

Canada 1851-1870: Geloso (2019, Table A4); 1871-1900; Geloso and 

Hinton (2020); 1901-1910: Historical Statistics of Canada, Series 

K33, https://www150.statcan.gc.ca/n1 /pub/11-516-

x/sectionk/4057753-eng.htm; 1911-1913: Bertram and Percy 

(1979).   

Denmark  Abildgren (2009) 

Finland  Heikkinen (1997) 

France Mitchell (2003) 

Germany Mitchell (2003) 

Netherlands Arthur van Riel, http://iisg.nl/hpw/brannex.php 

Norway Grytten (2004) 

Portugal Instituto Nacional de Estatística (2001), Table 8.1 

Spain Barquin (2001), pp. 61-73 and 212-15 

Sweden Edvinsson and Söderberg (2010) 

Switzerland Historical Statistics of Switzerland (2012) 

UK FRED, fred.stlouisfed.org 

 

Recent international data sources, including US (used in Figure 3):  

OECD databank, annual data from 1960 to 2020. 

  

https://www150.statcan.gc.ca/n1
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Appendix C: Estimation using Seemingly Unrelated Regression (SUR)  

The main analysis in the paper is carried out using OLS and instrumental variables (two-

stage least squares, TSLS). In this Appendix, we carry out the same regression analysis 

using SUR and instrumental variables (in the case of SUR, this involves using three-stage 

least squares, 3SLS). We do not report these in the main text as, if the model were mis-

specified, the 3SLS results would be misleading. The equations estimated and instruments 

used are the same as in the main text.  

C1 US results using the series-specific median as an instrument 

The results are presented in Table C1. The AR parameter estimates using SUR are 

significant at the 5% level in four of the five cases, the exception being when the Hansen 

(1925) series is used. The average AR parameter estimate is 0.22, well below the average 

parameter when using OLS (0.44). The 3SLS estimates are statistically significant in all 

cases, and the average AR parameter estimate is 0.69.36. DHW tests reject the null in 3 cases 

(the exceptions, as in the OLS analysis, are Adams (1944) and David and Solar (1977) which 

return p -values of 0.10 and 0.13, respectively), however, a joint test returns a p -value of 

0.00. Overall, these results are similar to when OLS is used, and consistent with 

measurement error being present. 

C2 US results using commodity price inflation as an instrument 

The 3SLS estimates using commodity price inflation as the instrument are presented in the 

lower Panel of Table C1. The average of the estimated AR parameters is 0.97, and the DHW 

tests reject the null in all cases with p-values of 0.00.  

C3 US results using Canadian inflation as an instrument 

The results are presented in Table C2. As with the analysis in the main text, the estimates 

here exclude the Civil War period and do not include the regression for the Hansen (1925) 

series since the first stage F-statistic is less than 10. Using SUR, the average of the AR 

parameters is 0.25, and the parameters are significant at the 5% level in the case of the 

Federal Reserve (1957) and David and Solar (1977) and at the 10% level for the other two. 

 

36 The point estimates for TSLS and 3SLS are identical when all equations in the system are just 

identified, as is the case here (Kapteyn and Fiebig (1981)). 
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Using 3SLS, the AR parameter is statistically significant at the 5% level in all cases, 

averaging 0.89. DHW tests indicate that the null can be rejected at the 5% level in three 

cases and at the 10% level in the fourth (Federal Reserve (1957)). A joint test returns a p -

value of 0.00. 

Thus, in the case of all three instruments used with the US data, the increase in the 

parameter estimate using 3SLS compared to SUR is greater than when comparing TSLS to 

OLS. In both cases, the increases in parameter estimates using IV are statistically significant. 

Overall, this reinforces the results in the main text. 

C4 International data results using the country-specific median as an instrument 

The results for the international data are presented in Table C3. The average AR parameter 

estimate using SUR is just 0.05 and the parameter is significant in just five of 14 cases. Using 

3SLS to estimate the system, the average parameter value is 0.43 and it is significant at the 

5% level in nine cases. DHW tests indicate that the null can be rejected in six cases. A further 

three cases are significant at the 10% level (Netherlands, Portugal and the UK). A joint 

DHW test returns a p -value of 0.00. Overall, these results are in line with those in the main 

text and are supportive of the hypothesis of measurement error being present. 
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Table C1: SUR and 3SLS estimates of inflation equation, 1843-1913 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

Five US inflation series, cross-sectional median as the instrument 

Dependent 

Variable 

Adams (1944) Burgess (1920) Federal 

Reserve (1957) 

Hansen (1925) David and 

Solar (1977) 

OLS results 

Constant 0.14 0.55 0.67 0.40 0.23 

 (0.68) (0.63) (0.49) (0.90) (0.49) 

 [0.20] [0.87] [1.37] [0.44] [0.47] 

      

Lagged 0.18 0.28 0.23 0.11 0.32 

inflation (0.07) (0.08) (0.09) (0.10) (0.07) 

 [2.40]* [3.67]** [2.65]** [1.10] [4.79]** 

      

Observations: 71 71 71 71 71 

R-squared: 0.12 0.15 0.17 0.05 0.29 

(a) 3-stage least squares results using series-specific median as an instrument 

Constant 0.11 0.27 0.26 0.20 0.19 

 (0.69) (0.66) (0.53) (1.10) (0.49) 

 [0.16] [0.40] [0.50] [0.18] [0.39] 

      

Lagged 0.50 0.68 0.77 0.93 0.57 

inflation (0.12) (0.13) (0.15) (0.21) (0.10) 

 [4.17]** [5.10]** [4.99]** [4.33]** [5.67]** 

      

Observations: 71 71 71 71 71 

 

DHW test p -

value 

0.10 0.01 0.00 0.00 0.13 

(b) 3-stage least squares results using commodity price inflation as an instrument 

Constant 0.09 0.04 0.11 0.15 0.14 

 (0.75) (0.78) (0.60) (1.25) (0.53) 

 [0.12] [0.05] [0.19] [0.12] [0.26] 

      

Lagged 0.81 1.00 0.98 1.16 0.91 

inflation (0.16) (0.23) (0.22) (0.32) (0.15) 

 [5.16]** [4.39] ** [4.42] ** [3.61] ** [5.93] ** 

      

Observations: 71 71 71 71 71 

      

DHW test p -

value 

0.00 0.00 0.00 0.00 0.00 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. 
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Table C2: SUR and 3SLS estimates of inflation equation, 1843-1860, 1966-1913 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

Four US inflation series, Canadian inflation as the instrument 

Dependent 

Variable 

Adams (1944) Burgess (1920) Federal 

Reserve (1957) 

David and 

Solar (1977) 

OLS results 

Constant -0.62 -0.01 0.07 -0.52 

 (0.53) (0.54) (0.45) (0.39) 

 [-1.16] [-0.02] [0.16] [-1.33] 

     

Lagged 0.22 0.22 0.30 0.26 

inflation (0.12) (0.12) (0.11) (0.12) 

 [1.86] [1.82] [2.67]** [2.21]* 

     

Observations: 66 66 66 66 

R-squared: 0.05 0.05 0.10 0.07 

3-stage least squares results 

Constant -0.19 -0.03 -0.01 -0.04 

 (0.61) (0.78) (0.51) (0.49) 

 [-0.31] [-0.03] [-0.03] [-0.07] 

     

Lagged 0.69 1.25 0.77 0.85 

inflation (0.22) (0.44) (0.32) (0.25) 

 [3.11]** [2.85]** [2.42]* [3.35]** 

     

Observations: 66 66 66 66 

DHW test results 

p -value 0.00 0.00 0.06 0.00 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. The Hansen (1925) series is not included in the analysis since the first-

stage F-statistics is less than 10. 
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Table C3: 

SUR and 3SLS estimates, 14 economies, 1843-1913, of inflation equation 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 +  𝜁𝑖,𝑡 

Dependent 

variable: Austria  

Bel-

gium Canada 

Den-

mark Finland France 

Ger-

many 

Nether- 

lands Norway 

Port-

ugal Spain Sweden 

Switzer- 

land 

UK 

OLS estimates 

Constant 0.79 0.02 0.05 0.19 0.43 0.34 1.07 -0.11 0.56 1.06 0.12 0.62 0.45 0.06 

 (0.44) (0.63) (0.80) (0.42) (0.72) (0.21) (1.02) (0.55) (0.50) (1.07) (0.79) (0.59) (1.06) (0.50) 

 [1.78] [0.03] [0.06] [0.45] [0.60] [1.65] [1.04] [-0.20] [1.13] [0.99] [0.15] [1.05] [0.42] [0.12] 

               

Lagged 0.12 -0.05 0.24 0.18 0.07 -0.06 0.10 0.14 0.15 -0.26 -0.04 0.02 -0.06 0.07 

inflation (0.09) (0.09) (0.09) (0.06) (0.09) (0.09) (0.08) (0.06) (0.07) (0.09) (0.10) (0.08) (0.07) (0.06) 

 [1.33] [-0.51] [2.79]** [3.05]** [0.83] [-0.64] [1.32] [2.34]* [2.16]* [-3.03]** [-0.40] [0.21] [-0.86] [1.11] 

               

Observations: 71 71 71 71 71 71 71 71 71 71 71 71 71 71 

R-squared: 0.04 -0.02 0.06 0.10 0.02 -0.02 0.04 0.07 0.05 -0.02 0.01 0.01 -0.02 0.03 

Two-stage least squares estimates 

Constant 0.86 -0.05 0.05 0.10 0.07 0.21 0.74 -0.08 0.28 0.65 0.00 0.24 0.46 0.07 

 (0.51) (0.67) (0.80) (0.43) (0.97) (0.22) (1.04) (0.55) (0.55) (1.19) (1.01) (0.64) (1.09) (0.50) 

 [1.71] [-0.07] [0.06] [0.24] [0.08] [0.93] [0.71] [-0.15] [0.51] [0.55] [0.00] [0.39] [0.42] [0.13] 

               

Lagged 0.04 0.54 0.25 0.53 1.03 0.32 0.35 0.39 0.66 0.34 0.67 0.63 -0.09 0.31 

inflation (0.27) (0.21) (0.23) (0.14) (0.38) (0.21) (0.15) (0.15) (0.17) (0.32) (0.32) (0.20) (0.17) (0.14) 

 [0.14] [2.54]* [1.06] [3.79]** [2.71]** [1.53] [2.29]* [2.69]** [3.94]** [1.08] [2.10]* [3.19]** [-0.54] [2.18]* 

               

Observations: 71 71 71 71 71 71 71 71 71 71 71 71 71 71 

DHW test results 

p-value 0.46 0.00 0.69 0.11 0.00 0.14 0.49 0.08 0.00 0.06 0.00 0.00 0.04 0.07 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% and 1% level respectively. 
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Appendix D: Results for the extended sample period, 1800-1913  

Since instrumental variable estimates are valid asymptotically, as a robustness, we re-

estimate the analysis in the main text using the long sample period spanning the years 1802 

1913. We do so for the two US series that are available for this sample period (Adams (1944) 

and David and Solar (1977) using Canadian inflation as the instrument (we do not use the 

median as an instrument as we have just two series) and for the 10 countries for which we 

have data extending back to 1800. This gives us 107 observations in the case of the US and 

112 in the case of the international data (the difference in length arises from dropping the 

Civil War), or at least a 50% increase in observations compared to the analysis in the main 

text.   

The results for the US series are presented in Table D1. The estimated AR 

parameters for both series are very similar when estimated using OLS, at 0.14 on average. 

Using Canadian inflation as the instrument, the first-stage F-statistics are both in excess of 

10 and the parameter estimates using IV more than double, to 0.50 for the Adams series, 

and 0.60 for the David and Solar series. DHW tests indicate that the IV estimates are 

statistically different from the OLS estimates.  

The results for the international data are included in Table D2. While data are 

available for ten countries (Austria, Canada, Denmark, Finland, Netherlands, Norway, 

Sweden, Switzerland and the UK) for this sample period, our first stage F-statistics are less 

than 10 in the case of four of these countries (Canada, Denmark, Finland and Norway). We 

therefore proceed with the analysis for the remaining six countries. The OLS estimates of 

the AR parameter average 0.21 for the six countries and the parameter is statistically 

significant at the 5% level in three cases (Netherlands, Sweden and UK). The IV estimates 

of the AR parameter average 0.45 across the six countries and are statistically significant in 

the same three countries. DHW tests indicate that the IV results are statistically different 

from the OLS estimates in three cases (Netherlands, Sweden and UK again), and a joint test 

rejects the null (p-value = 0.00). 

Overall, the results over a longer sample period are consistent with measurement 

error being present in the data and support the findings in the main text. 
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Table D1: OLS and IV estimates of inflation equation, 1800-1913 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

Two US inflation series, Canadian inflation as the instrument 

Dependent 

Variable 

Adams (1944) David and 

Solar (1977) 

OLS results 

Constant -0.85 -0.75 

 (0.49) (0.46) 

 [-1.74] [-1.63] 

   

Lagged 0.15 0.13 

inflation (0.10) (0.10) 

 [1.53] [1.35] 

   

Observations: 107 107 

R-squared: 0.02 0.02 

Instrumental variables results 

Constant -0.50 -0.36 

 (0.55) (0.54) 

 [-0.91] [-0.67] 

   

Lagged 0.50 0.60 

inflation (0.19) (0.23) 

 [2.55] * [2.65]** 

   

Observations: 107 107 

Instrumental variables diagnostic tests 

First-stage F-

statistic 

40.09 31.70 

DHW test p-

value 

0.02 0.01 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. 
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Table D2: OLS and IV estimates, 6 economies, 1800-1913, of inflation equation 

𝜋𝑖,𝑡 =  𝛼𝑖 + 𝛽𝑖𝜋𝑖,𝑡−1 + 𝜁𝑖,𝑡 

 

Dependent 

Variable 

Austria Netherlands Portugal Sweden Switzerland UK 

OLS results 

Constant 0.42 -0.28 0.04 0.91 -0.07 -0.15 

 (0.54) (0.47) (1.03) (0.58) (0.87) (0.51) 

 [0.78] [-0.60] [0.04] [1.57] [-0.08] [-0.30] 

       

Lagged 0.04 0.25 0.09 0.20 0.11 0.26 

inflation (0.10) (0.09) (0.09) (0.09) (0.09) (0.09) 

 [0.46] [2.68]** [0.98] [2.15]* [1.17] [2.80]** 

       

Observations: 112 112 112 112 112 112 

1R-squared: 0.00 0.06 0.01 0.04 0.01 0.07 

Instrumental variables results 

Constant 0.34 -0.17 0.05 0.16 -0.04 -0.06 

 (0.56) (0.49) (1.04) (0.77) (0.87) (0.53) 

 [0.60] [-0.36] [0.05] [0.20] [-0.05] [-0.12]  

       

Lagged 0.25 0.53 0.25 0.89 0.19 0.57 

inflation (0.28) (0.15) (0.29) (0.30) (0.16) (0.17) 

 [0.88] [3.54]** [0.86] [2.99]** [1.23] [3.34]** 

       

Observations: 112 112 112 112 112 112 

Instrumental variables diagnostic tests 

First-stage F-

statistic 

15.19 79.63 13.58 18.57 59.47 50.35 

DHW test p-

value 

0.43 0.01 0.57 0.00 0.50 0.02 

Notes: Standard errors in parenthesis, t-statistics in brackets. */** denotes significance and the 5% 

and 1% level respectively. 
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