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Introduction

Conversational agents or, more colloquially, chatbots, 
are “software-based system[s] designed to interact with 
humans using natural language” (Feine et al., 2019, p. 
3). They aim to simulate human conversation by integrat-
ing a language model and computational algorithms to 
mimic informal communication, or chats, and execute 
tasks between a human user and a computer using natu-
ral language (Araujo, 2018). Firms widely use chatbots 
across various functions and contexts, including market-
ing (Thomaz et al., 2020), sales (Gartner, 2018; Luo et 
al., 2019), finance (Luo et al., 2019), health care (Health 
Europa, 2019), and education (Tourangeau et al., 2003). 
Firms that introduce chatbots in the context of customer-
firm interactions are often trying to improve their opera-
tional efficiency (reducing costs and customer response 
times) and increase their customer satisfaction and rev-
enues (Radziwill & Benton, 2017; Reddy, 2017).
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Abstract
Companies are increasingly introducing conversational reviews—reviews solicited via chatbots—to gain customer feed-
back. However, little is known about how chatbot-mediated solicitation influences rating valence and review helpfulness 
compared to conventional online forms. Therefore, we conceptualized these review solicitation media on the continuum 
of anthropomorphism and investigated how various levels of anthropomorphism affect rating valence and review helpful-
ness, showing that more anthropomorphic media lead to more positive and less helpful reviews. We found that moderate 
levels of anthropomorphism lead to increased interaction enjoyment, and high levels increase social presence, thus inflat-
ing the rating valence and decreasing review helpfulness. Further, the effect of anthropomorphism remains robust across 
review solicitors’ salience (sellers vs. platforms) and expressed emotionality in conversations. Our study is among the 
first to investigate chatbots as a new form of technology to solicit online reviews, providing insights to inform various 
stakeholders of the advantages, drawbacks, and potential ethical concerns of anthropomorphic technology in customer 
feedback solicitation.

Keywords  Product reviews · Chatbots · Review solicitation · Anthropomorphism · Social presence · Interaction 
enjoyment
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Notwithstanding these motives, if the recently emerg-
ing literature on chatbots has taught us one thing, it is 
that their introduction rarely comes without side effects, 
be they negative or positive. On the encouraging side, 
firms that introduce chatbots may experience positive 
investor responses (Fotheringham & Wiles, 2022). Also, 
chatbots increase affective trust and improve consumer 
perceptions (Hildebrand & Bergner, 2021). On the down-
side, chatbots can prompt unethical consumer behavior 
(Kim et al., 2022), decrease customer satisfaction among 
angry customers (Crolic et al., 2022), increase custom-
ers’ assertiveness in negotiations (Schanke et al., 2021), 
and decrease customer purchases when chatbot use is 
disclosed (Luo et al., 2019). Therefore, firms should 
carefully consider whether to introduce chatbots in a par-
ticular domain.

One trending area that deserves attention is that of 
conversational reviews—the acquisition of customer 
reviews via chatbots (Haptik, 2018)—because multiple 
e-commerce firms are increasingly implementing this 
practice, both on their platforms and via third-party ones, 
such as Facebook Messenger (Zhang, 2018). Online firms 
have always been interested in motivating their consum-
ers to share their product or service experiences (Burtch 
et al., 2018; Gutt et al., 2019; Tsekouras, 2017) because 
the online review volume and valence as well as the 
informational value (e.g., review helpfulness) can facili-
tate consumer decision-making and increase future sales 
(You et al., 2015; Forman et al., 2008). Consequently, 
the goal of this study is to examine whether and how 
the use of chatbots for online review collection affects 
these key metrics of the resulting reviews. Motivated 
by the previous research on chatbots, we concentrate on 
the level of human likeness—hereafter, anthropomor-
phism—which is the central aspect in the design of chat-
bots. One can equip chatbots with a humanlike identity 
and visual appearance, thus adding a personal touch and 
enabling them to hold a humanlike conversation (Feine et 
al., 2019). Because previous research has shown that the 
effects of anthropomorphic design of products and tech-
nology on consumer responses are ambiguous (Luo et al., 
2019; Schanke et al., 2021; Crolic et al., 2022), this study 
aims to answer the following research question: How 
does the anthropomorphism of review solicitation media 
affect online rating valence and review helpfulness?

Across four studies, we show that anthropomorphism 
engendered in chatbots positively biases online rat-
ings compared to a conventional review form. We trace 
two mechanisms through which this bias operates. At a 
moderate level of anthropomorphism, the bias operates 
through perceived interaction enjoyment—“the extent 
to which the activity of using the computer is perceived 

to be enjoyable in its own right, apart from any perfor-
mance consequences that may be anticipated” (Davis et 
al., 1992, p. 1113), whereas at a high level of anthro-
pomorphism, the bias operates through increased social 
presence—the “degree of salience of the other person in a 
mediated communication and the consequent salience of 
their interpersonal interaction” (Short et al., 1976, p. 65). 
We also demonstrate that plausible behavioral interven-
tions intended to mute the interaction enjoyment mecha-
nism and the social presence mechanism are unsuccessful 
at mitigating the bias. Finally, we show that readers assess 
chatbot-mediated reviews as less helpful than reviews 
generated using conventional forms. We suggest the fact 
that human-chatbot interaction leads to shorter reviews, 
which in turn convey fewer rich arguments, as a potential 
explanation for this effect.

With these findings, we argue for several theoretical 
contributions to literature. First, we contribute to the 
stream of literature on the effects of anthropomorphism 
on consumer behavior. To the best of our knowledge, we 
are one of the first to conceptualize and present empirical 
evidence for how anthropomorphism affects consumers’ 
online reviewing behavior. Although past studies pre-
dominantly focused on how anthropomorphism affects 
consumer perception of firms, such as in terms of affec-
tive trust (Hildebrand & Bergner, 2021) and satisfaction 
(Crolic et al., 2022), this study extends the anthropomor-
phism effects to consumer perception of products.

Second, we unveil increased social presence and inter-
action enjoyment as the two mechanisms responsible for 
the anthropomorphism effect. Although social presence 
has been a mainstay in studies on anthropomorphism 
(Blut et al., 2020), we introduce the construct of interac-
tion enjoyment to the discussion of anthropomorphism 
effects. In particular, we identify boundary conditions of 
anthropomorphism for when the interaction enjoyment 
mechanism actually dominates social presence and vice 
versa.

Third, the results respond to the call for research on 
the effects of artificial intelligence (AI)-enabled technol-
ogy on customer-firm interactions (Luo et al., 2019). Our 
findings aid in understanding the role of novel review 
solicitation media and extend the evidence on consumer 
susceptibility to the reviewing environment when gener-
ating product ratings (Gutt et al., 2019; Ransbotham et 
al., 2019; Tsekouras, 2017).

Beyond the contributions to literature, our findings 
provide meaningful practical implications to manag-
ers, consumers, and policymakers. Managers need to 
be aware that using anthropomorphic chatbots to solicit 
reviews positively biases their products’ ratings. At the 
surface, positive ratings may be desirable due to their 

1 3

1652



Journal of the Academy of Marketing Science (2024) 52:1651–1672

widely documented effects on sales (Zhu & Zhang, 
2010), but managers risk misrepresenting product quality 
to their customers, raising serious ethical concerns and 
risking long-term damage to a firm’s brand positioning 
and image (Bazaarvoice, 2022). As shown in the field of 
fake reviews (He et al., 2022; Luca & Zervas, 2016; May-
zlin et al., 2014), sellers of weak brands and non-branded 
products, especially, might disproportionally deploy 
chatbots to receive better ratings and thus improve sales. 
What may further disincentivize managers from employ-
ing anthropomorphic chatbots, though, is our finding that 
they decrease review helpfulness. This latter discovery 
may work as a natural deterrent for the use of anthro-
pomorphic chatbots. If consumers use positively biased 
ratings that are unhelpful toward informing their deci-
sion-making, they can make bad purchase decisions. To 
mentally discount the positivity bias when screening a 
list of reviews, consumers would need to know which 
ratings were collected by means of chatbots.

Finally, policymakers might need to step in to estab-
lish regulations that keep fraudulent businesses from 
positively biasing their ratings and harm customer deci-
sion-making. Although many government bodies, such as 
the US Federal Trade Commission’s (FTC) and German 
Federal Cartel Office (Bundeskartellamt), have issued 
guidelines arguing for keeping online reviews accurate 
and unbiased, guidelines such as the FTC’s (FTC, 2024) 
guide on soliciting reviews may be adapted to incorpo-
rate guidelines on the ethical use of chatbots for review 
solicitation.

The remainder of this paper is structured as follows. 
First, we locate our research within the context of exist-
ing literature and supply a theoretical background. Next, 
we present the methods and results from four empiri-
cal studies. Finally, we discuss the implications of our 
research, comment on the limitations, and offer direc-
tions for future research.

Related literature

Our study pertains to two streams of literature. The first one 
is concerned with ethical issues in online review collection, 
and the second is concerned with the effects of anthropo-
morphic conversational agents on consumer behavior.

Ethical issues in online review collection

In light of the beneficial sales effect of online reviews 
for businesses (Zhu & Zhang, 2010), some may disregard 
ethical concerns and increase their average rating valence 
or the number of reviews by malicious practices. The most 

popular practice is to collect positive fake reviews. Stud-
ies report that between 5% (Anderson & Simester, 2014) 
and 15% (Luca & Zervas, 2016) of all reviews might be 
fake. Despite ethical concerns, fake reviews are effective 
for businesses. Faking positive reviews can increase a 
business’s visibility in review-based rankings by up to 
40% (Lappas et al., 2016) and can increase a business’s 
sales by up to 16% (He et al., 2022). This raises serious 
ethical concerns because it shows that engaging in fraud-
ulent review collection can pay off for businesses. Busi-
nesses most likely to collect fake reviews include those 
that are non-branded (Mayzlin et al., 2014), those that 
rely heavily on reviews (Luca & Zervas, 2016), and those 
that face high competition (Luca & Zervas, 2016). Also, 
sellers oftentimes collect positive fake reviews, espe-
cially for low-quality products (He et al., 2022), which 
is particularly detrimental to the consumer who may be 
lured into buying poorly made products.

Unlike fake reviews, which represent an intentional 
deception of buyers, our study aims to show how a delib-
erate anthropomorphic design of chatbots to collect cus-
tomer reviews might generate unintended negative side 
effects in the form of inflated product ratings. Given 
that online sellers often experiment with new technolo-
gies via A/B tests, the discoverers of the effect will be 
incentivized to keep their discovery a secret and utilize 
it for their purposes. This utilization of highly anthro-
pomorphic chatbots to collect product reviews raises 
ethical concerns because other sellers will have a com-
petitive disadvantage and buyers will be exposed to dis-
torted product reviews. Therefore, our research aims at 
raising awareness for this phenomenon and at informing 
all stakeholders, buyers, sellers, and policymakers about 
the existence of these effects such that each stakeholder 
group can make an informed response to the usage of 
anthropomorphic technology.

The effects of chatbot anthropomorphism on 
consumer behavior

A growing number of empirical studies examine how con-
versational agent anthropomorphism affects consumer 
perception of the firm and subsequent consumer behavior 
(see Table 1). Crolic et al. (2022) showed that high lev-
els of anthropomorphism are less effective in interactions 
with angry customers because of the heightened efficacy 
expectancies of those chatbots. When facing angry con-
sumers, anthropomorphic chatbots decrease customer 
satisfaction, firm evaluations, and purchase intention. 
Regardless of the current emotional status, chatbots 
can also reduce consumers’ perceptions of anticipatory 
guilt toward firms when making false claims (Kim et 
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Besides the effects of chatbots on customers’ firm 
perceptions, a recurring theme in the literature is that a 
growing number of studies build on social presence the-
ory (Short et al., 1976). Even though the literature con-
verges on anthropomorphic cues in chatbots engendering 
social presence, nuanced, context-dependent effects are 
visible. For example, chatbots with anthropomorphic 
cues exert significantly higher social presence than chat-
bots without them, but only when the anthropomorphic 
chatbots are also framed as intelligent (Araujo, 2018). 
By contrast, in the context of investing, even static bots 
without the capability to interact with humans can be per-
ceived as significantly more socially present when they 
are equipped with anthropomorphic cues (Adam et al., 
2019). Customers perceive chatbots that have response 
time delays as more socially present than those without 
anthropomorphic cues (Gnewuch et al., 2022). Similar to 
this literature stream, we build on social presence theory, 
but we complement our theory basis with a new psycho-
logical process—interaction enjoyment—next to social 
presence. Prior studies have predominantly compared 

al., 2022). As a result of reduced anticipatory guilt, con-
sumers tend to provide information that is manufactured 
to their advantage or claim coupons they are ineligible 
for (Kim et al., 2022). However, this effect dampens as 
anthropomorphism increases, suggesting that chatbot 
anthropomorphism may instill a sense of accountability 
with the consumer. Yet, customer responses to chatbots 
may not always be detrimental. In the context of financial 
services, conversational agents can improve firm percep-
tions in terms of affective trust and perceived firm benev-
olence (Hildebrand & Bergner, 2021). Although all these 
studies have delivered important insights on the effect 
of chatbots on consumer behavior, they have primarily 
focused on the perception of the firm. None of these stud-
ies has examined whether chatbots can affect the percep-
tions of a firm’s products. The only exception is a recent 
study which shows that consumers feel more satisfied 
with the review process when they use chatbots, and the 
review length depends on the structure of the review text 
environment (Sachdeva et al., 2024).

Table 1  Summary of previous research on the effect of chatbot anthropomorphism on consumer behavior
Study Context Theory Basis Experimen-

tal chatbot 
conditions

Psychological 
process

Dependent 
variable

Finding

Crolic et 
al. (2022)

Conversational 
agent for customer 
service of angry 
customers

Functionalist 
theory of emo-
tion, Appraisal 
theory

Low vs. high 
anthropomorphic 
bot

Expectations Customer sat-
isfaction, firm 
evaluation, pur-
chase intention

Chatbots decrease the customer 
satisfaction, firm evaluation, 
and purchase intention of angry 
customers.

Kim et al. 
(2022)

Conversational 
agent for customer 
service

Unethical con-
sumer behavior

Human vs. 
chatbot

Anticipatory 
guilt

Providing false 
information, 
claim coupon 
eligibility

Chatbots make customers pro-
vide information that is manu-
factured to their advantage. The 
effect decreases as chatbots 
become more anthropomorphic.

Hildeb-
rand and 
Bergner 
(2021)

Conversational 
agent for financial 
advice

Speech forma-
tion, turn-taking

Low vs. medium 
vs. high anthro-
pomorphic bot

Affective trust Firm percep-
tion, investment 
behavior

Conversational agents posi-
tively affect firm perception 
and investment behavior.

Sachdeva 
et al. 
(2024)

Conversational 
agents to solicit 
online reviews

Genre rules Web form vs. 
chatbot

Cognitive effort Perception of 
review pro-
cess, review 
characteristics

Chatbots are perceived as more 
efficient than forms. Structuring 
review text boxes may increase 
review length.

Araujo 
(2018)

Conversational 
shopping assistant

Embodiment Low vs. high 
anthropomorphic 
bot

Social presence Emotional con-
nection, service 
satisfaction

Higher anthropomorphism 
leads to stronger emotional 
connection with a firm.

Adam et 
al. (2019)

Conversational 
agent for financial 
advice

Anthropomor-
phism, anchoring

Low vs. medium 
vs. high anthro-
pomorphic bot

Social presence Investment 
volume

Anthropomorphism leads to 
higher investment volume 
through social presence.

Gnewuch 
et al. 
(2022)

Conversational 
agent for customer 
service

Social Response 
Theory, Expec-
tancy Violation 
Theory

Low vs. high 
anthropomorphic 
bot

Social presence Intention to use Response time delay increases 
intention to use through 
increased social presence

This study Conversational 
agent to solicit 
online reviews

Impression man-
agement, evalua-
tive conditioning 
theory, common 
ground

Review form 
vs. moderate vs. 
high anthropo-
morphic bot

Social pres-
ence, interaction 
enjoyment

Rating valence, 
review 
helpfulness

Anthropomorphism increases 
rating valence, especially for 
low-quality products, and 
decreases review helpfulness.
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more anthropomorphic that communication technologies 
are, the more humans treat them as social actors, relating 
to them in the same manner as they would with humans 
(Nass & Moon, 2000; Oh et al., 2018). The CASA para-
digm represents an important premise to the development 
of the hypotheses that follow. The same principles that 
govern humans interacting with each other, such as social 
presence and impression management (H1, H2), enjoy-
ment through human interaction (H3), and the feeling of 
common ground (H6, H7), can be applied to the human-
chatbot context.

Social presence

Designers purposefully endow technology with various 
anthropomorphic cues to increase social presence, which 
scholars believe positively affects social reactions and 
communication outcomes (Oh et al., 2018; Thomaz et al., 
2020; Von der Pütten et al., 2010). Increased social pres-
ence makes conversational partners more salient, con-
verging toward face-to-face communication. That shift, 
in turn, triggers the activation of impression manage-
ment, which describes a communicator’s desire to make 
a favorable impression on the audience (Berger, 2014; 
Tedeschi, 2013). Humans often conform to audience 
expectations to receive a reward, such as being liked, or 
to avoid punishment, such as social disapproval (Cialdini 
& Goldstein, 2004). Adjusting one’s expressed opinions 
toward the audience’s perspectives can prevent negative 
evaluations of oneself by others. Feeling the presence of 
a “real” person makes the conversational partner more 
identifiable and accountable. As people strive to maintain 
a positive self-concept (Leary & Kowalski, 1990), they 
tend to give favorable evaluations and refrain from unfa-
vorable news in exchanges with a salient conversational 

chatbots with and without anthropomorphic cues. By 
adding a conventional review form as the low anthropo-
morphic condition, we cover a broader range of anthro-
pomorphism on distinct levels (low, moderate, high) than 
has been typically used in past literature.

Conceptual model and hypotheses

In this section, we delineate the study’s hypotheses. Fig-
ure 1 depicts our conceptual model.

We follow recent marketing literature in building on 
the “computers-are-social-actors” (CASA) paradigm 
(Nass et al., 1994) to theorize on how consumers interact 
with anthropomorphized technology (Miao et al., 2022; 
Novak & Hoffman, 2019; Noble et al., 2022). According 
to CASA, anthropomorphic cues lead humans to relate 
to computers as they do with other humans (Reeves & 
Nass, 1996) and shape their interactions with chatbots 
with the same social and psychological dynamics that 
characterize human-to-human interactions. Past evidence 
has suggested that humans perceive computers as team-
mates when performing online tasks (Nass et al., 1996); 
they react to computer movements as they would to 
human motions (Reeves & Nass, 1996) and apply gen-
der stereotypes and social traits, such as politeness, to 
computers (Nass et al., 1994). The main reason for treat-
ing computers as humans lies in the mindless reactions 
to social traits that computers exhibit (Nass & Moon, 
2000), where the term mindless refers to “an overreli-
ance on categories and distinctions drawn in the past” 
(Langer, 1992, p. 289). Humans can distinguish humans 
based on characteristic social traits and behaviors; these 
include physical traits, psychological cues, language 
sophistication, social dynamics, and social roles (Epley 
et al., 2007; Fogg, 2002; Reeves & Nass, 1996). Thus, the 

Fig. 1  Conceptual model
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sender spill over to the gift receiver and, subsequently, to 
the gift itself. In the context of product reviews, Woolley 
and Sharif (2021) showed that small financial incentives 
increase the joy of writing reviews and, subsequently, 
positively affect rating valence. Based on this evidence, 
we formulated hypothesis H3 as follows:

H3 � The positive effect of anthropomorphism in the review 
solicitation medium on rating valence is mediated via 
perceived interaction enjoyment.

Naturally, the question of how to compare the two mech-
anisms of social presence and interaction enjoyment 
emerges. Under which circumstances will one mecha-
nism dominate the other and vice versa? In this direc-
tion, prior literature suggests that the interactivity of a 
medium is a strong predictor of perceived interaction 
enjoyment (Coursaris & Sung, 2012). This relationship 
has been found in a variety of domains, such as website 
use (Coursaris & Sung, 2012), virtual reality use (Jang 
& Park, 2019), and digital artistic experiences (Gonzales 
et al., 2019). Interactivity is part of anthropomorphism 
(Kim & Sundar, 2012), but its increase may not be lin-
ear over our three conditions. The investigations that 
follow are designed to explore three levels of anthropo-
morphism (low vs. moderate vs. high) conditions. The 
increase in interactivity is arguably strongest comparing 
a low anthropomorphic medium (a conventional review 
form) to a moderately anthropomorphic medium (a 
chatbot). The chatbot is much more interactive than the 
form because of its ability to mimic a conversation. By 
contrast, both the moderately anthropomorphic and the 
highly anthropomorphic chatbots are interactive. Social 
presence, on the other hand, should increase continu-
ously over three anthropomorphism conditions because 
each condition adds features that make the medium more 
human-like. Hence, we hypothesize that the interaction 
enjoyment mechanism is stronger than the social pres-
ence mechanism when comparing low to moderately 
anthropomorphic conditions. However, the social pres-
ence mechanism will be stronger than the interaction 
enjoyment mechanism when comparing moderate to 
highly anthropomorphic conditions. Consequently, H4 
and H5 are formalized as follows:

H4 � The mediation through interaction enjoyment is stron-
ger than the mediation through social presence when 
comparing low to moderately anthropomorphic review 
solicitation media

H5 � The mediation through social presence is stronger than 
the mediation through interaction enjoyment when 

partner (Heath, 1996; Rosen & Tesser, 1972). Previous 
research has revealed how increases in perceived social 
presence generated with the use of a chatbot may lead 
to socially desirable responses (Schuetzler et al., 2018). 
Consequently, we expect reviewers who are interacting 
with chatbots to adapt their reviews positively, such that 
they are perceived favorably and circumvent negative 
judgment from the review solicitor. Further, we anticipate 
that a higher level of anthropomorphism in the review 
solicitation medium (operationalized by the deployment 
of chatbots) positively affects reviewers’ evaluations via 
increased social presence. Therefore:

H1 � A higher level of anthropomorphism in the review solic-
itation medium leads to higher rating valence.

H2 � The positive effect of anthropomorphism in the review 
solicitation medium on rating valence is mediated by 
social presence.

Interaction enjoyment

In general, a communication medium endowed with rich 
anthropomorphic features not only evokes a feeling of 
being in the presence of another person but also leads 
to perceptions of the conversation as fun and enjoyable 
(Blut et al., 2020; Van Doorn et al., 2017; Van Pinxteren 
et al., 2020). One can explain this effect by considering 
people’s preference of interacting with real humans. Qiu 
and Benbasat (2009) showed that the humanlike appear-
ance and voice output of virtual recommendation agents 
are associated with increased enjoyment. Jin (2010) 
revealed that the presence of an educational virtual agent 
in an interactive test is associated with higher student 
enjoyment. Therefore, we expected the review solici-
tation medium endowed with anthropomorphic cues to 
enhance the perceptions of enjoyment.

Further, the enjoyment of interacting with an anthro-
pomorphic medium might have a positive effect on the 
review rating. Evaluative conditioning theory predicts 
that a positively laden stimulus presented with another 
stimulus positively affects the evaluation of the second 
stimulus (De Houwer et al., 2001; Hofmann et al., 2010). 
In this vein, a solicitation medium deliberately designed 
as an interactive, likable, and humanlike conversational 
partner might affect the resulting product review, a general 
phenomenon widely observed in the field of relationship 
marketing (Palmatier et al., 2006). For example, custom-
ers who experience enjoyable interactions with service 
employees are more likely to provide positive word-of-
mouth reviews (Gremler & Gwinner, 2000). Howard and 
Gengler (2001) showed how positive emotions from a gift 
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the increased social presence of chatbots, the feeling of 
increased common ground can unfold. Common ground 
describes the knowledge, beliefs, and suppositions that 
communicators share and know that they share (Krauss 
and Fussel 1996). For example, we describe an object 
differently to a person who is in our physical or conver-
sational proximity (“Take the red one”) rather than one 
who is not (“Take the red ball when you enter the room”). 
Therefore, people need fewer words to communicate the 
same message in a condition that is more anthropomor-
phic (higher increased feeling of common ground) than 
in one with less anthropomorphism (decreased feeling of 
common ground). Therefore:

H6 � A higher level of anthropomorphism in the review solic-
itation medium leads to lower review helpfulness.

H7 � The negative effect of anthropomorphism in the review 
solicitation medium on review helpfulness is mediated 
via review length.

Overview of studies

We conducted four studies (see Table  2 for an overview) 
to examine the effects of the level of anthropomorphism in 
review solicitation media. We conceptualized them along 
the continuum of anthropomorphism, with conventional 
forms and highly humanlike chatbots on the lower and 
higher ends, respectively. (See Table 3 for the overview of 
anthropomorphism manipulations.)

In Study 1, we tested the main effect of anthropomor-
phism in the review solicitation medium on rating valence 
in a field experiment. We found that chatbots, represent-
ing more anthropomorphic solicitation media, generate 
higher ratings than conventional forms (H1). In Study 2, 
using a controlled experimental setting, we confirmed the 
positive effect of anthropomorphism on rating valence 
(H1) and showed that this effect is mediated by interac-
tion enjoyment (H3) for low versus moderate levels of 
anthropomorphism (H4) and by social presence (H2) for 
moderate versus high levels of anthropomorphism (H5). 
We tested the effects of expressed emotionality for two 
reasons. First, we wanted to rule out the confounding 
effects of anthropomorphism and expressed emotional-
ity. Second, we tested expressed emotionality’s role as 
a potentially actionable moderator to mute the effects of 
increased interaction enjoyment. In Study 3, we tested 
solicitor salience as a potential actionable moderator to 
mute the effects of increased social presence for moder-
ate versus high levels of anthropomorphism. Finally, in 
Study 4, we examined the effect of solicitation medium 

comparing moderate to highly anthropomorphic review 
solicitation media.

Review helpfulness

Finally, anthropomorphism may affect the perception of 
reviews, particularly their helpfulness. A large body of lit-
erature discusses the determining characteristics of help-
fulness for online reviews (Hong et al., 2017). Among 
these characteristics are the review’s age (Archak et al., 
2011), the rating valence (Kuan et al., 2015), the readabil-
ity (Archak et al., 2011), and the review length (Mudambi 
& Schuff, 2010). Among these four, the most important 
precursor for helpfulness is the review length. Other 
things equal, past studies suggest that longer reviews are 
more helpful because they contain more information and 
have improved diagnosticity (Mudambi & Schuff, 2010). 
Social presence likely affects review length. Triggered by 

Table 2  Summary of studies
Study Conditions Product Findings
1 Low vs. high 

anthropomorphism
Teach-
ing video 
evaluations

Product ratings 
are higher for 
review solicitation 
media with higher 
anthropomorphism.

2 3 (low vs. moderate 
vs. high anthro-
pomorphism) × 
2 (emotional vs. 
non-emotional)

Short 
movies

Product ratings are 
higher for review 
solicitation media 
with higher anthropo-
morphism. Interaction 
enjoyment (social 
presence) mediates 
the effect of anthropo-
morphism strongest 
for low vs. moderate 
(moderate vs. high) 
anthropomorphism. 
Emotionality does not 
affect the results.

3 2 (moderate vs. high 
anthropomorphism) 
× 2 (seller vs. 
platform)

Short 
movies

Product ratings are 
higher for review 
solicitation media 
with higher anthro-
pomorphism. Social 
presence mediates the 
effect of anthropomor-
phism, but this media-
tion cannot be muted 
by a moderation with 
solicitor salience.

4 2 (low vs. moderate 
anthropomorphism)

AMT 
worker sur-
vey reviews

Reviews solicited via 
review solicitation 
media with higher 
anthropomorphism 
are less helpful. This 
effect is mediated by 
review length.

Note An AMT worker refers to a worker on Amazon Mechanical Turk
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same payment, and the experiments differed only in the 
deployed review solicitation media. Hence, the issue of 
payment did not confound the identification of the effects 
of anthropomorphism.

Study 1

In Study 1, we conducted a field experiment to test whether 
higher anthropomorphism in the review solicitation medium 
affects rating valence (H1). The context of the study was 
course evaluations that students provided. We conducted the 
study at a medium-sized German university in the midterm 
of an undergraduate course in statistics between November 
22 and November 26, 2022. Because the course introduced 
learning videos for students, and to ensure consistency with 
later studies, we asked students to evaluate those videos.

Experimental design

The instructor asked the students via the course platform 
to click on a link to rate the course videos. Once stu-
dents clicked on the provided link, they were randomly 
allocated to a high (using a chatbot with a high level 
of anthropomorphism) or a low (using a conventional 
form) anthropomorphism condition (see Appendix I). We 
manipulated anthropomorphism via the use of a chatbot, 
which equaled 1 if the students gave their ratings through 

anthropomorphism on review readers’ perceptions of 
review helpfulness (H6 and H7).

Our studies offer comprehensive evidence of how 
anthropomorphism influences product ratings and help-
fulness and identify the potential behavioral mecha-
nisms. The general aim of our research was not to test the 
effects of single anthropomorphic cues on social presence 
or perceived interaction enjoyment but how increases in 
these two factors, which are triggered by the anthropo-
morphism of the review solicitation medium, can lead to 
higher ratings. For the design of various chatbot configu-
rations, we used a combination of cues to ensure a cer-
tain level of anthropomorphism. Our approach is similar 
to that of Schanke et al. (2021) and is justified by the 
findings of Seeger et al. (2021), who showed that single 
cues are insufficient in achieving satisfactory levels of 
anthropomorphism. Table 3 presents an overview of the 
anthropomorphic cues used to configure the chatbots in 
the three studies, and Appendix I provides screen shots of 
the experimental manipulations of each study.

In each study, the participants were paid according 
to the platform guidelines at the time of data collec-
tion, based on the expected length of the studies (Palan 
& Schitter, 2018). Prior literature has revealed that 
financial incentives can induce a positive bias in rat-
ings (Burtch et al., 2018; Khern-am-nuai et al., 2018). 
However, in our study, all the participants received the 

Table 3  Overview of anthropomorphic cues of the solicitation media across studies
Level of 
Anthropomorphism

Low Moderate High

Anthropomorphic Cue Design 
Elements

Design Elements Design Elements Source

Visual Humanlike appearance No Chatbot icon Real photo of service agent Feine et al. (2019)
Gender No 

indication
No indication Female agent Fogg (2002)

Human name No No Yes (Emma) Araujo (2018)
Emoticons No use Moderate use Frequent use Feine et al. (2019)

Verbal Conversational skill No Yes, no first person (e.g., “Let’s 
get started.” / “Good to hear you 
liked the survey.” / “Seems like 
you were not very pleased.” / 
“Ok, good to know.”)

Yes, with the use of first person 
(e.g., “I am happy you liked the 
movie” / “We would like to hear 
more!”)

Feine et al. (2019) 
Schuetzler et al. 
(2018)

Self-introduction No No Yes. (“I’m Emma.”) Feine et al. (2019)
Opinion conformity No Yes, no first person (e.g., “Good 

feedback.”)
Yes, first person (e.g., “I totally 
agree with you.”)

Feine et al. (2019)

Thanking No Yes (e.g., “Thank you very much 
for providing your valuable 
feedback!”)

Yes, with use of user’s name. (e.g., 
“Amazing, thank you so much for 
your input, [name].”)

Feine et al. (2019)

Greeting and farewell No Yes (e.g., “Hello there!”) Yes, with use of user’s name. (e.g., 
“Nice to meet you, [name]!”)

Feine et al. (2019)

Lexical diversity No Yes Yes Feine et al. (2019)
Invisible Response time Immediate 

proceeding 
to the next 
page

Dots blinking before each mes-
sage is sent

Dots blinking before each mes-
sage is sent / “Is typing…” shown 
before message is sent

Feine et al. (2019)
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Discussion

By leveraging evidence from a real-life field study, we 
found support for the hypothesis that anthropomorphism 
of the review solicitation medium increases the ratings 
valence. The differences in means were non-negligible 
(16% increase in ratings). Because student evaluations 
can have important implications for faculty promotion 
or course redesign, biases arising from anthropomorphic 
solicitation media may have detrimental effects in this 
context.

Study 2

Whereas Study 1 delivered field evidence for the main 
effect, Study 2 tested this effect in a controlled experimen-
tal setting. In particular, the study served three purposes. 
First, we obtained a deeper understanding of the effect of 
different levels of anthropomorphism by extending the 
previous chatbot design, adding a moderately anthropo-
morphic chatbot. Second, based on the different levels of 
anthropomorphism, we elucidated the theoretical mech-
anism behind the main effect (H2 / H3) and examined 
the prevailing mechanism at different levels of anthro-
pomorphism. Third, we ruled out a potential chameleon 
effect—a facial, verbal, or behavioral mimicry (LaFrance, 
1979; Chartrand & Bargh, 1999)—in the rating behav-
ior triggered by expressed emotionality of the chatbots. 
Research from various fields shows that people “catch” 
the emotional states of those around them (Bagozzi et 
al., 1999; Howard & Gengler, 2001; Neumann & Strack, 
2000). Goldberg and Gorn (1987) demonstrated that 
happy TV shows evoke positive audience emotions. Sim-
ilarly, Howard and Gengler (2001) found that receivers 
evaluate gifts from happy senders more favorably. The 
roots of emotional contagion lie in the biological mecha-
nism of a mirror neuron system (Iacoboni, 2009; Rizzo-
latti & Craighero, 2004) that lets people mimic others, 
a feature likely essential for survival of the human spe-
cies (Lakin et al., 2003). Although emotions are part of 
what makes humans human (Haslam, 2006), we intended 
to mitigate participants simply mimicking positive emo-
tions engendered in a chatbot by giving high ratings. In 
that case, we would expect a positive moderated media-
tion of emotionality on the path from anthropomorphism 
to interaction enjoyment and social presence.

Experimental design

In Study 2, we implemented a 3 (anthropomorphism: 
low vs. moderate vs. high) × 2 (emotionality: non-emo-
tional vs. emotional) experimental design. We divided 

a chatbot and equaled 0 otherwise. We followed prior lit-
erature (Feine et al., 2019) and used a combination of 
typical visual, verbal, and invisible anthropomorphic 
cues to ensure a high level of anthropomorphism (see 
Table  3 for design cues) of chatbots. These cues in the 
chatbot-mediated review solicitation simulated a human 
conversation. The implemented chatbot applied typical 
conversational norms such as greetings, farewells, and 
thank-yous. We implemented blinking dots to simulate 
time needed for turn taking. Students could not identify 
the condition before clicking on the link. The rating ques-
tions were identical across both groups. We conducted 
the experiment on days that students had no classes to 
avoid interference between conditions and prevent con-
tamination of the results. We measured the rating of the 
videos used in the course on a 5-point scale to comply 
with the standards of the host university.

Results

Manipulation checks

Due to the field experiment nature of Study 1, we were 
not able to conduct a check of a successful manipula-
tion. Instead, we used an independent Prolific sample 
(N = 196) to perform a post-hoc manipulation check of 
anthropomorphism of the review environment on two 
seven-point Likert scales (Crolic et al., 2022; Kim et 
al., 2016): “Please rate the extent to which the [review 
environment / chatbot] you used when providing the 
review: came alive (like a person) in your mind; has some 
humanlike qualities”). We found that participants evalu-
ated the high anthropomorphic condition (the chatbot) 
as more anthropomorphic than the low anthropomorphic 
condition (the form) (Mlow = 3.02 vs. Mhigh = 4.97; F(1, 
195) = 47.37, p = .00, α = 0.91).

Key findings

A total of 68 students (33 in the low anthropomorphism 
condition, and 35 in the high anthropomorphism condi-
tion) completed the video evaluation for the course. Our 
analysis confirmed that students in the chatbot condi-
tion provided significantly higher ratings than those in 
the conventional form condition (Mlow = 3.79 vs. Mhigh = 
4.38; F(1, 66) = 5.81, p = .02). Due to the field experiment 
nature of the study and to ensure the ecological validity, 
we did not collect further control variables. Also, due to 
data protection laws, we could not access administrative 
student data from the host university.
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Following Han et al. (2022), we manipulated emotional-
ity using adjectives, exclamation marks, emojis, and respon-
siveness. (See Appendix A for an overview of emotionality 
cues.) As the manipulation check, we asked participants to 
indicate the level of emotion of the review environment 
using the scale of three seven-point Likert scales (Puntoni 
et al., 2009): “In your opinion, how much emotion was 
expressed by the [review environment / chatbot] customer 
service agent when providing the short movie review: 
expressed a great deal of emotion; expressed a lot of feel-
ings; expressed many sentiments).”

We measured rating valence as the average of three 
numerical ratings on a 1- (worst) to 10-star (best) scale for 
(a) visual appeal, (b) story line, and (c) overall quality (Cui 
et al., 2012). We selected a 10-star scale because larger 
scales lead respondents to utilize more response points, 
lower their mean ratings, and reduce their extreme response 
tendency (Tsekouras, 2017). We also asked participants to 
provide review texts. We included three mandatory sections 
in the review texts: positive aspects, negative aspects, and 
overall evaluation. Dividing review texts into several cat-
egories is a common industry approach that we followed to 
increase external validity. Importantly, the area to write the 
review was the same size (370px × 100px) in all conditions.

The mediators in H2 and H3 were interaction enjoyment 
and social presence. We measured these variables using the 
scales of Schuetzler et al. (2018), Gefen and Straub (2003), 
Mimoun and Poncin (2015), Qiu and Benbasat (2009), and 
Verhagen et al. (2014). An overview of all the survey ques-
tions is included in Appendix B.

Results

We had 1,112 participants complete the study. A randomiza-
tion check revealed that the participants across the condi-
tions were not statistically different (Table C-1 in Appendix 
C). Table D-2 in Appendix D displays the summary statis-
tics of the data collected in Study 2.

Manipulation checks

The manipulations worked as intended. We found that per-
ceived anthropomorphism significantly increased in line 
with greater anthropomorphism (Mlow = 4.10 vs. Mmoderate 
= 4.19 vs. Mhigh = 4.60; F(2, 1109) = 10.66, p = .00; 
α = 0.84). Pairwise comparisons revealed that perceived 
anthropomorphism in the high condition was significantly 
higher than in the moderate (F(1, 733) = 14.30; p < .001) 
and low conditions (F(1, 742) = 18.37; p = .00), yet the dif-
ference between the low and the moderate conditions was 

the experiment into two phases: product experience and 
review generation. In the product experience phase, we 
used a short clay animation movie as the focal item to be 
rated (Schneider et al., 2021). We selected and evaluated 
this video during a pre-study, as shown in Appendix E. 
After completing the product experience phase of watch-
ing the movie, participants were randomly allocated to 
one of the experimental conditions. We disabled the dis-
play of progress bars in each of the conditions.

To calculate the sample size required to detect a signif-
icant difference between the overall ratings in the condi-
tions, we used G*Power (Faul et al., 2009). Based on an 
effect size of d = 0.4, α = 0.05, and β = 0.8, we determined 
that, to observe a significant difference, we needed a sam-
ple size of 100 participants per condition (600 in total). 
We used Prolific to recruit US participants and gave them 
monetary compensation (£0.16 per minute) upon comple-
tion of both phases. We prescreened participants based on 
approval rate and previous submission to ensure a suit-
able pool for our study. As an attention check, we dis-
played a number at the end of the video to confirm that 
participants had watched it to completion. Participants 
who could answer the number correctly at the end of the 
video passed the attention check.

Next, we designed three levels of anthropomorphism 
(low vs. moderate vs. high). The low anthropomorphism 
condition was a conventional review form. The moderate 
and high anthropomorphism conditions were chatbots with 
different levels of anthropomorphic cues. In designing the 
chatbot, we followed prior literature (Feine et al., 2019) and 
used a combination of typical visual, verbal, and invisible 
anthropomorphic cues to ensure various levels of anthro-
pomorphism (Table 3). These cues in the chatbot-mediated 
review solicitation simulated a human conversation.1 The 
three conditions differed only in their format—either a form 
or a chatbot—and both review solicitation media incorpo-
rated the same questions and flow. To ensure the manipu-
lation was successful, we asked participants to indicate 
the anthropomorphism of the review environment on two 
seven-point Likert scales (Crolic et al., 2022; Kim et al., 
2016): “Please rate the extent to which the [review environ-
ment / chatbot] you used when providing the short movie 
review: came alive (like a person) in your mind; has some 
humanlike qualities.”

1   Disclosing the fact that consumers are interacting with a chatbot 
and not with a human collocutor can bias human behavior (Luo et 
al., 2019). However, we conducted a pretest and found that such 
disclosure did not significantly affect respondents’ rating responses 
(Mno_disclosure = 5.38 vs. Mdisclosure = 5.23; F(1, 557) = 0.46, p = .50). 
Nevertheless, in all our studies, we did not explicitly inform the 
respondents of the chatbot conditions and that they were interacting 
with robots rather than humans.
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as log number of words, Mlow = 4.32 vs. Mmoderate = 4.16 vs. 
Mhigh = 3.68; F(2, 1108) = 52.17, p = .00).4

Mediation

We examined the mediating role of social presence (H2) 
and interaction enjoyment (H3). We performed a media-
tion analysis based on 5,0005 bootstrapped samples (Hayes, 
2012) to generate the confidence intervals around the indi-
rect effects via the mediators. The results are shown in 
Fig.  2. We found a significant indirect effect of moderate 
anthropomorphism (compared to low anthropomorphism) 
on rating valence through interaction enjoyment (b = 0.48, 
SE = 0.09, 95% LLCI = 0.32, and 95% ULCI = 0.65) and 
social presence (b = 0.13, SE = 0.04, 95% LLCI = 0.06, 
and 95% ULCI = 0.23). The mechanism through interac-
tion enjoyment was significantly stronger than that through 
social presence (difference = 0.34, 95% LLCI = 0.18, and 
95% ULCI = 0.54), suggesting that interaction enjoyment is 
the prevailing mechanism when soliciting review via con-
ventional forms compared to a chatbot, including a moderate 

4   The pairwise differences across conditions are significant in low vs. 
moderate (F(2, 745) = 5.37, p = .02), low vs. high (F(2, 742) = 107.87, 
p = .00), and moderate vs. high (F(2, 732) = 51.09, p = .00).

5   The results were robust to the number of bootstraps and when we 
introduced mediators independently.

not significant (F(1, 746) = 0.45; p = .50).2 Also, the intro-
duction of emotional cues significantly increased perceived 
emotionality (Mnon−emotional = 3.46 vs. Memotional = 4.15; 
F(1, 1110) = 49.37, p = .00; α = 0.96).

Key findings

ANOVA results revealed a significant main effect of review 
medium anthropomorphism on rating valence, where par-
ticipants provided higher ratings for the product the more 
anthropomorphic the review environment (Mlow = 4.64 
vs. Mmoderate = 5.03 vs. Mhigh = 5.16; F(2, 1,108) = 5.03, 
p = .00)3. We further found no direct effect of emotionality 
and no interaction effect between anthropomorphism and 
emotionality on rating valence. Further, we found a nega-
tive effect of anthropomorphism on review length (measure 

2   We note that this is in line with Hypothesis H4, where we argue that 
for the comparison between low and moderate anthropomorphism, 
interaction enjoyment would be the dominant mechanism. As we will 
see, interaction enjoyment is significantly different between the low 
and the moderate anthropomorphism conditions, and the construct is 
less dependent on anthropomorphism compared to social presence.

3   The pairwise comparisons across conditions show a significant dif-
ference in low vs. moderate (F(2, 745) = 5.29, p = .02) and low vs. 
high (F(2, 742) = 9.20, p = .00), and not in moderate vs. high (F(2, 
732) = 0.57, p = .45).

Fig. 2  Study 2 mediation analyses 
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Study 3

In Study 2, we demonstrated the existence of the interac-
tion enjoyment and social presence channels. Further, we 
showed that the interaction enjoyment channel cannot be 
muted via non-emotional chatbot design. The focus of Study 
3 was to examine a plausible moderator that could mute or 
decrease the social presence mechanism by manipulating 
the salience of the solicitor who deploys the chatbot (high 
(seller) vs. low (third-party platform). This is based on the 
rationale that seller solicitors are more salient to reviewers, 
whereas platforms, as a group without a personal identity, 
are less salient (Neumann & Gutt, 2019). As per Short et 
al. (1976), the salience of the conversation partner is an 
important element to social presence. A salient solicitor may 
strengthen the relationship between anthropomorphism and 
social presence, whereas a less salient solicitor may weaken 
it. On this basis, we tested whether less solicitor salience 
can mute the social presence mechanism.

Experimental design

We compared moderate to high anthropomorphism manipu-
lation. We focused on these two conditions because social 
presence was the main behavioral mechanism explaining 
the effect of high compared to moderate anthropomorphism 
in Study 2.8 We used a 2 (anthropomorphism: moderate vs. 
high) × 2 (solicitor salience: high (seller) vs. low (platform) 
experimental design. The moderate and high anthropomor-
phism conditions were chatbots with different levels of 
anthropomorphic cues, following Feine et al. (2019) (see 
Table 3). We used the short movie from Study 2 and divided 
the study into two phases: product experience and review 
generation. In the product review phase, the participants 
were randomly allocated to a review solicitation medium 
with varied levels of anthropomorphism. We used G*Power 
(Faul et al., 2009) and the parameters of Study 2 to calculate 
the sample size, recruiting a total of 200 participants who 
would be paid £1.34 (£0.13 per minute) on Prolific upon 
completion of both phases. We imposed inclusion criteria 
similar to those in Study 2 to ensure a high level of response 
quality and recruited participants from the UK. We used two 
attention checks. The first was a number displayed at the 
end of each video to confirm whether the participants had 
watched it to completion, and the second was a question 
posed to the participants regarding who had asked them to 
review the video.

8   We replicated the same design in a low vs. moderate anthropo-
morphism experiment because social presence had a mediating role 
(though weaker than interaction enjoyment) in Study 2. The addi-
tional study (3b) is presented in Appendix F.

number of human cues. This supports H4. The direct effect 
when including mediators is nonsignificant (b = –0.22, 
SE = 0.14, 95% LLCI = –0.50, and 95% ULCI = 0.06), 
suggesting a full mediation via the two mediators. We fur-
ther found a significant indirect effect of high (compared 
to moderate) anthropomorphism on rating valence through 
social presence (b = 0.17, SE = 0.06, 95% LLCI = 0.05, and 
95% ULCI = 0.30). We found no significant indirect effect 
through interaction enjoyment (b = 0.05, SE = 0.08, 95% 
LLCI = –0.10, and 95% ULCI = 0.20), demonstrating that 
social presence is the prevailing mechanism when compar-
ing moderate to high anthropomorphism. This supports H5. 
The direct effect when including the mediators is nonsig-
nificant (b = –0.04, SE = 0.16, 95% LLCI = –0.37, and 95% 
ULCI = 0.28), suggesting a full mediation via the two medi-
ators.6 Further, we performed a moderated mediation analy-
sis to examine the extent to which the emotionality of the 
review solicitation medium increases the perceived enjoy-
ment and social presence and may explain variation on the 
rating valence (Hayes, 2012, Model 77). We found that the 
index of moderated mediation was nonsignificant (b = 0.23, 
SE = 0.14, 95% LLCI = –0.04, and 95% ULCI = 0.51), and 
the indirect effects via social presence and interaction enjoy-
ment remained consistent across the levels of review envi-
ronment emotionality.

Discussion

Whereas Study 1 provided initial support for the anthro-
pomorphism effect on rating valence, Study 2 tested our 
theorizing in a controlled experimental environment. This 
allowed us to achieve four things. First, it demonstrated 
the internal validity and increased the credibility of our 
results. Second, it showed that the anthropomorphism effect 
operates through two mechanisms with varied importance 
across different levels of anthropomorphism. The interac-
tion enjoyment mechanism prevails in the low-to-moderate 
anthropomorphism scenario, and the social presence mecha-
nism dominates in the moderate-to-high anthropomorphism 
scenario. Third, it allowed us to rule out the alternative 
explanation that our results are driven by a chameleon effect 
through emotional language embedded in the chatbots. We 
showed that stripping chatbots of emotional communica-
tion cues does not mitigate the positive anthropomorphism 
effect. Finally, we showed that anthropomorphism decreases 
review length.

6   We also conducted a mediation analysis comparing low vs. high 
levels of anthropomorphism. Both mechanisms were statistically sig-
nificant, and the interaction enjoyment mechanism was significantly 
stronger than the social presence mechanism.

7   The results are robust to models 8, 15, 58, and 59.
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Results

We excluded the participants who had given no consent, 
provided incomplete responses, failed the attention checks, 
or had previously seen the videos. The final dataset used for 
the analyses consisted of 161 participants. A randomization 
check revealed that the participants across the conditions 
were not statistically different (Table C-2 in Appendix C). 
Table D-3 in Appendix D displays the summary statistics.

Manipulation checks

The manipulations worked as intended. We found a sig-
nificantly higher perceived anthropomorphism in the high 
anthropomorphism condition (Mmoderate = 5.40 vs. Mhigh = 
6.67; F(1, 159) = 31.40, p = .00; α = 0.91).

Key findings

We confirmed the positive effect of high anthropomorphism 
on rating valence (H1). ANOVA results revealed that par-
ticipants provided higher ratings the more anthropomorphic 
the review environment (Mmoderate = 4.81 vs. Mhigh = 5.33; 
F(1, 159) = 3.28, p = .07).

Mediation

Next, in a mediation analysis based on 5,000 bootstrapped 
samples (Hayes, 2012) we found, in line with Study 2, a 
significant indirect effect of high anthropomorphism (com-
pared to moderate) on rating valence through social pres-
ence (b = 0.32, SE = 0.12, 95% LLCI = 0.12, and 95% 
ULCI = 0.59). The indirect effect through interaction 

To measure rating valence, we used the same rating 
scales as in Study 2. Next, we used similar anthropomor-
phic cues for the chatbots as in Study 2 (see Table 3 for an 
overview). The manipulation of anthropomorphism worked 
as intended, as the highly anthropomorphic chatbot scored 
significantly higher on anthropomorphism (Mmoderate = 5.40 
vs. Mhigh = 6.67; F(1, 159) = 31.40, p = .00). Regarding the 
review solicitor’s salience, we used two variations: a seller 
(short filmmaker “ClayProduction”) for high salience or a 
third-party platform (movie comparison platform “Short-
MovieCheck”) for low salience. To reinforce this variation, 
we designed logos for all the parties and presented them and 
a short bio to the participants before the start of the videos. 
We maintained a neutral tone in the solicitor biographies 
to avoid affecting participant ratings. (The solicitors asked 
for “the stars you think it [the movie] deserves.”) We did, 
however, highlight that the filmmaker had created the movie 
himself to emphasize that it was the first party and that 
ShortMovieCheck was an independent third-party platform. 
An illustrative overview of the review solicitors is presented 
in Appendix E.

To ensure that participants noticed the solicitor source, 
after they completed the review, we questioned them about 
who asked them for the review; 0.6% answered wrong. Fur-
ther, we asked participants about the extent they tailored 
their review to address the solicitor and found a significant 
difference for seller solicitation (compared to platform; 
Mplatform = 4.26 vs. Mseller = 4.96; F(1, 159) = 4.53, p = .03). 
Finally, we measured participants’ interaction enjoyment 
and social presence as well as the same control variables as 
in Study 2. An overview of the survey questions is included 
in Appendix B.

Fig. 3  Study 3 mediation analyses
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which reviews should be presented to customers (Mudambi 
& Schuff, 2010; Yin et al., 2014), and it is typically influ-
enced by rating valence and review length. Longer reviews 
are helpful because of their diagnosticity (Kuan et al., 2015; 
Mudambi & Schuff, 2010). For our research context, we 
drew on the theory of common ground to hypothesize that 
anthropomorphism would decrease the length of reviews. 
Other things equal, we conjectured that shorter reviews 
would be associated with decreased review helpfulness.

Experimental design

We conducted a study on Amazon Mechanical Turk (AMT), 
a crowdsourcing platform allowing anonymous workers 
to complete web-based tasks for a predetermined payment 
(Buhrmester et al., 2016). We followed the same structure 
as in Studies 2 and 3: a product experience and a review 
generation phase. We implemented two different anthro-
pomorphism conditions (low vs. moderate), as shown in 
Appendix G. For the review generation phase, we followed 
prior literature on online reviews and selected a survey that 
AMT workers completed as the experimental stimulus, or 
the product to be reviewed later (Burtch et al., 2018). The 
survey was titled “Demographics and Worker Activity on 
AMT.” As their task, the AMT worker had to fill out the sur-
vey and then review it. In the review generation phase, the 
participants provided their ratings on the survey—namely, 
on the survey design, the questions asked, and the response 
format alongside a written review.10 These reviews served 
as the foundation for the next step: when a new sample of 
AMT workers would be asked to assess their helpfulness. 
Bearing this in mind, the choice of an AMT worker survey 
was deliberate because we wanted to collect ratings and 
reviews that would be relevant to AMT workers.

We presented these reviews to a new group of 300 US 
AMT workers whom we had recruited to evaluate them for 
a compensation of $0.50 ($0.13 per minute). We informed 
them of our interest in determining whether adding reviews 
from a specific AMT task completed by other workers 
would be a promising feature to support AMT worker in 
selecting tasks on the platform. We explained that the 
reviews originated from a previous task regarding “Demo-
graphics and Worker Activity on AMT,” where we asked 
AMT workers to review it after completion. We randomly 
allocated five reviews to each participant and asked them 
to evaluate review quality in terms of the reviews’ helpful-
ness. We displayed each review and respective questions on 

10   Consistent with the previous studies, we found that the ratings in 
the low anthropomorphism condition were lower than in the moderate 
anthropomorphism condition. This effect was particularly pronounced 
for a low-quality product that had been manipulated (see Appendix 
G.).

enjoyment was nonsignificant, suggesting that social pres-
ence is responsible for the positive anthropomorphism effect 
when comparing moderate to high levels. The direct effect 
when including mediators also was nonsignificant (b = 0.19, 
SE = 0.25, 95% LLCI = –0.31, and 95% ULCI = 0.68), sug-
gesting a full mediation via social presence. Further, we 
performed a moderated mediation analysis to examine the 
extent that the solicitor salience can increase social pres-
ence and possibly explain the variation in the rating valence 
(Hayes, 2012, Model 7).9 We found that the index of mod-
erated mediation was nonsignificant (b = –0.29, SE = 0.29, 
95% LLCI = –0.78, and 95% ULCI = 0.18), and the indirect 
effect of anthropomorphism via social presence was con-
sistent for the solicitor conditions. The results are shown in 
Fig. 3.

Discussion

In Study 3, we confirmed the effect of anthropomorphism 
on rating valence, noting that the direct effect reaches sta-
tistical significance only at the 10% level. Nevertheless, fol-
lowing McShane et al. (2024), who critically discussed the 
dichotomous treatment of the arbitrary 5% level for statis-
tical significance, we consider this result a contribution to 
the cumulative evidence compiled in this paper where the 
direct effect is replicated multiple times. Beyond the direct 
effect, the mediation results through social presence were 
statistically significant at the 5% level. We further showed 
that the salience of the solicitor (seller vs. platform) does not 
moderate the mediation between anthropomorphism, social 
presence, and rating valence. This result suggests that the 
effect of anthropomorphism in the review collection process 
is not influenced by the solicitor of the review request and 
can be generalized across seller and third-party platforms. 
Therefore, decreasing solicitor salience is not a viable way 
to mitigate the rating bias induced through social presence.

Study 4

In Study 4, we devoted attention to the effect of anthropo-
morphism on the helpfulness of reviews and tested H6 and 
H7. For firms, the goal of collecting reviews is to persuade 
potential customers to buy their products or use their ser-
vices. A positive but unhelpful review is, however, of lim-
ited value to a firm (Forman et al., 2008). Consequently, it 
is essential for firms to collect helpful reviews to support 
customer decision-making. The perceived helpfulness of 
reviews is also one of the primary metrics to determine 

9   The results were robust (a) to the number of bootstraps and when 
we introduced mediators independently and (b) to models 8, 15, 58, 
and 59.
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significant positive relationship. These results provide ini-
tial evidence in support of H6 and H7.

The results were robust when we applied a random 
effects model specification, when we included the interac-
tion between the solicitation medium’s anthropomorphism 
and product quality, and when we controlled for the order of 
the displayed review and the helpfulness measure of the pre-
vious review. (To account for learning effects, see Appendix 
H.)11

Mediation

In Table 4, we found that reviews solicited via more anthro-
pomorphic media were shorter and perceived as less helpful 
than those generated via less anthropomorphic means. Next, 
we employed mediation analyses to investigate whether the 
shorter length of chatbot reviews (as we found previously) 
was responsible for their decreased helpfulness. We imple-
mented mediation analyses using a Generalized Structural 
Equation (GSEM) model to accommodate for the panel 
nature of the data (Palmer & Sterne, 2015).12 The results are 
shown in Fig. 4. We found a significant negative effect of 
moderate anthropomorphism on review length and a posi-
tive effect of review length on helpfulness. The negative 
direct effect of anthropomorphism on helpfulness was non-
significant, suggesting a mediation effect of review length. 
In summary, we found a negative and significant indirect 
effect of moderate anthropomorphism (compared to low) 
on review helpfulness through review length (b = –0.28, 
SE = 0.08, 95% LLCI = –0.51, and 95% ULCI = –0.21). 
This supports H7.

Discussion

In Study 4, we complemented the characterization of the 
anthropomorphism effect on reviews by examining review 
helpfulness. Review helpfulness is of vital importance to 
firms and review platforms because it supports customer 
decision-making (Hong et al., 2017; Forman et al., 2008; 
Mudambi & Schuff, 2010). We showed that review read-
ers considered reviews collected via chatbots less helpful. 
Our results suggest that the decrease in helpfulness is driven 
by chatbot-generated reviews being shorter. In summary, 
using chatbots to collect reviews may backfire for marketers 
because they decrease the resulting review helpfulness.

11   We also collected evaluations of review credibility, persuasiveness, 
reviewer trustworthiness, and their intentions regarding choosing this 
task based on the reviews. The results were qualitatively consistent 
when we used them as dependent variables (see Appendix H).
12   We confirmed these results when using 5,000 bootstrapped samples 
(Hayes, 2012), including user fixed effects.

separate pages. Multiple participants independently evalu-
ated the reviews, allowing us to control for respondent fixed 
effects and eliminate any reader idiosyncrasies that other-
wise would have biased our results.

We took the measures of anthropomorphism in the origi-
nal review solicitation, as well as the rating valence and the 
review length (measured as the log-transformed number of 
words), from the first step of this study. We measured the 
reviews’ helpfulness using three items established in prior 
literature (“The review is helpful / useful / informative,” 
α = 0.93; Yin et al., 2014).

Results

A total of 303 workers completed the study. Each partici-
pant evaluated multiple reviews, generated via low or mod-
erate anthropomorphism, constructing a total panel dataset 
of 1,515 review impressions. Due to the panel structure of 
the data, we chose a worker-level fixed effects model to 
analyze the effect of anthropomorphism on review help-
fulness. We present the results of separate regressions 
in Table  4. In Column 1, we found that reviews gener-
ated via moderately anthropomorphic media were 42% 
((e−0.54 − 1) ∗ 100 = −41.7)shorter than reviews generated 
via media with low anthropomorphism. Next, in Column 2, 
we could see those reviews from the moderate anthropo-
morphism condition were less helpful than those from the 
low anthropomorphism condition. Finally, in Column 3 we 
regressed review helpfulness on review length and found a 

Table 4  The effect of anthropomorphism on review helpfulness
Dependent Variable (DV) DV

(1) (2) (3)
(ln) Review 
Length (in 
words)

Review Helpfulness

Anthropomorphism 
(Moderate)

–0.54*** (0.05) –0.16* 
(0.07)

0.03 
(0.07)

Product Quality (low) 0.09 (0.05) –0.11 
(0.07)

–0.14** 
(0.10)

(ln) Review Length (in 
words)

0.36*** 
(0.05)

Constant 3.09*** (0.04) 5.20** 
(0.06)

5.23** 
(0.07)

Participant FE Yes Yes Yes
No. of Impressions 1,515 1,515 1,515
No. of Participants 303 303 303
R² 0.10 0.01 0.03
Note (a) Robust standard errors are in parentheses. *p < .05; **p < .01. 
(b) A Breusch–Pagan test rejects the homoscedasticity of the error 
terms. (c) Among the 1,515 impressions, 1,193 were impressions of 
reviews, and the remainder were those of additional feedback. Our 
results are robust when removing the additional feedback data points
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General discussion

Chatbots have garnered notable industry interest as a new 
AI-enabled tool at the company-customer interface. They 
promise a low-cost, highly automated solution tailored to 
business and customer needs and represent an appealing 
new application for businesses, as evidenced by their rising 
use (Nirale, 2018).

Notwithstanding the promising potential of robotic auto-
mation, we should not overlook their potential side effects. 
Gathering and soliciting positive and informative online 
reviews is one of the most significant challenges that busi-
nesses face (Gutt et al., 2019). With the rise of chatbots, the 
environment in which reviews are solicited from customers 
awaits fundamental changes toward a more anthropomor-
phic, conversational direction. In this study, we sought to 
assess whether such changes affect the rating valence and 
review helpfulness. Not only did we isolate the effect of 
anthropomorphism on rating valence, but we uncovered two 
theoretical mechanisms governing the interaction between 
humans and (chat) robots.

Single-paper meta-analysis

To test the overall validity of the effect of review solici-
tation medium anthropomorphism on rating valence, we 
conducted a single paper meta-analysis (SPM; McShane 
& Böckenholt, 2017). We standardized the dependent vari-
ables to account for variation in the rating scales. The SPM 
showed that, over four studies, the rating valence increases 
as the medium becomes more anthropomorphic. More pre-
cisely, we show that, compared to low anthropomorphism, 
moderate (estimate = 0.35, s = 0.13, z = 2.87, p = .00) and 
high (estimate = 0.62, s = 0.15, z = 4.26, p = .00) anthropo-
morphism in the review solicitation medium significantly 
increases the rating valence. High anthropomorphism also 
increases rating valence compared to moderate anthropo-
morphism (estimate = 0.27, s = 0.14, z = 1.93, p = .05)13. 
Figure  5 presents the graphical summary of the contrast 
estimates across the conditions.

13   The SPM when contrasting low versus moderate or high anthro-
pomorphic conditions (i.e., no chatbot vs. chatbot) shows a significant 
increase in rating valence (estimate = 0.44, s = 0.11, z = 3.91, p = .00).

Fig. 5  Single paper meta-analysis graphical summary

 

Fig. 4  Study 4 mediation analyses
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other, that future research can draw upon. Importantly, the 
mechanism of interaction enjoyment highlights a potential 
conflict of aims in a firm’s use of anthropomorphic tech-
nology. Although it may seem trite, firms naturally try to 
make interactions with the firm pleasant for the consumers 
(Ran & Wan, 2023). That is especially true for new technol-
ogy (Tonietto & Barasch, 2021) to encourage consumers to 
adopt and embrace it (Cai et al., 2022). In the context of 
online reviews, this strategy has a negative tradeoff because 
it biases rating valence and decreases review helpfulness.

Third, we contribute to the literature that has focused 
on online rating biases induced through the design of the 
online review environment (Gutt et al., 2019). Previous 
literature focused on the dimensionality of scales (Chen et 
al., 2018; Schneider et al., 2021) or online review templates 
(Poniatowski et al., 2019). These studies offer converging 
evidence that the static features provided in the interface for 
rating products can greatly affect consumer evaluations. We 
extend this stream of literature with our study on the effects 
of dynamic, AI-enabled, anthropomorphic review envi-
ronment features. Thereby, we also respond to the call for 
research of AI-enabled technology on customer-firm inter-
actions (Luo et al., 2019).

Finally, we contribute to the literature on unethical 
review collection (Luca & Zervas, 2016). Recent studies 
have focused on purchasing fake reviews (He et al., 2022) 
and the conditions that make firms more or less likely to 
fake reviews (Luca & Zervas, 2016; Mayzlin et al., 2014). 
We complement this literature by studying how deploy-
ing anthropomorphic chatbot technology positively biases 
online ratings and may hence constitute an unethical way to 
collect reviews.

Practical implications

Our results present several practical implications to manag-
ers, consumers, and policymakers. To managers, our results 
imply that employing anthropomorphic technology to solicit 
reviews positively biases ratings. Managers who continue 
this practice knowing our results deliberately misrepresent 
the online ratings of their products raise ethical concerns 
because these ratings cannot be trusted. This contradicts the 
standard principles of ethical marketing that hold trust as 
an essential foundation (Gundlach & Murphy, 1993). In the 
long term, collecting reviews and ratings that misrepresent a 
product may cause serious damage to a brand’s positioning 
and image (Bazaarvoice, 2022). Even if anthropomorphic 
technology becomes more widely known as an effective 
way of acquiring positive reviews, all sellers will want to 
use it, and no one will gain a competitive advantage with its 

Using four studies, we found that the anthropomor-
phism in the review solicitation medium increases rating 
valence. Our results suggest that, at a moderate level of 
anthropomorphism, the rating valence increase is driven by 
customers’ interaction enjoyment. At high levels of anthro-
pomorphism, however, the increased social presence is the 
prevalent driver (next to enjoyment) of the increase in rating 
valence. In both cases, the effects prove difficult to mute. 
Reducing the emotionality of chatbots cannot mute the 
interaction enjoyment mechanism, and decreasing the solic-
itor salience cannot mute the social presence mechanism. 
Finally, our results suggest that the anthropomorphism bias 
also affects review helpfulness. Increasing the solicitation 
medium anthropomorphism from low to medium decreases 
the helpfulness of the reviews. This effect is fully mediated 
by review length, which decreases when using anthropo-
morphic solicitation media.

The rise of chatbots warrants prudent elaboration of their 
pros and cons. Our paper is one step in that direction and 
primarily draws attention to the possible downsides of the 
anthropomorphism of such technologies. To the best of our 
knowledge, we are among the first to examine the conse-
quences of anthropomorphic technology use for product 
perception by customers.

Theoretical contributions

Four theoretical contributions emerge from our find-
ings. First, to the best of our knowledge, we are the first 
to investigate how anthropomorphism affects consumers’ 
online reviewing behavior. Thereby, we extend the scope of 
the literature on the effects of anthropomorphism on con-
sumer behavior. Whereas previous literature investigated 
how anthropomorphism in chatbots affects consumers’ 
perception of the firm (Crolic et al., 2022; Fotheringham 
& Wiles, 2022; Hildebrand & Bergner, 2021), we focused 
on how anthropomorphism affects the perception of a firm’s 
products.

Second, although previous studies investigated the 
effects of anthropomorphism on consumer behavior (Crolic 
et al., 2022; Kim et al., 2016; Kwak et al., 2015; Schanke 
et al., 2021), whether the mechanisms responsible for the 
effects of anthropomorphism are consistent across the 
anthropomorphism continuum remained an open question. 
Our results demonstrate that this is not necessarily the case, 
documenting the distinct effects on consumer behavior at 
moderate (interaction enjoyment) and high (social presence) 
levels of anthropomorphism. Thereby, we offer a more fine-
grained characterization of anthropomorphism effects and 
provide a conceptualization of two channels: interaction 
enjoyment and social presence, including a description of 
when we would expect one mechanism to dominate the 
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biases via chatbot solicitation. The latter seems difficult 
based on our results.

Limitations and future research

This research presents some limitations that provide fruitful 
avenues for future research. First, the generalizability of our 
findings is restricted by the boundaries of our research set-
ting. These boundaries arise naturally from (1) certain limi-
tations in sample representativeness emerging from the data 
collection platforms (Paolacci et al., 2010); (2) the product 
categories of the context of our study, including videos and 
the survey task; and (3) the design of solicitation media. 
Possible avenues to increase our study’s generalizability 
involve the following: (a) including a more diverse and het-
erogeneous sample of participants with varying levels of 
experience and technology savviness; (b) applying differ-
ent product categories for review solicitation, which may 
depend on the nature of the product; and (c) systematically 
varying numerous design aspects of the implemented solici-
tation media.

Second, consumers’ behavioral response can change 
over time. Considering firms’ high chatbot adoption and 
the popularization of ChatGPT, consumers might increas-
ingly get used to chatbots. This can have repercussions for 
the mechanisms we identify, such as interaction enjoyment. 
Future research is needed.

Third, chatbot-mediated review length was signifi-
cantly shorter only in Studies 2 and 4. We offer three pos-
sible explanations which can be further explored in future 
research. First, in line with recent evidence (Sachdeva et 
al., 2024), review length may depend on the structure of the 
review text solicitation (i.e., number of questions asked in 
the review process). Although we kept the review structure 
consistent within our studies, this finding suggests that even 
minor variations in the review environment may affect the 
length of the provided reviews. Further, Study 1 used Ger-
man participants and Study 3 used a UK sample, whereas 
Studies 2 and 4 used US samples. This points to cultural 
differences being a potential reason for the inconsisten-
cies. Indeed, there are indications for such effects in writing 
product review texts (Wang et al., 2019). Finally, the results 
may be attributed to small statistical power as the effect was 
insignificant in studies with the smallest sample. In sum-
mary, following McShane et al. (2024), we concluded that 
the cumulative evidence of the studies substantiates that 
anthropomorphism can decrease review length, and when 
it does it lowers review helpfulness. Future studies could 
further investigate the boundary conditions of the negative 
effect of anthropomorphism on review length.

Fourth, we conducted our study on a micro level to accu-
rately elucidate the mechanisms and behavioral responses 

use, the buyers still stand to lose when all reviews become 
more positive and less discriminating.14

The incentive to misrepresent or disguise product qual-
ity might be particularly tempting for companies whose 
products will or have received low ratings.15 Anthropomor-
phic technology would arguably be more effective for those 
companies at increasing product ratings than for companies 
whose products will obtain high ratings anyway. Neverthe-
less, our study also demonstrates some natural deterrents 
to such unethical practice. First, reviews obtained through 
chatbot solicitation are less helpful, which limits their value 
to the firm (Forman et al., 2008). Second, online reviews 
are an important source for product improvement and inno-
vation. For example, hotels improve their quality based 
on online reviews (Ananthakrishnan et al., 2023), and app 
developers innovate their apps on that basis (Karanam et al., 
2021). Ratings and reviews misrepresenting the underlying 
product threaten sustained improvement and innovation.

Consumers may be harmed in their decision-making 
when they face positively biased reviews. They may buy 
products based on positive ratings and end up disappointed 
with the product quality. This can extend beyond the con-
text of business-to-consumer (B2C) commerce. As our 
field experiment shows, students choosing courses based 
on evaluations may also be misguided by positive evalua-
tions using chatbots. This would be especially problematic 
if some product managers or course instructors used chat-
bots, but others refrained from their use. In this situation, the 
products or courses using chatbots would stand to improve 
their ratings over those that did not.

Taken together, our results call for the attention of poli-
cymakers to prevent managers from nefarious deployment 
of chatbots and consumers from harm. Recently, govern-
ment bodies around the world (FTC, German Federal Cartel 
Office) have published guidelines on how to keep online 
reviews accurate and unbiased. As of today, they offer no 
advice on how to deal with anthropomorphized chatbots, 
but our study could be a force for positive change.

Our results also extend to platform owners. Akin to gov-
ernments, they need to put platform governance mechanisms 
in place that enhance the welfare of their micro-economy 
(Foerderer et al., 2018). In particular, online review plat-
forms like Yelp (Yelp, 2024) and e-commerce platforms 
like Amazon (Amazon, 2024) invest a lot of effort toward 
keeping their reviews unbiased and genuine. To ward off 
potential biases through chatbots, they would need to either 
ban chatbots or offer instructions on how to eliminate rating 

14   We thank an anonymous reviewer for drawing our attention toward 
the discussion of possible effects on demand and supply sides.
15   To substantiate this, further analyses in Appendix G show that the 
anthropomorphism bias is particularly strong for low-quality products.
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of humans to anthropomorphic chatbots. Although some 
studies (Fotheringham & Wiles, 2022) have focused on the 
market-level effects of chatbot adoption, additional future 
research is needed to investigate how the effects we identi-
fied play out on the macro level. Future studies might exam-
ine market outcomes and equilibria when all firms start 
implementing chatbots to solicit positive customer reviews 
and consumers become aware of the practices and their 
purposes. In this case, one can expect customer reviews 
to become less informative. Furthermore, consumers will 
adjust their reliance on reviews when making purchase 
decisions.

Fifth, we embedded our research into the CASA para-
digm, showing that consumers respond to anthropomorphic 
technology in the same way they do to human-to-human 
interactions. For instance, when interacting with anthropo-
morphic technology, humans perceive social presence and 
care about the impression they leave. Despite its widespread 
application in research, the status of CASA as a theory, 
paradigm, or framework is subject to a current debate in 
the literature (Gambino et al., 2020). Because classifying 
the exact status of CASA is beyond the scope of our work, 
future research might develop a critical evaluation of this 
question.16

Sixth, even though our studies could not uncover ways 
of mitigating the biases induced through anthropomorphic 
chatbots, future studies should consider this. For instance, 
studies could impose minimum-length requirements or 
review templates (Poniatowski et al., 2019) to prevent a 
decrease in review length.

Finally, recent evidence has revealed that chatbot deploy-
ment can also have desirable consequences: it can increase 
the response rate and information completeness (Beam, 
2023), increase the review volume (Buyerminds.com, 2021), 
and provide valid answers in medical contexts (Schick et al., 
2022). Our studies focused on the biases on rating valence 
and length. However, analyzing whether positive effects of 
chatbots on customer feedback can countervail undesirable 
biases may prove useful.
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