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Abstract: This article seeks to explore the socio-demographic determinants underlying the 
engagement of moderators and the production of content moderation norms in the French Twitch 
scene. Using a mixed-method approach, it highlights gender, politicisation, social class, and social 
vulnerability mechanisms driving these norms and their diversity across channels. Targeting a 
precarious and marginalised yet politicised population, Twitch is engaged by moral entrepreneurs 
who reinforce their social positioning through their moderation practices. The question of gender 
and politicisation is central, organising the positioning space of moderation practices as a realm of 
social distinction between two poles: on the one hand, the most prominent channels, characterised 
by low levels of moderation, masculinity, and depoliticisation and, on the other, the more tightly, 
feminine and politicised channels, serving as sources of norms embraced by platform policies. This 
research contributes to explaining sociologically Twitch's distinctive policy as compared to its 
competitors, inviting policymakers to consider how digital platforms reproduce existing social 
structures through their regulatory frameworks. 
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This paper is part of Content moderation on digital platforms: beyond states and firms, a 
special issue of Internet Policy Review guest-edited by Romain Badouard and Anne Bellon. 

Introduction 

Integrated into social media, live streaming has led to the emergence of new cul-
tural producers on the web - the “streamers” - who use this audiovisual broadcast-
ing technology to film themselves in a live stream while performing various 
leisure activities and interacting with their audience - the “viewers”. By multiplying 
the possibilities of real-time interactions between internet "content creators" and 
the public, (live) streaming has also renewed the challenges and questions sur-
rounding content and online relationships moderation performed by internet 
users. Streams are indeed a very popular yet fragile form of collective spectacles 
and rituals, where the interaction order (Goffman, 1983) is particularly susceptible 
to malevolent disruptions. The expansion of this format across various social me-
dia platforms (from TikTok to Facebook or YouTube) thus encounters limitations 
tied to the necessity of safeguarding videographers and their communities from 
waves of hateful comments in their chat (Brewer et al., 2023). 

Amazon-owned Twitch, the dominant platform in the sector1, is regularly criticised 
by its users for not providing sufficient content moderation, especially concerning 
the numerous cases of sexist, homophobic, or transphobic harassment prevalent in 
this predominantly male gaming universe (Nakandala et al., 2016; Coavoux & 
Roques, 2020). Specialising in the broadcasting of video game streams, Twitch in-
deed offers a new socio-media stage for expressions of masculinities typical of 
video game social spaces (Lignon, 2015). This particularly applies to "warrior mas-
culinity," which associates men with combat, war, and conquest (Kline et al., 2003), 
and "geek masculinity," which claims a gendered monopoly over the mastery of 
computer technologies (Kendall, 2002). In the context of commentary via chats on 
video games played by others, we observe the same toxic behaviours (trolling, in-
sulting, harassing) that occur in many online games and which, both on Twitch and 
in games, are only minimally regulated through punitive moderation measures (Ma 
et al., 2023). Conversely, the platform’s moderation policy can sometimes be 
deemed too restrictive. Similar to Instagram (Smith et al., 2021), its rules on body 
visibility are criticised by some as stigmatising racial or gender minorities (Zolides, 

1. 72% of the total live-streaming hours watched in 2022 (outside of China) were on Twitch - Stream 
Hatchet. (2022). 2022 yearly live streaming trends report. https://streamhatchet.com/2022-yearly-
live-streaming-trends-report/ 
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2020), while, as on Wikipedia (de Laat, 2012), content control is perceived by oth-
ers as a form of “bureaucratic” coercion that stifles freedom of expression - in this 
case that of “white men” (Powell & Williams-Johnson, 2023). This duality of criti-
cism, highlighting the sometimes overly restrictive and sometimes too lax nature 
of Twitch’s moderation, reflects the complexity of its regulatory model. 

Unlike many other self-publishing platforms primarily focused on connecting in-
ternet users through text or image in a deferred manner, Twitch can rely on its nu-
merous highly engaged micro-communities operating under a "community-reliant" 
regulation logic (Caplan, 2018). Unlike platforms like X or Facebook, for example 
(Gillespie, 2018), Twitch indeed does not rely on commercial partners to moderate 
content and instead employs a hybrid model between "top-down" regulation (uni-
lateral and automated imposition of centralised norms on the digital public space) 
and "bottom-up" regulation (adoption of norms produced by user groups in its poli-
cy standards). A fractal and hierarchical power structure ensures both orientations. 
On the one hand, Twitch acts as an intermediary between all its streamers and 
their audiences: at the platform-wide level, the company defines the overarching 
principles of content moderation supposed to be applied across all channels (the 
“Community Guidelines") and moderates the video contents streamed by its broad-
casters through its own employees and algorithms. On the other hand, streamers 
uphold this principle of intermediation and control vis-à-vis their channel viewers: 
at this tighter scale, chat moderation is at stake, along with the adaptation of the 
Community Guidelines to the localised context of each community. Here, the com-
pany provides users with various tools (such as commands for banning live view-
ers, either temporarily or permanently, or for prohibiting certain words in the chat), 
and it is up to the streamers and, most importantly, their viewers themselves to 
carry out the chat moderation work. The latter has thus been characterised as un-
paid “digital labour" performed by viewers for the socio-economic benefit of video-
graphers and the platform itself (Cocq, 2018; Cardon & Casilli, 2015; Li et al., 
2022). 

The normative articulation between the global and local levels implies a certain 
autonomy of channel moderation rules, which in turn generates modifications to 
the Community Guidelines. The definition of these emerging community norms is 
constructed and stabilised through practice, based on exchanges, sometimes con-
flictual (Cai & Wohn, 2023), between streamers and the voluntary viewers they 
have designated as moderators (Seerin et al., 2019), but also between these mod-
erators and other viewers (Matias, 2019). Giving rise to forms of collective collabo-
ration (Cai & Wohn, 2022), this moderation is an integral part of streaming: where-
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as regulation work is typically hidden from users (Gillespie, 2018), on Twitch, the 
acts of moderation themselves are showcased in the stream, highlighting their sig-
nificance not only instrumentally but also symbolically. Streamers may even con-
duct "ban court" streams, in which they act as judges to decide on bans imposed 
on viewers, either lifting or maintaining the sanction (Thach et al., 2022). This dual 
nature, effective and spectacular, of moderation on Twitch manifests that the prac-
tice involves "commissive performances" (Austin, 1962) contributing to the trans-
formation of the passive audience into an active reflexive public (Dayan, 2000), en-
gaged in community building and relationships of mutual recognition with the 
streamers. Thus, it is through an approach in terms of motivations to help the 
streamer grow its community and ensure a good atmosphere on the channel that 
the literature has explained the engagement of voluntary viewer moderators 
(Wohn, 2019). This investment is described following a triple logic, affective (relat-
ed to emotional attachment to the channel), normative (related to feelings of 
obligation towards the community), and rational (guided by the recognition of a 
cost of disengagement from the activity) (Cai & Wohn, 2023; Bateman et al., 2021). 

However, by utilising data that are largely detached from social context and adopt-
ing a perspective rooted in social psychology, this motivational approach faces 
several limitations. These are related to the lack of consideration for the socio-de-
mographic causality of practices and community moderation norms on Twitch. 
While it allows describing the engagement logic of moderators, the grammar of in-
dividual motivation does not account for the socialisation processes that frame 
this investment. Sticking to online activity masks, in other words, the offline social 
processes that are reproduced in the digital sphere and ultimately explain the in-
vestment logic observed among the platform's moderators. Similarly, speaking in 
motivational terms certainly describes forms of self-responsibility and internalisa-
tion of moderation constraints benefiting the platform but tends to leave in the 
shadow the collective space within which these individual behaviours make 

sense2. Therefore, following a socio-demographic and relational approach, this ar-
ticle intends to analyse the engagement logic of viewer moderators and the emer-
gence of community norms on Twitch. It is, in other words, about approaching how 
the platform's regulation policy is determined by its socio-demographically marked 
population. 

The article proceeds in three stages, corresponding to different social scales. First, 

2. This collective space encompasses both the intra-platform level (among Twitch communities) and 
the cross-platforms one (between Twitch and other platforms offering live streaming like TikTok or 
Kick) 
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at the platform level, I will present recent developments in Twitch’s policy, whose 
progressiveness offers it a distinctive positioning vis-à-vis its direct competitor in 
the context of the "platform wars". Next, at the individual level of viewers, I will 
show that this policy stems from the characteristics of Twitch's audience and the 
sociodemographic factors that frame the selection of its moderators. Finally, at the 
level of channels, I will discuss concrete moderation practices, showing their varia-
tion from one community to another: this will refine the connection between so-
cio-demography and live streaming moderation norms, highlighting the diverse 
ways in which Twitch's general policy principles are applied across socially distinct 
regions of the platform. 

Methodology 

I rely on a mixed-method research approach, combining both quantitative and 
qualitative methods, with a focus on the French Twitch scene. The quantitative as-

pect is based on the Covideo online questionnaire survey3, which explored Twitch 

and video game usage during the COVID-19 period4(3,455 responses in total, of 
which 1,814 were related to the section on moderation). This survey, initially 
aimed at capturing an accurate representation of the platform’s audience, em-
ployed an innovative distribution method. Financial partnerships were established 
with streamers (at the standard payment rate for typical promotional campaigns 

on the platform5), who directly shared the questionnaire link, introduced the sur-
vey to their audience during streams, and encouraged viewers to complete it. 
Leveraging the close connection between streamers and their viewers, as well as 
the platform's technical interface, all of Twitch’s visibility outlets were used for the 
research. An announcement introducing the survey (including objectives, survey 
duration, and the option not to answer certain personal questions) was accompa-
nied by reminders from streamers over two to three weeks, messages posted on 

the streamers' Twitter accounts and Discord servers6, and bots that regularly post-
ed the survey link in their stream’s chat (at an average frequency of every 20 min-
utes). While distributing the questionnaire directly within the practice environment 

3. Ferret N. & Gallinari Safar P. (2021). Covideo Survey. LabEx TEPSIS, "Jeu et société" scientific inter-
est group, IRIS laboratory (UMR8156). 

4. The survey was conducted from early April to the end of May 2021, partly during the last lockdown 
of the French population (implemented from 3 April to 3 May 2021). 

5. This payment model, linked to the size of the live audience and the duration of the message broad-
cast, facilitated the social acceptability of the survey by embedding it within the format of "digital 
marketing," with which streamers are familiar. 

6. Discord is a messaging platform widely used by video game players and the Twitch audience to 
communicate outside of streams (each channel has its “own” community Discord) 
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meant an overrepresentation of frequent users, the continuity and variety of com-
pletion reminders also allowed us to reach occasional viewers who are less active 
on the platform. 

TABLE 1: Overview of channels contributing to the survey 

USERNAME GENDER 
MOST STREAMED 

CONTENT 
TWITCH 

FOLLOWERS 
COVIDEO 

RESPONSES 

Modiiie Woman Just chatting 30 000 681 

Marex Man League of Legends 81 000 551 

Nat Ali Woman Among us 25 000 365 

Zulzorander Man Just chatting 28 000 335 

Desastre Man THESO 31 000 302 

Dye Man League of Legends 50 000 288 

Crawling Man Darkest Dungeon 16 000 184 

Krok Man Just chatting 7 000 107 

Bino le 
Dino 

Woman Stardew Valley 10 000 100 

Melchior Man Fortnite 38 000 74 

VitaPvPey Man Fortnite 102 000 45 

MrChonks Man Just chatting 4 000 41 

Chatdesbois Woman League of Legends 10 000 39 

Magicknup Man Minecraft 80 000 30 

Other (spontaneous sharing of the questionnaire link by viewers) 312 

Source (content and followers): sullygnome.com. Information collected at the end of the 
survey. 
The most streamed content was determined based on Twitch categories (game names 
or "Just Chatting" when streamers film themselves without gaming). 

The exploratory and non-random approach to sampling the streamers invited to 
participate in the survey aimed to capture the broadest possible diversity of chan-
nels. The 14 selected streamers were distinguished by: gender (5 women and 9 
men), age (ranging from 20 to 33 years), experience on the platform (ranging from 
4 to 9 years), audience size (from 4,000 to 102,000 followers on Twitch), and the 
variety and type of content streamed—either video game-related (including types 
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of games and play styles) or non-video game-related (such as political news re-
views, scientific outreach, and artistic practices) (Table 1). A consequence of this di-
versity, compounded by the fact that viewers indicated they followed a range of 

channels in addition to those directly involved in the survey7, was the uneven dis-
tribution of responses according to the streamers' audiences (Table 1). Interest in 
social science surveys varies with respondents' age and political views, while the 
use of inclusive language in the questionnaire (as was the case for the Covideo 
survey) introduces selection effects (Arbogast, 2017). As such, "voluntary respon-
dent panels on the internet are not a random sample of the population" (Lensvelt-
Mulders et al., 2009, p. 4): viewers of older streamers or of those who stream con-
tent on political news or scientific popularisation are overrepresented here com-
pared to their audience on the platform. Notably, the most represented channel is 
that of Modiiie, known specifically for her social science outreach streams, even 
though she ranks only seventh in terms of followers on Twitch among the partici-
pating streamers. In contrast, despite having more than twice as many followers as 
Modiiie, Magicknup - a streamer focused on games with a young audience, such as 
Minecraft and Fortnite - appears only at the bottom of the contribution to the 
sample. 

While the data set is thus imperfect in its representativeness, it captures a suffi-
ciently diverse population to enable intra-group comparisons, allowing for the 
identification of the subpopulation of viewers engaged in moderation work (n=185, 
representing 5% of the total). Statistical regression (conducted using R software) 
will be used to identify the social determinants of this involvement and its varia-
tions within the platform's relational space. This statistical analysis is comple-
mented by a qualitative approach, drawing from an extended “virtual ethnogra-
phy” (Hine, 2000) within a variety of Twitch communities (n=5) and based on inter-
views (n=14) with moderators from these communities. Lastly, the article incorpo-
rates an analysis of the evolution of Twitch's normative content moderation policy 

texts, available online8. 

The platform war as a socio-political struggle through 
moderation 

In the context of intense competition between social media platforms (referred to 

in the media as the "platforms war"9), moderation norms become a central eco-

7. And particularly those of "star streamers" with several hundred thousand viewers (such as Kamet0, 
Squeezie, AntoineDaniel, Mister MV, or Maghla), who remained unreachable for the survey. 

8. [https://safety.twitch.tv/s?language=en_US], accessed on 1 April 2024. 
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nomic issue. Their direction and level of strictness socially and politically shape 
the virtual space they regulate, thereby contributing to attract or repel specific au-
dience segments. As in any media or expression space, such as the press (Degand 
& Simonson, 2011), television (Bourdieu, 1996), or forums (Wojcik, 2007), the dif-
ferent rules governing what can be said on live streaming platforms structure their 
competition and distinctive strategies. These rules are indeed at the heart of the 
social construction of respectability or stigma associated with expressive spaces, 
separating "safe" and "violent," "serious" and "frivolous," or "official" and "conspira-
torial" ones. By regulating what can or cannot be said, and how one can express 
themselves, they also tend to select who gets to speak, thereby reproducing socio-
demographic opposition structures in the media field. In this way, platform policies 
are heavily communicated by these companies. They become a marketing tool to 
attract and retain an audience and streamers, by playing on social and political 
distinctions between populations. 

As a market leader, Twitch has historically implemented an "inclusive" moderation 
policy aimed at attracting a wide audience within the "Twitch community". For this 
reason, its policy is paradoxically based on a narrowing of expressive possibilities. 
In its attempt to include as many people as possible, the platform not only ex-
cludes expressions of hate or intolerance , but also activities socially associated 
with marginality or immorality, such as gambling, drug use, or pornography. In ad-
dition to imposing legal restrictions on the platform, allowing content that pro-
motes these elements can damage Twitch's respectability (and, by association, that 
of its streamers) and its ability to maintain a "mainstream" image. Its Community 
Guidelines thus prohibit the use of drugs during live streams, as well as nudity. 
Similarly, although these streams were particularly profitable, Twitch announced in 
October 2022 that it will ban the broadcasting of gambling games from “gambling 
sites that include slots, roulettes, or dice games that aren’t licensed”, accusing 

them of ”exposing the community to potential harm”10. Furthermore, like the 
broader media space (Plottu & Macé, 2024), Twitch has faced in recent years the 
rise of far-right, anti-feminist, and racialist discourse emanating from influencers 
of the “fascosphere” (Bouron, 2017) and the “manosphere” (Ironwood, 2012). On its 

9. Twitch X et TikTok 2024-2025 : La guerre des plateformes continue. (2024, September). PC-Tablet 
France. https://pc-tablet.fr/2024/09/twitch-x-et-tiktok-2024-2025-la-guerre-des-plateformes-con-
tinue/ 
Twitch vs. Kick : La guerre des plateformes de streaming est déclarée et tous les coups sont vrai-
ment permis. (2025, January). Jeuxvideo.com. https://www.jeuxvideo.com/news/1770253/twitch-vs-
kick-la-guerre-des-plateformes-de-streaming-est-declaree-et-tous-les-coups-sont-vraiment-per-
mis.htm 

10. Twitch. (2022, October 18). Prohibiting unsafe slots, roulette, and dice gambling sites. https://safe-
ty.twitch.tv/s/article/Prohibiting-Unsafe-Slots-Roulette-and-Dice-Gambling-Sites?language=en_US 
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French scene, its response was to ban almost all of these streamers for “repeated 
hate speech” during a massive wave of channel closures in 2022. All these restric-
tions, by reducing the socio-political base of its audience, directly enabled the 
emergence of a segment of the live streaming market not captured by Twitch. It 
was then claimed by the platform Kick, a new competitor with an opposing posi-
tion in the realm of online moderation rules. 

In the same year, 2022, Kick indeed adopted an aggressive competitive strategy by 
establishing financial partnerships with some of Twitch's star streamers, such as 
Ninja (for USD $100m), and announced offering more attractive moderation poli-
cies for content creators. Seizing the announcement of Twitch's ban on slot ma-
chine streams, Kick positioned itself as a competitor with more flexible modera-
tion rules, allowing gambling and being more permissive towards offensive ex-
pressions. By promoting individual agency against “blanket punitive measures” 
and “freedom of expression” against “knee-jerk reactions often associated with 

cancel culture”11, this libertarian stance highlights how moderation policies are 
inherently political, and how market segmentation strategies also function as so-
cial segmentation strategies. Kick officially claims to provide a “mature”, “rude”, and 
“free'” space for expression, positioning itself against Twitch which it implicitly 
portrays as overly protective and infantilising. 

“Kick can get rowdy, reflecting the lively and spontaneous nature of our live-
streaming community. If you insist on having total control over your 
environment at all times, you will likely have a tough time on Kick (…). Some 
Creators may be too loud, annoying, or even offensive to your tastes. In such 
instances, we encourage you to exercise your agency by navigating away from 
their links.” 

In France, many former Twitch streamers claiming allegiance to the far right and 
anti-feminism, such as Kroc Blanc and Psyhodelik, have found refuge on this plat-
form, bringing to the forefront the implicitly gendered and conservative nature of 
Kick's moderation rules. 

The dialectic of distinction between Twitch and Kick continues then, with the for-
mer reacting by emphasising its policy of defending and promoting minorities. 
With an update of December 2023, the company evolved its community guidelines, 
notably by enhancing its algorithm for automatically detecting "hateful" ban 

11. Kick. (2024, August 20). Kick community guidelines. https://kick.com/community-guidelines 

9 Ferret

https://kick.com/community-guidelines


words, made available to viewer moderators. It also relaxed its norms related to 
sexual content, allowing "Content that ‘deliberately highlighted breasts, buttocks 
or pelvic region,’ even when fully clothed", "Body writing on female-presenting 
breasts and/or buttocks regardless of gender", "Erotic dances that involve disrobing 
or disrobing gestures, such as strip teases" and "popular dances, such as twerking, 
grinding, and pole dancing". It explicitly justified these policy changes, arguing 
that the previous rules "resulted in female-presenting streamers being dispropor-
tionately penalized". Its assertion of a platform prioritising "safety first" and aiming 
to foster "empowered communities" in the sense of defending minorities (especial-
ly in terms of gender, but also in terms of race) is also showcased during the bi-an-
nual Twitch Con event, where drag shows and panel discussions targeting trans-
gender or racialised communities are organised (titled, for example, "Transgender 
Day of Visibility," "LGBTQIA+ streamers and online inclusivity," or "Being a Black 
Streamer on Twitch"). It is worth noting that, some Kick streamers then harassed 
and physically assaulted participants during the latest edition of the event in San 

Diego12. 

Taken together, the progressive framing of Twitch's policy can be understood by re-
contextualising it within the competitive space of platforms and the socio-political 
distinctions that emerge from differences in moderation rules. The live-streaming 
space is agonistic and dialectical, homologous to the structure of the broader so-
cial space: porous to the evolutions of the political and media fields, platforms re-
produce these fault lines through their moderation rules. Perhaps even more di-
rectly than recommendation algorithms, whose effects on “filter bubbles” remain 
to be empirically proven (Farchy & Tallec, 2023), these rules tend to compartmen-
talise and polarise online user groups by filtering the populations and discourses 
they can access. 

However, we should not conclude that Twitch has absolute agency, capable of en-
suring a media-political market segmentation solely through the power of its mod-
eration rules which it would adapt on its own to societal changes. The strength of 
these rules lies in the fact that they are influenced and performed daily by its 
users, ensuring the seemingly spontaneous alignment between the sociodemo-
graphics of the audience and the Community Guidelines that govern it. 

12. TwitchCon Kick Streamers Incidents: Twitch Response. (2025, January 15). Game Rant. https://gamer-
ant.com/twitchcon-kick-streamers-incidents-twitch-response/ 
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The socio-demographic origins of Twitch's moderation 
rules 

In alignment with its bottom-up moderation model, the recent policy changes on 
Twitch outlined earlier are directly driven by its user base, particularly through 
digital activism campaigns. The ban on gambling was achieved through the efforts 
of several prominent streamers on the platform, such as Pokimane (9.3 million fol-
lowers), who threatened to boycott Twitch and called on their viewers to pressure 
the company (Figure 1). Similarly, the tightening of hate speech controls and the 
relaxation of Community Guidelines regarding sexual content were responses to 
the demands of several marginalised communities, following the “#twitchdobetter” 
movement initiated in 2021 by queer Black streamer Rekitraven, who had been ha-
rassed with homophobic and racist messages during her streams. Once again using 
Twitter to amplify the movement, several thousand users - mainly streamers and 
moderators - denounced the lack of protection against this type of harassment. A 
petition titled “Twitch Do Better: Stop Hate Raids Against People of Colour and 
Marginalised Creators” gathered 18,000 signatures, while the discussion thread al-
so became a space for streamers from gender minorities to share their experi-
ences, including bans for nudity violations. Even more directly, the large-scale re-
moval of French far-right influencer channels in 2022 was the result of waves of 
reports filed by viewers using Twitch’s built-in reporting mechanism (Figure 2). 
Twitch’s progressive policy stance thus reflects the activist orientation of a signifi-
cant portion of its community, which, as we will see, is itself shaped by the so-
ciodemographic characteristics of its audience. 

FIGURE 1: A tweet from Pokimane calling on her audience to pressure Twitch to ban gambling. 
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FIGURE 2: Channel report form available through Twitch’s interface 

While it is not to suggest that all Twitch users share the same social attributes or 
activist tendencies regarding moderation, the general sociodemographics of the 
platform's audience stand out for characteristics that lean towards the left of the 
political spectrum. Objectively distinct from populations gathered on other plat-
forms, Twitch's general audience transforms this objective social distinction into a 
normative one through the moderation rules they tend to advocate for: as in the 
broader social world, one's position within the space of relational positions shapes 
political and cultural stances (Bourdieu, 1987). Compared to platforms like TikTok 
or Kick, Twitch viewers are distinguished not only by their gender characteristics 
but also by their levels of education and economic capital (Ferret, 2023). The plat-
form over-represents non-binary individuals compared to the French population - 
they constitute 3% of the Covideo survey sample compared to 1% in general popu-
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lation surveys (Rault & Trachman, 2023) - as well as highly educated young people 
with relatively limited economic resources. On the one hand, among viewers aged 
25 to 34 in the sample (excluding students who have not yet completed their stud-
ies), 64% have attained a degree higher than a bachelor's level, compared to 34% 

of the French population in the same age group13. On the other hand, 36% of 

viewers aged 25 to 29 fall below the poverty line14, compared to 16% of the gen-
eral French population in the same age group. This particular combination of a 
pronounced high level of educational cultural capital and a low level of economic 
capital shapes the political orientation of this population and the general norms it 
fosters. In a classical sense (Bourdieu, 1987), such a structure of capitals is indeed 
typically associated with a left-leaning political stance, as opposed to structures 
where economic capital outweighs institutionalised cultural capital. This align-
ment explains the high proportion of Twitch viewers identifying as "left-wing" 
(23.5%) or "very left-wing" (36.5%) politically. 

But behind this overarching view lie disparities that must be addressed to more 
precisely understand the origins of Twitch's progressive policy shift. As previously 
mentioned, it is primarily the channel moderators who carry out the work of mod-
eration and act as "moral entrepreneurs" (Becker, 1966), enforcing or imposing new 

norms15. In other words, two levels of sociodemographic characteristics are at play 
in the process of norm emergence: the first at the platform audience level and the 
second at the more granular level of individual investment in moderation. By 
shedding light on the factors driving the social selection of moderators, we gain a 
clearer understanding of the forces shaping Twitch's moderation rules, while em-
phasising the inherently social nature of these norms and their origins. 

TABLE 2: Logistic regression modeling the likelihood of being a moderator within at least one 
Twitch channel 

NORMALISED 
COEFFICIENT 

STANDARD 
ERROR 

CRITICAL 
PROBABILITY 

Socio-demographic variables 

Age 0,075 0,098 Non-significant 

13. INSEE. (2019). Employment survey. Institut National de la Statistique et des Études Économiques. 
https://www.insee.fr/fr/statistiques/4809583 

14. Using the calculative definition of INSEE, the poverty line is set at 60% of the median standard of 
living in France (i.e., €1,218 in 2021). 

15. Given that, without their social base of viewers (of whom moderators are the most engaged, as we 
will see), streamers would obviously not be able to effectively conduct their pressure campaigns 
against Twitch. 
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NORMALISED 
COEFFICIENT 

STANDARD 
ERROR 

CRITICAL 
PROBABILITY 

Level of education (quantitative coding) -0,041 0,066 Non-significant 

Monthly income -0,173 0,101 9% 

Gender male (vs female) -0,054 0,423 Non-significant 

Non-binary gender (vs binary) 0,087 0,053 10% 

Declares a political orientation (vs no) 0,121 0,060 4% 

Does not declare oneself socially isolated 
(vs yes) 

0,091 0,055 10% 

Mental health variables 

Declares worry about oneself future (vs no) 0,170 0,077 3% 

Discusses "personal mental health issues" 
on Twitch (vs no) 

0,162 0,070 2% 

Sociability on Twitch 

Does not participate in chats (vs yes) -0,129 0,086 Non-significant 

Discusses "video games" on Twitch (vs no) -0,080 0,079 Non-significant 

Discusses "political subjects" on Twitch (vs 
non) 

0,161 0,082 5% 

Has not met anyone to regularly discuss 
with on Twitch (vs yes) 

-0,238 0,072 >1% 

Has not made at least one "friend" on 
Twitch (vs yes) 

-0,196 0,054 >1% 

Twitch usage 

Weekly time spent on Twitch 0,072 0,089 Non-significant 

Tenure on the platform (quantitative 
coding) 

-0,009 0,075 Non-significant 

Is not present from the start of streams (vs 
yes) 

0,017 0,076 Non-significant 

Tends to choose streams watched by few 
people live 

0,087 0,099 Non-significant 

Amount of monetary donations to Twitch 
streamers 

0,040 0,041 Non-significant 

Does not use Twitch upon waking up or to 
fall asleep (vs yes) 

-0,114 0,070 10% 

Source: Ferret & Gallinari (2021). Covideo Survey. LabEx TEPSIS, "Jeu et société" scien-
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tific interest group, IRIS laboratory (UMR8156). 
Sample: 1,814 viewers from the Covideo database who responded to all corresponding 
questions. R²(McFadden) = 0.254 
Interpretation: with parameters of the model fixed, not participating in Twitch chats 
significantly decreases (at the 10% threshold) the probability of being a moderator. 

The non-significance of many variables in the model (10 out of 20) is itself a no-
table result, as these primarily pertain to the surveyed participants’ usage patterns, 
characterised simply as users. When compared with variables situating individuals 
in offline structures of gender, class, and politics, they seem to have a less signifi-
cant effect than that emphasised by the literature on the subject, which particular-
ly stresses the socially localised dimension of moderation within channel group-
ings. 

In terms of streaming usage patterns, moderators indeed do not seem to signifi-
cantly differ from other highly engaged viewers. All else being equal, the weekly 
time spent on Twitch and the tenure on the platform do not have a significant ef-
fect on the propensity to become a moderator (Table 2). The same applies to 
streaming habits and relationships with streamers. The act of donating money to 
streamers and being present at the start of their streams, in a logic of daily and 
scheduled appointments with the “content creator” and their other viewers, also do 
not have a significant effect on the likelihood of investing in moderation on Twitch 
(Table 2). While the platform is characterised by its multitude of micro-communi-
ties purportedly fostering engagement in moderation (Wohn, 2019), preferring to 
watch channels with fewer viewers live (rather than many viewers or having no 
preference) actually has no significant effect in itself either (Table 2). 

Alongside the intensity of involvement in social interactions on channels, the con-
tent of these community exchanges is crucial in entering the moderation career. 
All else being equal, meeting people, or even "friends," to regularly discuss on the 
platform has a positive and significant effect (Table 2). However, when we look at 
the content of these discussions, whereas conversations related to video games 
have no significant effect in the model, it is different for those about "political sub-
jects" and especially "personal mental health issues" (Table 2). Contrary to a vision 
that would characterise Twitch primarily as a platform for video game entertain-
ment forming "communities of practice" (Wenger, 1998) and more precisely “gamer 
communities" (Pearce & Artemesia, 2011), moderators recruited by streamers to 
support communities are brought together by shared offline life experiences and 
attributes. 
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These results have significant implications for understanding moderation activity 
and the socialisation mechanisms that underpin it. The fact that viewers' sociode-
mographic variables have an effect suggests that the interpretation should focus 
on the nature of the social forces shaping streaming as a tool for regulating online 
discourse. While, all else being equal, age, level of education, and binary gender 
(male or female) do not have a significant effect on the likelihood of becoming a 
moderator, the situation is different for viewers who declare a non-binary gender 
identity, a political orientation (as opposed to no declared political orientation), 
social isolation, or concerns about their future (Table 2). Similarly, unemployed or 
inactive individuals represent the most overrepresented activity group among all 
moderator viewers (Chart 1). 

CHART 1: Rates of moderators among viewer groups defined by activity status 

Source: Ferret & Gallinari (2021). Covideo Survey. LabEx TEPSIS, "Jeu et société" scien-
tific interest group, IRIS laboratory (UMR8156). 
Sample: 1,380 Twitch viewers who provided information on the corresponding vari-
ables. 
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Thus, when adopting a more detailed scale of analysis beyond income and educa-
tion levels, we uncover the complex interplay of domination and vulnerability, as 
well as politicisation and mutual aid, that shapes moderation activity on Twitch. By 
bringing together gender minorities, socially isolated individuals, and psychologi-
cally vulnerable youth, the platform's moderation system filters a population in-
clined to transform it into a space for sharing experiences, fostering politicisation, 
and collectively resisting forms of domination. This population then tends to seize 
the tools of expression and silencing offered by the internet to shape conversa-
tions on the platform. Through collective actions, it forms the population at the 
source of the platform’s policy orientation towards progressive inclusivity. 

However, this particularly engaged population does not encompass all Twitch 
moderators. While it leaves its general mark on the Community Guidelines, it con-
ceals a plurality of channels and approaches to applying these rules within the 
specific contexts of individual communities. Concluding this exploration of the so-
ciogenesis of moderation, it becomes essential to consider the platform itself as a 
space of struggles and distinctions. Similar to the dynamics observed at the inter-
platform level, these tensions manifest in the control over what can or cannot be 
said live. 

The spatialisation of moderation norms across 
different regions of the platform 

The practical application of Twitch's policy by moderators varies according to a 
structure of opposition that is less stark but analogous to the divide between 
Twitch and Kick. In an ideal-typical sense, we observe, on the one hand, a set of 
channels that apply the Community Guidelines in a loose and minimal way (or, at 
times, not at all), and on the other, channels characterised by strict and politically 

engaged moderation16. The first group can be described as "mainstream" channels 
- predominantly male-oriented, with large audiences, focused on gaming content, 
and formally depoliticised. These channels, often porous to masculinist expres-
sions in gaming culture and with chats that are hard to manage due to message 
volume, are those most affected by a lack of moderation norms (Cai et al., 2021). 
The second group, by contrast, comprises channels that can be termed "safe 
spaces" - tending towards more feminised audiences, smaller and more cohesive 
viewerships, extra-gaming content, and explicit political engagement. This di-
chotomy is directly implicated in harassment raids in chats and the reporting of 

16. For a detailed presentation of the sociodemographic characteristics of channels of these two re-
gions, see (Ferret & Gallinari-Safar, 2024). 
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channels that drive Twitch's policy evolution: due to their characteristics, the 
"mainstream" region tends to generate waves of harassment, while the "safe space" 
region is more likely to initiate reports. This opposition is then widely recognised 
by the interviewed viewer-moderators, who perceive it differently depending on 
their regional affiliation. A mainstream moderator like Ewen downplays the vio-
lence in chat exchanges, seeing them as mere "jokes," and labels safe space chan-
nels as "woke." In contrast, Léo, a safe space moderator, uses similarly political cat-
egories of perception, but focuses on uncovering the violence behind the apparent 
frivolity of online exchanges. 

“(...) We don’t overthink it, really. Unless someone says something totally out of 
line, you know, like insults or something, I’m not gonna start making drama for 
no reason or stop people from saying what they want to say. (...) Especially 
because, honestly, it’s mostly just jokes. That’s what those woke communities 
don’t get, really—it’s mostly just humor”17. (Ewen, 23 years old, student, 
moderator on a mainstream channel with 81,000 followers) 

“When you’re browsing around like that to check out other channels, what’s the 
first thing you look at to form an opinion? 
Well, naturally, when I’m discovering something new, I try, I try to see how the 
streamer interacts with their community. Spontaneously, I ask myself, ‘What’s 
their community like? What’s the vibe they give off?’ I think you can tell pretty 
quickly when you land in a Twitch chat. Just by looking at the amount of trolling 
in the chat, you can already guess - it’s probably mostly young people or right-
wing. So, yeah, that gives you a bit of an impression. The way people interact, 
the kind of reactions they have, like, ‘Oh look, she’s doing hot tub streams again, 
blah blah blah.’ Yeah, okay, we get it, you hate women. Moving on to another 
channel.” (Léo, 22 years old, moderator on a safe space channel with 900 
followers) 

The two modes of moderation corresponding to the opposing poles of the previ-
ously described structure thus become more defined. The activity of mainstream 
moderators tends to be not only minimal, but also primarily entertainment-fo-
cused. In their testimonies, their chat moderation efforts are particularly geared 
towards ensuring the smooth running of the video game entertainment spectacle, 
helping the streamers deliver their content. They pay close attention to preventing 
messages that might spoil the progression of the game's storyline being played 

17. The interview excerpts are translated by the author. 
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live, as well as promotional messages from smaller competing streamers. Tempo-
rary bans can even be used humorously, as seen when, at the request of streamer 
Kamet0, a moderator banned a viewer arguing with him about the best playable 
characters in League of Legends. These moderators often justify their involvement 
by highlighting the pride of being recognised and endorsed by well-known stream-
ers, as well as the privileged social status they enjoy within the community—sym-
bolised, for instance, by specific moderation badges attached to their username in 
the chat. In contrast, safe space moderators primarily describe their motivation as 
activist and serious, their investment in moderation being directed towards com-
bating the discrimination experienced by minorities online: 

“Anything related to feminism, respect for human rights, the LGBTQ+ community 
- yes, if someone crosses the line, is openly transphobic, homophobic, sexist, or 
anything like that, my role as a moderator means I’ll tell that person, ‘Your 
words aren’t welcome in this community. Either you change, or you’re 
out’”.(Luna, 25 years old, engineer, moderator on a safe space channel with 900 
followers) 

The case of moderating “backseat gaming” (i.e. the act of criticising every in-game 
decision made by the streamer) illustrates well how the same moderation practice 
can carry different social significance depending on the region of Twitch. Regard-
less of the pole to which the channel belongs, backseat gaming is socially prohib-
ited in both cases. However, where a mainstream moderator like Tarek justifies this 
prohibition as necessary to preserve the entertainment value of the stream from 
“immature” behaviour, Marianne, a safe space moderator, interprets this practice as 
a form of misogyny, originating not from "kids" but from "masculinists": 

“What’s backseat? 
It happens all the time. It’s when people come in to show off, telling the 
streamer, ‘Do this, do that in the game.’ It’s not the thing to do, especially when 
it makes the streamer stop every two seconds to read their tips in chat, even 
though they’re actually really good at the game. It’s kind of childish”. (Tarek, 17 
years old, high school student, moderator on a mainstream channel with 
120,000 followers) 

“[Backseat] definitely has something ‘mascu’ behind it, that’s for sure. It’s these 
little guys coming in to tell you how you should play, basically trying to control 

19 Ferret



what you’re doing. Women in gaming are still pretty new, and there’s still this 
stereotype of the gamer girl being bad at video games (…)”. (Marianne, 25 years 
old, local government employee, moderator on a safe space channel with 
14,000 followers) 

Of course, this opposition should not be overstated. The politicised or non-politi-
cised nature of a channel unfolds along a spectrum, in both directions. Mainstream 
channels, while presenting themselves as outside the realm of politics (as exem-
plified by Joueur du Grenier, whose "chat rules" on his Twitch page explicitly ban 
“political discourse”), can nonetheless perpetuate highly political masculinist 
tropes. Similarly, not all moderators of safe space channels invest in their activity 
with the same level of political intensity and automaticity. For instance, Léo notes 
that he only moderates political discussions on the community Discord at the ex-
plicit request of the streamer: 

“If it goes beyond my convictions, I’ll talk to the person privately rather than 
publicly, because the Discord isn’t supposed to be a political Discord. It’s 
originally a Discord for art and gaming. We don’t make political topics a focus 
unless the streamer specifically tells us, ‘Hey, this issue matters to me a lot, so 
be careful if it comes up on the Discord—it bothers me.’ In that case, yeah, as a 
moderator, I’ll step in. Otherwise, no.” (Léo) 

Another example of intra-region variation, the political dimension of moderation is 
far more explicit and pronounced in a small set of channels highly engaged in 
Marxist ideology (such as Bolchegeek or Usul), which are also less feminised. 
Thomas, a 27-year-old moderator on one of these channels, adopts a more agonis-
tic approach to moderation. He does not hesitate to intervene directly to censor 
harassment raid messages, which he describes as "fascist," and to "educate" viewers 
in response to messages he perceives as reflecting a lack of politicisation. Finally, 
it is worth noting that video games do not inherently equate to depoliticisation, 
safe space channels, such as Bolchegeek (Figure 3), often intertwining gaming cul-
ture with activism (Ferret & Gallinari-Safar, 2024). 
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FIGURE 3: Bolchegeek channel stream background (Twitch, 2024) 

Conclusion 

The content moderation policies on digital platforms like Twitch are deeply inter-
twined with the socio-demographic determinants shaping processes of marginali-
sation, politicisation, and digital social distinction. This study demonstrates that 
the logic of moderation cannot be disentangled from the broader gender and po-
litical structures of offline social life, which manifest and reproduce digitally 
across three levels: the platform-wide guidelines shaped by competitive and socio-
political distinctions, the individual engagement of moderators and the variation 
in moderation norms between channels. 

At the platform level, Twitch’s position as a leader in the "platform wars" exempli-
fies how moderation policies serve as a market segmentation tool. By responding 
to user-driven activism and aligning itself with progressive values, Twitch has po-
sitioned itself against competitors like Kick, which embrace a libertarian and mas-
culinist ethos. This dialectic of inclusivity versus permissiveness highlights the 
role of platforms in reproducing broader socio-political divisions. At the individual 
level, the socio-demographic characteristics of moderators - such as their gender 
identity, political orientation, mental health and socio-economic status - play a 
crucial role in shaping their investment into moderation practices. This highlights 
the way Twitch policy emerges from shared offline experiences and sociodemo-
graphic dynamics rather than merely from platform-specific dynamics. Then, be-
tween channels, the contrast between "mainstream" and "safe space" regions 
demonstrates how socio-political distinctions influence the application of modera-
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tion norms within the platform itself. Mainstream channels (typically more mascu-
line) tend towards depoliticised, entertainment-focused moderation, while safe 
spaces ones (typically more feminine) align more closely with activist and protec-
tive approaches. These variations underscore the pluralism within Twitch’s norma-
tive and sociodemographic ecosystem, challenging the notion of uniform platform 
regulation and audience. 

By addressing social isolation, economic precarity, and psychological vulnerability 
of youth, platforms like Twitch play an outsized role in shaping digital social inte-
gration of new generations. Policymakers must therefore engage with the implica-
tions of community-based moderation models, recognising their dual potential to 
empower and exclude. For researchers, this study offers a framework to analyze 
moderation as a multi-scalar phenomenon - bridging platform policies, sociode-
mographic characteristics, and community dynamics. Future research should ex-
plore how these dynamics evolve across different cultural contexts and platforms, 
particularly as competitive pressures and socio-political landscapes continue to 
shift. 
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