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Abstract: Given the growing complexity of platform governance, the role of experts in digital 
policy-making processes is becoming more critical. However, there remains a gap in the literature 
regarding the specific role of experts in shaping platform governance processes. To explore this 
research gap, this study examines the perspectives of experts involved in the Code of Practice on 
Disinformation, a co-regulatory governance mechanism established by the European Union. 
Through a total of 40 semi-structured interviews with disinformation and policy experts, we 
analyse the perceptions of their role in shaping this process. We found ambivalent opinions on the 
efficacy of the Code and widespread distrust for platforms, particularly regarding content 
moderation and data sharing practices. Our analysis also reveals key limitations and challenges 
involved in platform governance such as systemic resource asymmetries. The article calls for 
further research on deepening our understanding of the pivotal role experts play in platform 
governance and content moderation in order to identify strategies for enhancing their impact on 
digital policymaking. 
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This paper is part of Content moderation on digital platforms: beyond states and firms, a 
special issue of Internet Policy Review guest-edited by Romain Badouard and Anne Bellon. 

Introduction 

In the dynamic realm of digital governance, the European Union (EU) has posi-
tioned itself as a leading force, proactively regulating the digital sphere to tackle 
societal challenges stemming from the growing dominance of online platforms. 
Specifically, the issues of content moderation on Very Large Online Platforms 
(VLOPs) and the fight against disinformation have risen to prominence as primary 
concerns for European policymakers. Considering the outsize influence of the plat-
forms and the many stakeholders who are directly involved, the governance 
regime developed along the lines of “cooperative responsibility” (Helberger et al., 
2018). However, as historically internet governance and online content moderation 
have overwhelmingly taken the private, self-regulatory form, the institution of 
such “cooperative responsibility”, or “co-regulation”, has been challenging. 

Given the rapid advancement and complexity of the socio-technical systems to be 
governed, one group of stakeholders which the European Commission has leaned 
on to move the needle towards co-regulation in the digital sphere have been ex-
perts. While this term is known to be wide and elusive, in this context we specifi-
cally focused on academic, industry and civil society experts involved in the effort 
to influence and shape how policymakers view and respond to content moderation 
policy and enforcement challenges on platforms (we further elaborate on this in 
Section 1). More generally, the article delves into the crucial role of experts and 
expert knowledge within this dynamic policy landscape, examining their involve-
ment in the development, implementation, monitoring, and evaluation of digital 
policies. This is done using the Code of Practice on Disinformation as a case study 
(hereafter referred to as ‘the Code’). First, we conducted 17 semi-structured inter-
views with participants of the Expert Group on Structural Indicators for the Code 
of Practice on Disinformation coordinated by the European Digital Media Observa-
tory (EDMO) (Chystoforova and Reviglio, 2024). This investigation was intended to 
survey the perception of these experts specifically on the co-regulatory develop-
ment of the “Structural Indicators” of the Code, discussing how to improve them. 
Following this, we have expanded our research questions and conducted 24 addi-
tional interviews on the self-perception of experts involved in the Code and other 
digital policy processes. The objective of this investigation was to gain a deeper 
understanding of experts’ assessments of the Code and, more broadly, platform 
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governance, while also exploring their self-perceptions and opinions on their role 
in the decision-making process. 

Our investigation attempts to fulfill several objectives vis-à-vis the current state of 
play in research. While we broadly look at the role of experts in policy-making 
processes and how expert knowledge is translated into policy, we aim to extend 
the current debates on the role of experts to the digital policy realm in the EU, and 
platform governance and content moderation in particular. This is a dynamic poli-
cy area that also has devoted a special place to experts within the dominating co-
regulatory approach. The experts are called upon to contribute knowledge, or 
sometimes to confirm the Commission’s course, but they also emerge as actors in 
their own right, with specific goals, agendas and expectations from this engage-
ment. To this end, we have attempted to discern what is the perceived and actual 
role of experts involved in platform co-regulatory processes at the EU level by 
looking at how Code-adjacent experts see their role, and how they relate to other 
stakeholders in the process – the Commission and the platforms. The analysis 
shows that even when government institutions try to mandate a more inclusive, 
multi-stakeholder co-regulatory regime, due to the “softness” of this approach, any 
cooperation can become very ineffectual and surface-level, necessitating a more 
hands-on form of co-regulation. Our final goal is to shed light on potential im-
provements that European regulators can take into consideration in transferring 
and producing expert knowledge for policy-making. 

Section 1: Setting the scenes: context, definitions and 
methods 

The following section firstly contextualises the role of experts in policy-making, 
highlighting the emergence of evidence-based policy-making and the specific 
characteristics of platform governance and content moderation. Then, it outlines 
the peculiarities of the EU's Code as a case study, stressing the collaborative 
framework involving experts in co-regulation. Finally, it defines "experts" within 
this context, describing their roles and the methodology employed to gather and 
analyse interviews. 

An overview on the role of experts in digital policymaking 

The role of experts in policymaking has received a lot of attention from academia 
in recent years, in fields as wide-ranging as environmental (Valin & Huitema, 
2023), immigration (Boswell, 2009), and educational (Volmari, 2022) policy. While 
not exclusively associated with it, the growing interest towards the intersections 
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between expertise and policy can be tied to the push for more evidence-based 
policymaking (EBP), echoed both by academia and policymakers themselves, and 
increasingly institutionalised in recent years (European Commission, 2022). The 
study of the role of experts is not limited to EBP though; several streams in litera-
ture engage in “fragmented, parallel monologues” on expertise in policy, including 
science and technology studies, epistemic communities, and knowledge utilisa-
tion/mobilisation (Christensen, 2021). 

The role of experts in digital policy processes, however, has received relatively lit-
tle attention, except for Metwally’s work (2022). This may be explained in many 
ways; the relative novelty of platform governance as a research field, the elusivity 
of the terms ‘expert’ and ‘expertise’, and the challenges of obtaining interviews and 
of participating in closed-door policy events, especially in self-regulation which 
does not have the same transparency requirements as traditional, state-led policy. 
The literature broadly acknowledges that experts, especially technical experts 
coming from ICT industries, have played a role in establishing digital and internet 
policy in the past, and continue playing one today (An & Yoo, 2019; Mărcuţ, 2020). 
Some literature exists on the interactions between different stakeholders - includ-
ing civil society organisations, tech companies, and policymakers - in self-regula-
tion and standard setting (Harcourt et al., 2020). The need to insert expertise into 
the policymaking process is often tied to either highly technical policy areas or 
done in attempts to find resolutions to particularly complex issues (Spruijt et al., 
2014). This makes all the more glaring the current gap in the literature looking at 
the role of experts in digital policy and in particular platform governance and con-
tent moderation. These areas not only can be very technical and exhibit the char-
acteristics of being “wicked” problems but they also show unique features. 

On the one hand, platform governance has emerged as a peculiar form of gover-
nance (Gillespie, 2018; Gorwa, 2019). It requires an understanding of technical sys-
tems and platforms but also the ability to legally and technically challenge the 
powerful role of companies that control them as fundamentally political actors 
that engineer the global infrastructure of free expression. Platform governance in-
cludes not only users and platforms, but also a vast array of subjects such as polit-
ical actors (including various branches of governments), other stakeholders and 
advocacy groups (non-governmental privacy and digital rights groups, academics 
and researchers, and investigative journalists), as well as other companies that 
participate in the platform’s ecosystem (e.g., advertisers, developers, and other par-
ties). 

On the other hand, content moderation is an integral part of the online experience 
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on the platformised internet. In very simple terms, it is the act of managing con-
tent published on the platform according to pre-set rules and criteria – which 
might stem from the platform’s own terms of service, local regulations, or even in-
ternational law (Roberts, 2017). Essentially a sub-type of platform governance, 
content moderation has also become a privatised form of government which is 
eventually responsible for balancing human rights and protecting free speech 
(Douek, 2022). This complex endeavor necessitates a diverse range of expertise, 
including algorithmic detection analysis, legal knowledge on compliance and hu-
man rights, ethical considerations in decision-making, and an understanding of 
user behavior. This may also explain why expert engagement, in this context, is in-
creasingly mandated by law (Metwally, 2022). 

The Code’s peculiarities 

While the policy approach in this area may appear no different from the conven-
tional approach of EU institutions, which tries to incorporate evidence and exper-
tise at different stages of the policy cycle, what makes the case for the involve-
ment of experts in platform governance particularly interesting is the special posi-
tion of experts, notably academic and civil society researchers, within the co-regu-
latory framework. In this scenario, the regulator leans on the experts not only to 
utilise their knowledge for policy development, but also shares with them some of 
the responsibility for its enforcement through the expansive provisions for access 
to data for researchers. 

The EU’s Code of Practice on Disinformation is a paradigmatic example of this ap-
proach. It is one of the longest-running examples of cooperative content modera-
tion governance in the EU, lending it the paradigmatic status – it sets the standard 
for other such instruments and similar approaches going forward and highlights 
general characteristics of this mode of governance (Flyvbjerg & Sampson, 2001). 
Developed as a self-regulatory tool in 2018 by a group of Signatories, including 
Very Large Online Platforms, other tech firms, fact-checkers and civil society or-
ganisations, under the guidance of the European Commission, its purpose was to 
set common rules and standards for content moderation of disinformation in the 
EU. In addition to self-reporting from platform companies, however, the Code fore-
sees a more holistic monitoring of the state of disinformation in the EU through 
the development of Structural Indicators (Commitment 41). These SIs are meant to 
complement the self-reporting, by setting a baseline and then continuously as-
sessing aspects of disinformation; for example, its prevalence, the monitoring of 
problematic sources, the audience’s behaviors, and platforms’ attempts to demone-
tise those who profit from spreading it (Nenadic et al., 2023). The successful moni-
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toring based on the SIs hinges on another Commitment under the Code - the Sig-
natories providing access to data for researchers, who can then independently as-
sess the relevant aspect of the platforms’ work, and continuously evaluate the ef-
fectiveness of the Code as a policy instrument. The existence of these multi-stake-
holder monitoring mechanisms, as well as a significant level of involvement of the 
European Commission as the de facto convenor of the Code, thus contributes to 
the status of the Code as more of a co-regulation device, than a simple self-regula-
tory instrument. 

The Code combines the vestiges of an ex-post approach to content moderation 
governance, through, for example, Commitments related to user appeal mecha-
nisms. More importantly, however, especially in the part of Structural Indicators 
and access to data, we can observe one of the first comprehensive attempts to es-
tablish an ex-ante “structured and ongoing oversight regime” (Douek, 2022), which 
recognises the systemic issues in platform design that lead to the dissemination of 
disinformation, and the fact that the range of actors involved in content modera-
tion decision-making is far broader than front-line moderators, or even just the 
platforms themselves, by carving out rules for the engagement of users, fact-
checkers, researchers and regulators. The issue is that, while the ex-post approach 
is narrow and thus, at least in theory, enforceable, the broader ex-ante content 
governance regime can be so all-encompassing, so as to become completely inef-
fectual. However, this argument belies another possible reason behind the plat-
form’s opposition to full-blown ex-ante content governance - if fully implemented, 
it could shed light onto the parts of their business model they would rather con-
ceal, e.g., its emphasis on virality and polarisation, and lead to the eventual dis-
mantling of the entire “surveillance capitalist” mode of production (Zuboff, 2019). 
All in all, platforms vehemently oppose the institutionalisation of a genuine ex-
ante oversight at every step of the way - and given that the platforms alone pos-
sess the exclusive knowledge of how their algorithms currently work, policy-mak-
ers would be at a disadvantage when trying to craft any type of ex-ante gover-
nance regime. As such, the Code represents an attempt to reach a “middle ground” 
between platforms’ preference for ex-post self-regulation and the growing de-
mands for more robust and systemic solutions for the problems stemming from 
platform operations. 

The murky middle ground between self- and co-regulation, as mentioned above, is 
another significant peculiarity of the Code. Of course, even if self-regulation and 
co-regulation set and enforce different regulatory goals, standards and justifica-
tions, they operate on a spectrum (Finck, 2018). Moreover, while platforms are al-
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ready self-regulating entities as they determine the terms and conditions, digital 
regulation naturally requires some forms of enforced self-regulation or co-regula-
tion which can take the form of voluntary codes of conduct and negotiated self-
regulatory agreements. The state role, in this case, is relatively limited to more of 
an informal oversight and steering role. The initial Code was an example of such a 
negotiated self-regulatory agreement, developed with significant input from the 
European Commission in terms of kickstarting the process, and mandating its es-
tablishment. However, the revision of the Code in 2022, which broadened the 
group of Signatories to the Code, and most importantly, included a clause on the 
potential evolution into a Code of Conduct under Art. 45 of the DSA, has brought 
this instrument firmly into the realm of co-regulation. By aligning the Code con-
cretely with “hard” regulation like the DSA, this move foreshadowed a broader 
trend toward more explicit government involvement in regulatory processes con-
cerning online content moderation (Brogi & De Gregorio, 2024). As such, within 
this paper, we treat the Code as a de-facto (soon-to-be de-jure) co-regulatory in-
strument, while recognising its self-regulatory roots. 

The conceptual approach 

Against this backdrop, it is fundamental to define what we mean by “experts” and 
situate their role within content moderation and platform governance. An "expert" 
in the context of policy-making encompasses individuals or entities possessing 
specialised knowledge relevant to decision-making. This expertise may be derived 
from scientific research, professional experience, or representation of specific 
groups' experiences (Christensen et al., 2023; Grundmann, 2017; Robert, 2010). 
Experts are characterised by their ability to apply knowledge to new problems, of-
ten perceived as trusted and independent information sources (Grundmann, 2017), 
and their relational role in policymaking. They may act as informants, knowledge 
brokers, or issue advocates, mediating their knowledge to inform or influence poli-
cy decisions (Lewis et al., 2023; Pielke, 2007). This broad definition aligns with the 
European Commission's criteria, including individual experts (often academics), 
stakeholder group representatives, organisations (e.g., companies, NGOs), national 
authorities, and other public bodies (European Commission, 2016). 

Before we delve into the discussion, it’s important to bridge the gap between the 
studies of the role of expertise in policy-making and platform governance, to un-
derstand who are the experts in particular in the content moderation governance 
of the EU. Metwally (2022) has put forward four broad yet meaningful categories 
that situate experts based on their positionality within platform governance and 
content moderation: (i) outside experts, as paid third-party experts often deemed 
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as neutral while often lacking transparency; (ii) internal experts, as the insider en-
gineering and policy teams; (iii) trust & safety experts, as the professionalised ex-
perts from the corresponding emerging industry, often composed of former social 
media employees; (iv) civil society, as the experts from non-governmental organi-
sations and advocacy groups emerged as increasingly powerful expert bodies. 
These categories, of course, are not uniform, yet they highlight different back-
grounds, worldviews, and goals. Ultimately, all these experts remain “engaged in 
an effort to influence, shape, and thereby control, how the decision makers view 
and respond to content policy and enforcement challenges on the platforms” (p.5 
ibid). 

For this paper, however, it is important to make further distinctions. While the 
groups that are identified by Metwally are all present in Europe, not all of them 
are actively engaging in the EU platform governance process, at least not through 
the formal policy formulation and implementation channels. This could be ex-
plained by the peculiarities of the European Commission’s policy-making process, 
which traditionally seeks expertise from academia, civil society, consumer groups 
and industry (European Commission, 2016), as well as the particular frame of refer-
ence of Metwally’s study, which explored experts in platforms’ internal and indus-
try self-regulation, rather than broader regulatory frameworks. In our study of ex-
pert involvement in the Code of Practice, we have found four main groups that 
have engaged in this process directly: 

(i) Internal experts – official representatives of the platforms, usually policy man-
agers and lobbyists, who do not possess in-depth technical or trust-and-safety 
knowledge, but act as public-facing conduits and translators of the platforms’ vast 
knowledge and expertise. 

(ii) Academics and researchers – individual experts, who possess in-depth topic 
matter knowledge on issues relevant to the Code (such as disinformation, audience 
studies, media policy, etc.) 

(iii) Industry stakeholders – representatives of industries and sectors affected by 
the operations of the platforms or who have a stake in platform operations (e.g., 
media industry), and who possess sector-specific knowledge about the broader ef-
fects of platformisation and its implications for the spread of disinformation. 

(iv) Civil society – representatives of a broad range of organisations, such as advo-
cacy groups, NGOs, fact-checkers, who have other relevant expertise on disinfor-
mation, digital and consumer rights. 
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In this research, we have only focused on the three latter groups – academics, in-
dustry and civil society experts – as we wanted to explore how external and at 
least theoretically independent experts try to affect the platforms’ content moder-
ation by way of EU digital policy. In the discussion section, we also further elabo-
rate on the changing face of expertise in platform governance in the EU, given the 
growing formalisation and importance of this policy sphere. 

Methodology and data collection 

Interviews are a widely used method for examining the relationships between so-
cial actors, their beliefs, and motivations, as they allow for in-depth exploration of 
individual perspectives and contextual factors (Yin, 2018). Given the study’s focus 
on understanding the roles and perceptions of experts within the policy process, 
interviews provided a suitable approach to capture nuanced insights that might 
not be accessible through other methods. 

Given the lack of granular analysis on the subject of this case study, as well as the 
opaque and black-box nature of the policy process, the choice of a blend of expert/
elite interviews follows naturally. While all interviewees possessed specialised ex-
pertise relevant to the policy field, our primary focus was not solely on their tech-
nical knowledge but on their strategic positions within the Code of Practice on 
Disinformation, which enabled them to exert influence over the policy process to 
varying extents (Harvey, 2011). This positioning, and our intention to study the 
self-perceptions of their own positioning and role in the policy process (Van Au-
denhove & Donders, 2019), supports their classification as "elite" interviewees. At 
the same time, the distinction between expert and elite interviews is widely re-
garded as overlapping (Littig, 2009). In our study, we consider our methodological 
approach to be a blend of both, as we sought not only to understand the role of 
experts within this policy process but also to leverage their topical knowledge to 
gain broader insights into content moderation policy at large. 

The interviews were semi-structured, to provide a degree of comparability of find-
ings, while also staying true to the exploratory nature of the research. In total, we 
conducted 31 interviews between 13 June 2023 and 10 May 2024. The interview 
guide is included in Appendix A. 

The selection of interview participants was limited to the people who are currently 
or were in the past involved as “experts” in the process of development, negotia-
tion, and/or monitoring of the Code of Practice on Disinformation. Namely, they in-
cluded members of the High-Level Expert Group (HLEG) on Fake News, members 
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of advisory bodies and other initiatives involved in the Code, and representatives 
of the Commission. Moreover, the interviews were held in two stages. This study 
emerged from the authors’ work on improving the monitoring of the Code of Prac-
tice through Structural Indicators (Chystoforova & Reviglio, 2024), where we con-
ducted 17 interviews with members of the Expert group on Structural Indicators to 
collect their feedback on the initial proposal. These interviews, though specific to 
the monitoring of the Code, lended very interesting insights into the Code as a 
content moderation governance instrument and the role of experts within it. This 
was the first, exploratory stage of interviews; based upon them, we formed more 
particular research questions expanding from the already collected insights. Later, 
we conducted an additional 24 interviews, this time following the interview guide 
in Appendix A. The participants included a mix of past interviewees, who belonged 
to the Expert Group on Structural Indicators, and other experts, who were involved 
at different stages in the HLEG, which put forward the idea of the Code of Practice 
in 2018, the so-called “Sounding Board” - a group of independent experts who 
provided feedback to the platform signatories during the development of the origi-
nal Code, and representatives of the European Digital Media Observatory (EDMO), 
who have played an active role in the development, monitoring of the Code since 
EDMO’s inception in 2020. 

Interviews were conducted on the basis of availability and participant willingness, 
recognising that access to individuals involved in high-level policy negotiations is 
challenging. Although this sampling is non-random, it provides valuable insights 
by surveying perspectives from a unique set of well-informed and influential ac-
tors. This approach, while limited in scope, is aligned with the study’s aim to gath-
er expert insights that are otherwise difficult to obtain. Indeed, semi-structured in-
terviews were chosen to provide a flexible yet focused exploration of the experts' 
views. Each interview lasted between 30 to 60 minutes, and was conducted via on-
line platforms. The full list of interviews is available in the Appendix B below. 

The first batch of interview transcripts was analysed and coded inductively in or-
der to map some common emerging themes to explore, such as perceptions of the 
Code's effectiveness, co-regulatory challenges, and proposed enhancements to 
structural indicators. This initial exploratory analysis informed the interview guide 
for the second round of interviews, and partly influenced the coding framework. 
The second round of interviews went through several rounds of coding: first, based 
on the first round coding scheme, in a more deductive manner; subsequently an in-
ductive approach to identify new themes was applied. 
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Section 2: Findings 

In this section, we outline the main themes and ideas that emerged from the inter-
views, and in the next section, discussion, we elaborate further insights based on 
our findings. 

The varied roles of experts 

The interviews conducted with experts involved in the Code of Practice on Disin-
formation reveal a multifaceted understanding of their roles and contributions. Ex-
perts described their roles using terms such as “vessels of information,” “lobbyists,” 
“watchdogs,” “connecting tissues,” and “voices of common sense.” 

Many experts see themselves as providers of valuable information and evidence to 
policymakers, playing a crucial role in informing decision-making processes. Most 
experts view their involvement as essential in ensuring that policies are grounded 
in empirical evidence and rigorous analysis. Additionally, several experts identified 
themselves as “connecting tissues,” facilitating knowledge exchange and collabora-
tion between academia, civil society, and policymakers. 

Some interviewees defined themselves as “information brokers” and perceived 
themselves as lobbyists, advocating for specific positions or interests. Others see 
themselves as “watchdogs”, monitoring the actions of platforms and the process of 
negotiations between them and the Commission, and advocating for greater trans-
parency and accountability. The watchdog role can be combined with other self-
perceptions, even that of an “information provider”. The watchdogs see themselves 
as less “political” than direct policy advising, with experts stating that their over-
sight efforts were often conducted implicitly rather than through direct policy rec-
ommendations. 

The self-perceptions of experts depend on their “type” in many, though not all cas-
es. For example, “information brokers” role is a more characteristic perception for 
representatives of stakeholder groups, while that of a “watchdog” is more common 
for civil society experts. Many experts play into these “predefined” roles, as the 
rules of the game in the broader EU policy process have already been set for them. 

Academics are a curious case in particular. They often tend to see themselves as 
“vessels” of accurate information, but some do emerge as more conscious and de-
termined “brokers” who not only see themselves as representing objective knowl-
edge, but the academic community as an important stakeholder in the policy 
process. 
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Expertise translation and engagement strategies 

Expert knowledge translation into policy-making encompasses various strategies 
and engagements. One key aspect is the collaborative relationship between ex-
perts and policymakers, particularly at the national level, where even those ex-
perts who act simply as information providers for EU policy-makers can turn into 
more engaged and empowered actors. Several experts indicated that they engaged 
in commissioned studies and provided independent views to ministries, which they 
believed influenced policy decisions directly.. 

Interviewees also noted their participation in initiatives such as media ethics 
councils, where they proactively contribute to self-regulatory measures and edu-
cate society on pertinent issues. These engagements were described as opportuni-
ties for experts to provide insights and contribute to shaping policy outcomes. 

Although engagement in national policy-making is beyond this study’s scope, it’s 
worth noting that, while many experts find it significantly easier to participate in 
decision-making within their countries (as Interviewee 11 states, “on a national 
level, it’s really difficult not to influence [policy]”), this involvement has minimal 
impact on platform governance, particularly in smaller EU member states.There is 
a perception that these countries lack the capacity and negotiating power to effec-
tively regulate the platforms, so they must rely on EU-level policy. 

At the EU level, experts remarked on the value of coalition-building and collabora-
tion in order to make policy impacts. This was more natural for civil society ex-
perts and “lobbyists”, who engage in policy advocacy more frequently. But even 
academics, who generally take a more hands-off approach to policy (the “informa-
tion provider” archetype), underlined the value of platforms and “knowledge bro-
kers” that pooled their expertise and somehow represented the broader academic 
community more effectively in the policy process. 

Challenges and successes of expert participation 

Furthermore, experts reflect on the challenges and frustrations they encounter in 
their roles. Some express a sense of powerlessness in the face of entrenched poli-
cy agendas or bureaucratic processes, while others lament the lack of feedback 
and iterative dialogue in policy-making forums. Many interviewees expressed un-
certainty about their influence on policy outcomes, with some questioning the ex-
tent to which their contributions shape decision-making. While some individuals 
perceive a degree of efficacy in their efforts, particularly when transitioning from 
academia to think tanks or participating in civil society coalitions, others reported 
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feeling constrained by the entrenched mechanisms of EU policy-making and lack 
of alignment with the Commission’s current priorities. 

Interviewees cited the presence of supportive policymakers and influential figures 
as key to the adoption of certain policies. Conversely, they noted that policy advo-
cacy becomes more difficult in absence of support from decision-makers and dur-
ing shifts in political landscapes,, necessitating strategic coalition building and en-
gagement with diverse stakeholders. A specific example of such misalignment was 
provided by an expert involved in the early development of the Code of Practice on 
Disinformation. They expressed concerns that the Code could infringe on freedom 
of speech by granting public and private actors significant control over online dis-
course. However, these concerns conflicted with the prevailing narrative endorsed 
by the European Commission and the majority of stakeholders and were ultimately 
disregarded. As a result, they reported feeling sidelined and later withdrew from 
formal participation, opting instead to monitor the Code’s implementation exter-
nally. 

Despite these challenges, there are instances where participants believe their con-
tributions have made a tangible difference, such as shaping codes of practice or 
advocating for greater transparency and privacy. While many interviewees found it 
difficult to assess their overall influence, they acknowledged the value of collabo-
rative efforts and sustained engagement in the policy-making process. 

Experts perceptions of other stakeholders 

Experts express concerns about power imbalances within policy-making processes, 
particularly in relation to the influence of platform companies. They argued that 
digital platforms exert control over research findings, as evidenced by their efforts 
to restrict access to data and thus influence research outcomes. Participants cite 
instances where platforms implement measures like screening research publica-
tions or rejecting research proposals, which are perceived as obstructive to uncov-
ering and addressing online harms. There is a notable power disparity within ex-
pert groups, with platforms wielding significant influence and dominating discus-
sions, often to the detriment of diverse perspectives and critical inquiry. 

More broadly, the research findings reveal a pervasive lack of trust among experts 
towards the platforms involved in policy-making processes, particularly regarding 
the handling of disinformation and cooperation with regulatory bodies. Intervie-
wees frequently characterised tech platforms as prioritising profit over public in-
terest, with many citing ongoing struggles to encourage platforms to take more 
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decisive action against harmful content.. Other experts echo this sentiment, high-
lighting platforms' dominance and resistance to align with public responsibility 
measures, particularly in collaboration with the European Union. Moreover, experts 
widely perceive the platforms' commitments, including the Code of Practice, as 
mere public relations gestures lacking substantial action. The assertion that plat-
forms engage in "90% bullshitting, 10% action" (Interview 8) reflects a sentiment 
shared by many, who view platforms' efforts as more focused on communication 
and image management rather than addressing underlying issues effectively. This 
skepticism extends to the verifiability and reliability of platform reports, with con-
cerns raised about the lack of transparency and accountability in their self-report-
ed data. 

This encompasses the efforts to influence platform policies and activities related 
to content moderation directly as well. One expert invited to attend a Meta event 
questioned the purpose behind and the impact of this engagement: “It was more 
like PR for Meta, than they're very interested in our opinions.” (sic) (Interview 7). 
Overall, the prevailing sentiment among participants indicated a deep-seated 
skepticism regarding the platforms' intentions and their role in the policy-making 
process. Some interviewees pointed to platforms’ partial compliance with the Code 
of Practice as evidence of this skepticism (Mündges & Park, 2024). 

Interviewees expressed relatively fewer criticisms of the European Commission 
compared to the platforms. Concerns revolve around the Commission's handling of 
the process, with some experts citing organizational challenges and perceived po-
litical or business capture. Some see the power imbalance not just vis-a-vis the 
platforms, but also vis-a-vis the Commission, acting as a gatekeeper who gets to 
choose what kind of expertise is sought and who gets a seat at the table; this im-
balance is reflected in the challenges faced by individuals seeking participation in 
influential policy-making circles, where entry may be restricted despite their ex-
pertise and willingness to contribute. The Commission's role is viewed differently 
by various stakeholders, with some perceiving it as overly accommodating to plat-
forms, while others see it as being controlled or influenced by them. 

Despite all these challenges, most experts remain committed to their roles and see 
value in engaging with policy processes to effect change. Over and over, they 
stress the value of conducting thorough research and utilising empirical data to 
substantiate advocacy efforts, noting that sustained engagement and credibility 
are achieved through a commitment to informed, evidence-based discourse. 

Overall, the interviews illustrate the complex and evolving role of experts in the 
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Code of Practice on Disinformation. Experts navigate various challenges, including 
power imbalances and trust issues, yet they remain key contributors to policy 
processes. Their diverse perspectives and self-perceptions reveal a dynamic inter-
play between expertise and influence, shaping how they engage with policymakers 
and stakeholders. 

Section 3: Discussion 

This research investigated how experts involved in the Code consider their role in 
the decision-making process as well as its effectiveness. The analysis of the inter-
views suggest that engagement of experts in EU digital policy follows many of the 
same patterns as expert engagement in other EU policy areas, e.g. emergent 
themes of political/business capture, instrumentalisation and non-transparent se-
lection processes (Boswell, 2008; Metz, 2015); difficulties in finding common lan-
guage with policy-makers, often necessitating “knowledge brokerage” (Ramot & 
Bialik, 2020), and assessing the experts’ impact on final outcomes. Their stated 
goals also align with Metwally’s framework (2022), as they engage in norm-making 
and narrative setting, shaping content policies and their enforcement; except in 
our case, experts engage with content policies not by directly advocating or other-
wise engaging with the platforms, but through rule-setting in the more formal 
venue of the Code of Practice on Disinformation. Despite the widespread distrust 
in platforms and towards the efficacy of the policy process highlighted in the find-
ings, experts are still willing to contribute for various reasons, mainly for individ-
ual and instrumental ones such as networking and prestige, but also more idealis-
tic ones such as sharing their expertise for the common good. 

In this regard, our study draws parallels with existing literature on the role of ex-
perts in policy-making, extending it also to platform governance. However, com-
pared to other policy areas where experts are involved, the Code negotiation 
process proved to be somewhat peculiar - which is what we seek to explore in 
greater detail. 

The Code of Practice on Disinformation as a policy process 

The Code of Practice on Disinformation addresses the emergent challenge of disin-
formation, a field still in its infancy and lacking established policy solutions. This 
novelty, underscored by Interviewee 5's claim that “the world of counter-disinfor-
mation didn’t exist five years ago”, coincides with disinformation's ascension on the 
EU and global policy agendas, notably recognised by the World Economic Forum 
(2024) as a top global risk. 
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The initial rush to develop the Code in 2018, driven by the urgency to combat dis-
information, resulted in vague commitments and underwhelming outcomes, as as-
sessed by the European Commission (2020), European Regulators Group for Audio-
visual Media Services (ERGA, 2020), and Nenadic (2020). Despite a 2022 revision 
aimed at strengthening the Code, its effectiveness remains constrained by its cur-
rent non-binding nature and a lack of progress on commitments, with platform re-
ports missing on average 64% of essential quantitative data (Park & Mündges, 
2023). A critical limitation of the Code is its focus on symptoms rather than the 
root causes of disinformation, notably the engagement-driven algorithms of Very 
Large Online Platforms (VLOPs). This perspective is echoed by experts, with some 
advocating for a complete overhaul of the business model, while others are more 
reserved. 

The transition to co-regulation under the Code does not fundamentally change its 
limitations, as commitments are still determined by profit-seeking Signatories. 
This, coupled with a power imbalance favoring VLOPs, restricts the potential for 
meaningful examination of algorithmic systems. However, the entire exercise of 
the Code does provide a valuable insight into the changing face of expertise in 
platform governance, as the previously almost informal and industry-led modus 
operandi gives way to more formal regulation with greater involvement of the 
state, experts and other stakeholder groups. 

It should also be noted that while power imbalance between experts and private 
stakeholders in the regulatory process is quite common in areas that concern cor-
porate regulation or are associated with strong interest groups, those experts who 
engage in policy-making beyond platform governance have underlined that this 
imbalance is felt especially strongly vis-a-vis the platforms, compared, for example 
to agricultural policy. This is a relatively new development; digital policy veterans 
note that prior to the GDPR, Big Tech companies did not pay as much attention to 
European policy processes, but since then their presence and influence in Brussels 
has grown exponentially. These peculiarities of the Code, thus, provide an interest-
ing framing to explore the role of experts in policy, which has so far been underex-
plored in literature. In the next sections, we discuss the key findings of this study, 
extending the discussion of expert engagement in content moderation to the 
realm of platform governance. 

The changing role of the expert in EU platform governance 

Many “legacy” experts expressed frustration with the organisation of expert en-
gagement in the Code process: they cited a lack of iterative feedback mechanisms 
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in the policy-making process, expecting institutions to facilitate meaningful dia-
logue and collaboration among stakeholders. This is underscored by the overall 
lack of formal opportunities for stakeholder engagement in the Code process, com-
pared to the normal EU policy cycle, due to its declared status as a self-regulatory 
mechanism. Though, as we outlined in previous sections, experts had a chance to 
participate at all stages of the process, to a different degree, the opportunities to 
contribute on thematically related regulations like the European Media Freedom 
Act or the DSA were much more formalised and plentiful. 

In these circumstances of a seriously limited ability to engage in the policy 
process, knowledge brokerage emerges as a crucial mechanism for bridging the 
gap between experts and policymakers. Platforms such as the European Digital 
Media Observatory (EDMO) also serve as conduits for expert knowledge, facilitat-
ing dialogue between researchers, policymakers, and civil society. Through these 
platforms, experts provide evidence-based insights and recommendations, con-
tributing to informed decision-making processes at both the national and EU lev-
els. This underscores the importance of collaborative platforms in translating ex-
pert knowledge into actionable policy outcomes. 

Which expertise for policy? 

The selection of experts and the transparency of this process are critical compo-
nents in ensuring the effectiveness and legitimacy of policy-making efforts, partic-
ularly in areas as complex and rapidly evolving as platform governance. 

Though experts, particularly computer scientists and technologists, have always 
been an integral part of multi-stakeholder governance of the internet (An & Yoo, 
2019; Price & Verhulst, 2005), this newest thread of expert involvement in tech-
nology policy is markedly different. Civil society and freedom of speech advocates, 
scientists and academics for whom the internet is a field of study (e.g., technology 
ethicists) or a source of data for their work (e.g. media scholars) are the most obvi-
ous additions - they contribute expertise not on how the Internet or platforms 
work technically, but on what implications this technology has for the society as a 
whole. Other groups, from consumer protection organisations, to industry associa-
tions, at least at the European level, are considered to be providing "expertise" rel-
evant to their particular sector's interactions with platforms. 

This is broadly reflected in the Code’s patterns of expert engagement too, but with 
some unexpected ramifications. Compared to the early days of internet gover-
nance, the situation is flipped. There's a consensus among the interviewees that 
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policymakers often prioritise engagement with individuals from policy or social 
science backgrounds, potentially overlooking the valuable insights that technolo-
gists and data scientists can offer. 

This overrepresentation of "policy people" raises concerns about the comprehen-
siveness and efficacy of policy solutions, particularly in addressing technical chal-
lenges like disinformation and algorithmic governance. It is especially glaring in 
light of the changing nature of the notion of “platform expert”. Big Tech companies 
possess the best understanding of how their technology actually works; however, 
the type of "experts" they involve at the EU level are now policy professionals and 
lobbyists who may not possess this knowledge themselves; rather, they are the 
"faces" of the company who are specifically trained to choose how much informa-
tion and what kind of information is fed into the policy process. This underscores 
the “formalization” of platform governance, which has led to the “professionaliza-
tion” of the platforms’ engagement in EU policy; and underscores the ambiguous 
definition of expertise by EC, which often straddles the line between knowledge, 
advocacy and lobbying. 

The lobbyists in the room 

The presence of lobbyists and industry rappresentative in EC’s expert groups is not 
an issue that concerns only digital policy (Robert, 2010), but it bears repeating. For 
one, this underlines the fundamental question of who is an expert and whether 
evidence-based policy should be built upon objective knowledge and facts, or in a 
more deliberative manner. Some experts involved in the Code, especially those 
coming from civil society and academia, were frustrated by the presence of indus-
try lobbyists - for example, Interviewee 13 claimed “they are not expert groups, 
they are stakeholder groups”. Indeed, the presence of industry lobbyists in expert 
groups raises questions about conflicts of interest and the extent to which policy 
outcomes may be influenced by corporate agendas. This blurring of lines between 
expertise and advocacy underscores the need for greater transparency and scrutiny 
in the selection of participants. The presence of such “industry experts”, however, is 
not a problem in itself - their insights can be extremely valuable, if provided in 
good faith, and give legitimacy to a more deliberative mode of expertise in policy. 

The bigger concerns among the interviewees were those of political capture and 
instrumentalisation in expert deliberations, particularly when diverse interests and 
agendas were at play. The outsize influence and massive lobbying spending of Big 
Tech in the EU, which also covers their participation in various relevant expert 
groups and consultation processes is well-documented (Kergueno et al., 2021; 
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Bank et al., 2021; Corporate Europe Observatory, 2023a; Massoglia, 2024). This is 
the case for relevant digital regulations such as the GDPR (Kayali & Manancourt, 
2021), the DSA (Goujard, 2022), and even the AI Act (Corporate Europe Observatory, 
2023b). Therefore, it comes as no surprise that themes of lobbying and business 
capture featured prominently in the interviews, as a significant contributor to the 
feeling of “powerlessness” in the face of better-resourced and organised platforms. 
The platform lobbyists were often able to dominate discussions against the some-
what uncoordinated, loose grouping of other experts representing diffuse inter-
ests. While we cannot confirm whether this was compounded by some experts, as 
Interviewee 17 puts it, being “in the pocket of Big Tech”, this state of affairs under-
scores an undeniable and systemic resource asymmetry between the European 
Commission, experts and the platforms. 

Systemic resources asymmetries 

A significant and widespread limitation that emerged is the systemic resources 
asymmetry, namely different levels of resources between the Commission, the ex-
perts and the platforms at a systemic level, not only in terms of funding, but also 
in terms of human resources, collected knowledge and accessible information and 
data. 

Financial resources asymmetry is the most immediately obvious one. This is, of 
course, reflected in the lobbying budgets. At the same time, the experts’ work is 
completely voluntary and unpaid, with the rare exception of expert group rappor-
teurs. This leaves platforms with outsize influence and leverage in the policy 
process. As a matter of fact, much of the Code process relied on platform’s funding. 
Notably, the pilot test for the development of Structural Indicators was funded by 
platforms which also hesitated and postponed the payment to TrustLab (the third 
party responsible for this pilot test). 

Human resources asymmetry stems naturally from the financial one. On the one 
hand, platforms can afford to hire the best talent, lawyers and lobbyists to repre-
sent them, and to assign entire teams to work on a given policy issue, as it hap-
pened with the Code of Practice. On the other hand, they already possess unrivaled 
technical experts, specialised in the regulated products. The Commission does not 
have matching in-house technical expertise and would struggle to attract such tal-
ent, when competing with Big Tech firms. This is another potential explanation for 
the under-representation of independent technical experts in the Code process 
overall, which was noted by several interviewees. 
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Information and knowledge asymmetry is, in turn, connected to human resources. 
Platforms and their experts possess in-depth, insider knowledge on all aspects of 
the algorithmic systems being regulated, including vast amounts of big data gen-
erated and analysed by them on a daily basis. Without this information made 
available to third parties, the entire exercise of the Code of Practice risks losing its 
meaning, as reporting of the platforms’ cannot be independently verified or as-
sessed. 

Data access and the ‘meta-regulatory’ role of researchers 

While information asymmetry puts the entire Code exercise at risk of failure, it is 
also in theory the one area easily fixable, as it has little upfront costs for the plat-
forms. However, this has proven to be extremely challenging since the inception of 
the Code of Practice, as demonstrated in the ongoing clashes on the access to data 
for researchers. The experts are well-aware of the paramount value of data for re-
search purposes, with discussions about the need for European funding and privi-
leged access to study social media. Another perspective suggests that major tech 
companies are reluctant to provide unrestricted access to data. These are thought 
to be deliberately limiting researchers' access to data, recognising that such access 
would expose sensitive information, leading them to adopt obstructionist tactics 
while maintaining a facade of cooperation. 

The perceived tensions and adversity between experts and platforms regarding ac-
cess to data are likely to be further exacerbated with the DSA coming into full 
force, and the Code of Practice potentially becoming the Code of Conduct. This 
transition should essentially enshrine and make enforceable access to data provi-
sions, which we theorise will strengthen the meta-regulatory role for experts from 
academic and civil society research organisations. In this role, experts will take an 
even more active part in platform governance, in monitoring, evaluation, auditing 
and enforcement of the Code of Practice and the DSA. As mentioned above, the ex-
perts recognise how important this could be for regulating platforms, with Inter-
viewee 2 remarking: “If we, as researchers, had access to the same data that the 
platforms have access to, then we would not need the Code of Practice.” Therein 
lies the issue: while access to data has the potential to resolve the problem of in-
formation asymmetry, it ultimately hinges upon the practical implementation. The 
truth is that a wide access to data is incompatible with platforms’ interests and 
therefore we can likely expect an increasing distrust and opposition between plat-
forms and experts/researchers, that perhaps only the rule of law of the Commis-
sion can settle to allow a meaningful cooperation/co-regulation. This brings Arti-
cle 40 of the DSA, which stipulates access to data for researchers, to the fore as a 
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key provision, the implementation and enforcement of which can “make or break” 
European content moderation governance. 

Conclusion 

The engagement of experts in EU platform governance, particularly within the 
framework of the Code of Practice on Disinformation, highlights evolving dynamics 
and persistent challenges. The formal structures and roles of expertise in platform 
governance are undergoing significant shifts. The European Commission, taking 
charge of platform governance, even in the initial self-regulatory stages, opened 
up the doors to more different “experts”, reflecting an evolution of "exper-
tise"—from technologists to policymakers, from civil society organisations focused 
on digital rights to broader human rights groups, media representatives, and other 
stakeholders. This diversification underscores the fluid and contested notion of 
what it means to be a "platform governance expert." The concept remains ambigu-
ous, encompassing not only those who specialise directly in platform governance 
but also individuals from diverse sectors who bring valuable insights based on 
their interactions with platforms. This inclusivity enriches the discourse but also 
complicates the delineation of expertise in this rapidly changing field. 

Ultimately, the core issue is not a lack of expertise or experts but the institutional 
mechanisms—or lack thereof—for convening these voices in a transparent, struc-
tured, and constructive manner. Our study highlights structural problems, like po-
litical capture, non-transparent selection processes, and lobbying influence, which 
complicate expert engagement and endanger the effectiveness of developed poli-
cy solutions. These structural challenges of co-regulation point to the systemic re-
sources asymmetry between platforms and EU institutions. Platforms, armed with 
substantial resources and exclusive knowledge of their own systems, possess the 
ability to coordinate effectively among themselves, anticipate regulatory moves, 
maintain a level of control over the narrative, even by instrumentally exploiting 
experts to legitimise their policies and actions. This power dynamic tilts the scale 
in favour of platforms, potentially compromising the efficacy and impartiality of 
regulatory efforts. This resource imbalance extends beyond the Commission's rela-
tionship with platforms to encompass civil society organisations and independent 
experts. Limited funding, time constraints, and capacity issues hinder meaningful 
participation in policy-making processes, exacerbating imbalances in expertise and 
representation. Without adequate resources and support, independent experts 
from non-governmental and academic sectors struggle to contribute effectively, 
undermining the legitimacy and effectiveness of platform governance initiatives. 
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In conclusion, governing the content moderation of online platforms requires navi-
gating a complex landscape fraught with challenges. While the EU's efforts to-
wards co-regulation represent a step in the right direction, critical issues threaten 
the viability of such collaborative governance models. Addressing these challenges 
requires enhanced transparency, accountability, and inclusivity in digital gover-
nance processes to maximise the impact of expert knowledge and to ensure effec-
tive regulation of online platforms. 
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Appendix A. Interview guide 
1. As you know, the DSA is coming into force in February, with the potential 

for the Code of Practice on Disinfo to become a Code of Conduct. In your 
role as an expert and “observer” on the Code, how would you evaluate the 
Code’s progress up to this juncture? What do you see in the near future of 
the Code - what will become better/what will be the main challenges? 
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1. (Only for HLEG Members) Given your role in the HLEG, which gave 
the original recommendation to develop the Code: how does it 
compare to what was being discussed at the time? Did it match 
your personal expectations? 

2. Which element of the Code would you consider most successful so 
far? Basically, what was going right? And vice versa, what were 
some of the main failings? 

3. What would you change, knowing what you do now, in how the 
Code was designed and implemented? 

4. Who or what would you consider to be the main drivers of both the 
successes and failures of the Code? 

2. The Code, much like the DSA, devotes a big role to experts/researchers in 
monitoring and implementation of the Code. How effective in your 
perception has this policy tool been in meaningfully engaging this 
community, yourself included? Has this process lived up to your 
expectations? 

1. Do you think expert knowledge/inputs have been successfully 
integrated into the Code, its monitoring and implementation? Why 
or why not? 

3. Beyond participating in this expert group, how do you engage in EU digital 
policy/platform governance/content moderation policy in your capacity as 
an “expert” or “researcher”? 

1. (Only for researchers) Do you see informing policy as one of the 
goals of your research? Why or why not? 

2. Do you think expert knowledge and research in the field of 
disinformation is effectively translated into policy (whether it be 
yours, or knowledge and research more broadly)? 

4. In your opinion, how can the engagement of experts/researchers in EU 
digital policy/platform governance/content moderation policy be improved 
moving forward? 

Appendix B. List of interviewees 
NO. NAME ROLE 

1 Angeliki Monnier Academic, SI Group 

2 Kalina Bontcheva Academic, SI group 

3 Minna Horowitz Academic, SI group 

4 Malin Carlberg Consultant, SI group 

5 Carl Miller Think tanker, researcher, SI group 

6 Wout van Wijk Media lobbyist, HLEG 

7 Mato Brautovic Academic, SI group 

8 Peter Kreko Academic, think tanker, SI group 
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NO. NAME ROLE 

9 
Francesca 
Arcostanzo 

Civil society researcher, ISD, SI group 

10 Mauritius Dorn Civil society public policy officer, ISD 

11 Anda Rozukalne Academic, HLEG 

12 Nicoleta Corbu Academic, SI Group 

13 Monique Goyens Civil society, consumer protection, HLEG 

14 
Karina Stasiuk-
Krajewska 

Academic, SI group 

15 Anonymous Academic, HLEG 

16 Ziga Turk Academic, HLEG 

17 Olaf Steenfadt Civil society/media, SI group, HLEG 

18 Raegan MacDonald Former Mozilla, now civil society, HLEG 

19 Tommaso Valletti Academic, former Chief economist DIGI-COMP 

20 Gianni Riotta Journalist/academic, previous HLEG on disinformation 

21 Wouter Gekiere 
Head of Brussels Office, European Broadcasting Union, member of 
the Code Sounding Board 

22 Iva Nenadic Academic, EDMO 

23 Paolo Cesarini Policymaker, EDMO 

24 
Konrad Bleyer-
Simon 

Academic, EDMO 

List of original interviews with Group of Experts on Structural Indicators 

0.1 Mato Brautović Academic 

0.2 
Francesca 
Arcostanzo 

Civil society researcher 

0.3 Carl Miller Think tanker, researcher 

0.4 Minna Horowitz Academic 

0.5 Raluca Buturoiu Academic 

0.6 Nicoleta Corbu Academic 

0.7 
Karina Stasiuk-
Krajewska 

Academic 

0.8 Angeliki Monnier Academic 

0.9 Peter Kreko Academic, think tanker 
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NO. NAME ROLE 

0.10 
Juliane von Reppert-
Bismarck 

Civil society 

0.11 Trisha Meyer Academic 

0.12 Eileen Culloty Academic 

0.13 Pietro Tesfamariam Media analyst 

0.14 Olaf Steenfadt Civil society/media 

0.15 Stephan Mündges Academic 

0.16 Malin Carlberg Consultant 

0.17 Kalina Bontcheva Academic 
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