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Abstract: In this special issue, we refer to “content moderation” as the multi-dimensional process 
through which content produced by users is monitored, filtered, ordered, enhanced, monetised or 
deleted on social media platforms. This process encompasses a great diversity of actors who 
develop specific practices of content regulation. Users, non-governmental organisations (NGOs), 
activists, journalists, advertisers, experts, designers and researchers are becoming more and more 
involved in moderation-related activities, apart from, in partnership with, or against public 
authorities and firms. However, their precise contribution to the democratisation of content 
regulation, and to the balance between public and private interests in platform governance, 
remains little studied. Following the call to expand content moderation research beyond the 
relationship between states and firms (Gillespie et al., 2020), the goal of this special issue is to 
gather empirical studies that characterise the contribution of non-state actors in the current 
internet regulatory framework, and provide new insights on their various actions and strategies. 
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Introduction to the special issue on content 
moderation on digital platforms 

In January 2025, Mark Zuckerberg announced his intention to relax moderation 
rules on his company’s social media platforms and to end fact-checking partner-
ships with US media in favour of a community-driven system. His declaration 
raised major concern, as such moderation policy changes could allow hate speech 
and misinformation to gain new momentum on Facebook and Instagram. Implicit-

2 Internet Policy Review 14(1) | 2025

https://policyreview.info/users/romain-badouard
mailto:Romain.Badouard@u-cergy.fr
mailto:Romain.Badouard@u-cergy.fr
https://policyreview.info/users/anne-bellon
https://policyreview.info/articles/analysis/regulatory-intermediaries-content-moderation
https://policyreview.info/users/beatriz-kira
https://policyreview.info/articles/analysis/article-22-digital-services-act
https://policyreview.info/users/jacobvandekerkhof
https://policyreview.info/users/jacobvandekerkhof
https://policyreview.info/articles/analysis/co-regulating-online-hate-speech
https://policyreview.info/articles/analysis/co-regulating-online-hate-speech
https://policyreview.info/users/barthelemymichalon
https://policyreview.info/articles/analysis/framing-role-experts
https://policyreview.info/articles/analysis/framing-role-experts
https://policyreview.info/users/katerynachystoforova
https://policyreview.info/users/urbano-reviglio
https://policyreview.info/articles/analysis/aspirational-platform-governance
https://policyreview.info/articles/analysis/aspirational-platform-governance
https://policyreview.info/users/blake-hallinan
https://policyreview.info/users/cj-reynolds
https://policyreview.info/users/yehonatankuperberg
https://policyreview.info/users/omer-rothenstein
https://policyreview.info/articles/analysis/stop-hate-profit-evaluating-mobilisation-advertisers-and-advertising-industry
https://policyreview.info/articles/analysis/stop-hate-profit-evaluating-mobilisation-advertisers-and-advertising-industry
https://policyreview.info/users/steph-hill
https://policyreview.info/articles/analysis/constitutionalising-global-content-governance
https://policyreview.info/users/nicolapalladino
https://policyreview.info/users/nicolapalladino
https://policyreview.info/users/dennisredeker
https://policyreview.info/users/edoardoceleste
https://policyreview.info/articles/news/online-advertising-content-moderation
https://policyreview.info/articles/news/online-advertising-content-moderation
https://policyreview.info/users/alex-rochefort
https://policyreview.info/articles/news/prosocial-tech-design-governance
https://policyreview.info/users/lisa-schirch
https://policyreview.info/articles/analysis/digital-content-regulation-social-space
https://policyreview.info/articles/analysis/digital-content-regulation-social-space
https://policyreview.info/users/nathanferret
https://policyreview.info/articles/analysis/content-moderation-challenges
https://policyreview.info/users/charlottespencersmith
https://policyreview.info/users/charlottespencersmith
https://policyreview.info/users/talestomaz
https://policyreview.info/articles/analysis/safer-spaces-design
https://policyreview.info/articles/analysis/safer-spaces-design
https://policyreview.info/users/francesca-musiani
https://policyreview.info/users/kseniaermoshina


ly, this decision also demonstrates that moderation is a key dimension of services 
offered by digital platforms and that civil society organisations, at various levels, 
have consistently been involved in this process. What's more, Zuckerberg’s state-
ments and the debates they brought about show the extent to which content regu-
lation, and the role played by tiered actors, has become a major political issue for 
democracies. 

Indeed, facing a growing political demand to fight hate and disinformation online, 
European governments have launched regulatory initiatives, such as the NetzDG in 

Germany1, the Law on fake news in France2or the European Digital Services Act3. 
This emerging regulatory framework has given way to a closer collaboration be-
tween states and firms. This evolution has transformed the power relation be-
tween public authorities and private platforms, and has shifted the attention of 
scholars on this dual relationship (Keller, 2022). Yet this antagonism only partially 
captures the governance of speech and information online, as it has recently 
evolved. 

In this special issue, we refer to “content moderation” as the multi-dimensional 
process through which content produced by users is monitored, filtered, ordered, 
enhanced, monetised or deleted on social media platforms. This process encom-
passes a great diversity of actors who develop specific practices of content regula-
tion. Users, non-governmental organisations (NGOs), activists, journalists, advertis-
ers, experts, designers and researchers are becoming more and more involved in 
moderation-related activities, apart from, in partnership with, or against public au-
thorities and firms. However, their precise contribution to the democratisation of 
content regulation, and to the balance between public and private interests in 
platform governance, remains little studied. Following the call to expand content 
moderation research beyond the relationship between states and firms (Gillespie 
et al., 2020), the goal of this special issue is to gather empirical studies that char-
acterise the contribution of non-state actors in the current internet regulatory 
framework, and provide new insights on their various actions and strategies. 

1. Gesetz zur Verbesserung der Rechtsdurchsetzung in sozialen Netzwerken (Law to improve law enforce-
ment in social networks) or Netzwerkdurchsetzungsgesetz – NetzDG, September 2017: 
https://www.gesetze-im-internet.de/netzdg/BJNR335210017.html 

2. LOI n° 2018-1202 du 22 décembre 2018 relative à la lutte contre la manipulation de l'information (Law 
against the manipulation of information): https://www.legifrance.gouv.fr/jorf/id/JORF-
TEXT000037847559/ 

3. Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a 
Single Market For Digital Services and amending Directive 2000/31/EC (Digital Services Act): 
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32022R2065 
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Two distinct approaches are pursued in this special issue. The first one is “institu-
tional” and rooted in legal and political scholarship: it focuses on the institutional-
isation of civil society participation in content regulation processes, analysing the 
structures, scope, and limitations that underpin civil society contribution. A second 
approach that primarily considers “alternative” governance mechanisms is more 
prominently embedded in social science research. It acknowledges the limits of 
multistakeholderism and concentrates on third-party actors that challenge the 
moderation of commercial platforms. The objective of this special issue is thus 
twofold: to specify the various types of relationships at play between civil society 
organisations (CSOs), platforms, and public authorities, elucidating their strengths 
and limitations, while simultaneously to analyse creative governance models and 
principles developed within civil society, with the aim of conceptualising the con-
ditions for their expansion. 

This special issue gathers twelve contributions, consisting of ten research articles 
and two opinion pieces which focus on diverse case studies and are rooted in var-
ied disciplinary traditions (law, political science, sociology, science and technology 
studies, communication and media studies). The issue examines a wide array of 
civil society actors, with distinct means of action, and involved in diverse symbolic 
and geographical spaces. However, a common inquiry spans through these contri-
butions: under what conditions can content regulation truly be fair, effective and 
inclusive? In the introduction to this special issue, we suggest several avenues for 
reflection to address this question, drawing from a (non-exhaustive) state of the 
art on the subject. We first present the various models of governance underpinning 
content regulation, and then we discuss the category “civil society” and what it 
covers in terms of social groups and possibilities for action. Finally, we emphasise 
the importance of studying civil society initiatives to devise new forms of content 
governance in the face of increasingly worrying partnerships between businesses 
and governments. 

From the state-firm relationship to the global 
governance of content regulation 

In the 1990s, the expansion of the internet as a critical infrastructure for many as-
pects of social and economic exchanges raised the fundamental question of who 
should govern this global information network. The resulting internet governance 
emerged as a compromise between two different cultures of governance: bottom-
up informal processes of internet communities and the private sector on the one 
hand, top-down formal approaches of governments and intergovernmental organi-
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sations on the other. The United Nations notably recognised the role of tech com-
munities in setting principles and standards for the internet through bottom-up 
cooperation and “multistakeholder” involvement (Cammaerts, 2011; Raymond & 
DeNardis, 2016). Multistakeholderism came to define a preferred governance 
arrangement bound to ensure a dialogue between governments, firms and civil so-
ciety in governing the internet. From the World Summit on the Information Society 
to the Internet Governance Forum, a rich literature has then focused on and dis-
cussed the contribution of civil society organisations in shaping internet gover-
nance (Bygrave & Bing; 2009; DeNardis, 2014; Radu, 2019). Yet, this bulk of litera-
ture has mostly paid attention to the governance of the global infrastructure, the 
management of technical resources (such as IP addresses and domain names) or 
the protection of digital rights and, much less to content-related issues (Badouard, 
2020). 

Over the past ten years, scholars of content regulation have started to assess the 
role of third parties in the global governance of speech and information online, re-
viving interest in the idea of multistakeholder governance. If recent content regu-
lation initiatives bear the legacy of internet governance multistakeholder experi-
mentations, they also convey the specific nature of this political issue, which is 
seen by some as dominated by national governments – information control having 
been a core state prerogative over centuries – and large commercial platforms – 
as the main infrastructure behind content circulation online. The growing interest 
in “middle-level governance” (Jhaver et al., 2023) or alternative arrangements be-
tween formal government control and private moderation addresses the crisis of 
trust surrounding commercial moderation (Zuckerman & Rajendra-Nicolucci, 2023) 
and the risk of state censorship (Balkin, 2017). Drawing on the conceptual model 
of the “governance triangle” by Abbott and Snidal (2009), Robert Gorwa (2019) has 
highlighted the role of “non-governmental organizations”, both as independent 
players and partners to state and firms in content regulation. He emphasises a 
shift from traditional command-and-control regulation towards multiple and over-
lapping forms of multistakeholder arrangements that shape the governance of so-
cial media platforms and the debates on content moderation. 

Nevertheless, partnerships between civil society, platforms, and public authorities 
do not necessarily translate into an empowerment of citizens and CSOs that would 
mechanically entail a greater balance between public and private interests in the 
governance of online speech. Formal partnerships frame and constrain the means 
of action available to civil society, without always allowing associations or users to 
transcend, negotiate or challenge these frameworks. Regardless of the forms of 
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power delegation they benefit from (such as defining moderation standards, imple-
menting publication policies, or evaluating procedures), civil society finds its pow-
er curtailed by states and platforms that determine who participates, for what pur-
pose, and to what end. 

The academic literature on the subject, as reflected by the contributions gathered 
in this issue, oscillates between acknowledging procedural creativity in the man-
ner of opening governance mechanisms to new actors, and recognising the relative 
failure of a genuine democratisation of online content regulation. As a much quot-
ed reference in the papers, Rotem Medzini (2021, 2022) discusses in his works how 
content regulation has evolved from self-regulation to polycentric governance 
regimes, with an increased role for "regulatory intermediaries" – that is, non-state 
and non-corporate actors that constrain, shape, and guide moderation practices of 
large platforms. However, he simultaneously observes that these new regimes only 
produce a form of "enhanced self-regulation" for platforms (Medzini, 2022), im-
proving their self-regulatory capacities without engendering a real sharing of pow-
er. 

In a similar vein, Robyn Caplan (2023) has employed the concept of "networked 
governance" to describe how a broad array of actors external to platforms con-
tribute to the creation, implementation, and legitimation of private moderation 
standards. Nevertheless, she also observes that these partnerships can lead to 
forms of instrumentalisation of civil society actions, generating legitimacy for the 
platforms while fostering distrust among the organisations and citizens participat-
ing in these novel forms of regulation. 

Separating themselves from the concept of multistakeholderism as an idealised 
(Epstein, 2011) or mythical (Dany & Freistein, 2016) acceptance of civil society 
participation, these works remind us that civil society’s involvement does not oper-
ate in a vacuum, but is embedded in a set of social, political and economic rela-
tionships organising the production of regulation. Studying the complex interac-
tions between state, platforms and other actors involved in content regulation, the 
aforementioned scholars provide a conceptual grid to analyse how power distribu-
tion between various stakeholders can inform the varying outcomes of different 
governance regimes. Notably, power asymmetries between users and platforms 
(Nielsen & Ganter, 2022), regarding access to information, financial and technical 
resources, inform the ability of non-state actors to influence or contest the trans-
formation of content regulation. This issue articulates this analytical framework 
with various case studies to expand our understanding of civil society participa-
tion in content regulation and suggest possible improvements for a more inclusive 
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and democratic governance of our information and communication infrastructures. 

Defining civil society organisations 

As a global and unique entity, civil society is an “elusive” concept (Mouffe, 2010), a 
loose agglomeration of diverse actors with diverse views on internet related issues 
(Mueller et al., 2007). From informal collectives of users to highly institutionalised 
entities, civil society is a broad and often ill-defined category, sometimes instru-
mentalised by firms and governments alike to justify key decisions or advance their 
own interests in a multistakeholder governance framework. The category includes 
a wide range of groups, with various and sometimes conflicting interests and re-
sources such as advocacy coalitions, international non-governmental organisa-
tions, academic researchers, activist investors, experts, journalists and even indi-
vidual users. Thus, the first challenge of this special issue is to take a closer look at 
this very diverse group of organisations, to establish heuristic distinctions between 
them, and to understand what dynamics inform their relationships. Indeed, the fo-
cus on Transnational Advocacy Networks in multistakeholder analysis and the as-
sertion that they share principles and values (Keck & Sikkink, 2014) has often led 
empirical studies to neglect the conflicts and differences between the goals and 
perceptions of organisations within and outside these networks. A key limitation of 
the concept of multistakeholderism in general has been to overlook the huge dis-
parities in resources and influence but also special interest and agenda among civ-
il society stakeholders. Reinstating this diversity and the power structure underly-
ing various stakeholders’ participation is thus both an academic and a democratic 
issue, as the pretense of embodying civil society through a unique set of universal 
principles is used by corporate powers to legitimate their moderation activities, as 
suggested and exemplified by the Facebook Oversight Board (Dvoskin, 2023). 

Common distinctions established in the literature often focus on the structure of 
the organisations – either informal or highly institutionalised –, their scope of in-
tervention – either local or transnational – and their main role – from expertise 
to coordination (e.g. Tjahja, Meyer, & Shahin, 2021). In addition, new regulatory 
arrangements are based on some forms of accreditation or contract, granted either 
by government or by the platforms themselves that associate third-party partners 
in the monitoring or auditing of content moderation. The attribution and content 
of contracts or state-supported partnerships thus become key in understanding the 
participation of various organisations. As a related issue, the unequal distribution 
of political, social and financial resources among civil society organisations can 
lead to the potential exclusion or under-representation of minority groups or less-
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endowed organisations in content regulation. Studying formal participation at in-
ternational forums shows for example the over-representation of organisations 
from the Global North (Grover, 2022). The dominance of some civil society actors 
in the global governance of the internet has eventually led to the implementation 
of mechanisms for civil society’s legitimate representation and involvement in de-
cision-making. Yet greater inclusion often comes at the cost of cohesion, inducing 
coordination costs for large transnational networks (Haristya, 2020). So, there's not 
always an equivalence between a player's size, its institutional legitimacy and its 
real impact on the definition of regulation. 

Unpacking the meaning of civil society participation also implies a deeper analysis 
of the various contributions and roles played by non-governmental organisations 
in shaping the global governance of speech and information online. As a second 
main challenge of this special issue, we consider that the question of civil society 
participation should not be reduced to their effective contribution to the definition 
of legal standards. The aim is to move away from the evaluation of influence 
alone, and take a broader look at the diversity of political roles assumed by civil 
society organisations and individuals in shaping online moderation. In the follow-
ing section, we distinguish between four main roles associated with civil society 
participation in the governance of online content: direct or undirect moderation, ex-
pertise, critique and norm settings. 

Various functions, limited power 

Direct and indirect contribution to moderation 

First of all, non-state and non-platforms actors have long exerted a direct role in 
moderating content on the internet and the web. In smaller online communities 
such as Usenet groups, personal blogs or mailing lists, content moderation was in 
the hands of the community that dealt on a daily basis with the enforcement of 
community standards (Postigo, 2009; Paloque-Bergès, 2018), through the removal 
of offensive posts or the banning of users with aggressive behaviour, for example. 
Moderation then took many forms, from the sole intervention of a webmaster or a 
community manager in the discussion to public arbitration and ad hoc councils. 
Such moderation persists, notably on decentralised networks, such as Mastodon or 
Matrix/Element (as studied in this issue), using the federated architecture to pro-
mote community-based moderation on large social media. While most social me-
dia platforms have grown to abandon this form of purely community-based moder-
ation, it continues at a smaller level with volunteer moderation being the main 
rule on Facebook Groups or subreddits for example, where moderators can order 
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posts, filter words and ban users. Besides, platform users are still associated in 
many ways to the detection of illicit content and their deletion, inviting us to con-
ceptualise “platforms and users as partners in regulation rather than as subjects” 
(Helberger et al., 2018). First, through their stated preferences, individual users 
can mute content they dislike, operating a form of personalised moderation that 
contributes to changing the flow of information. Second, platforms receive billions 
of flags and reports from users about illegal, abusive or unwanted content. Third, 
in 2021, Twitter/X launched a crowdsourced fact-checking programme that allows 
users to add contextual notes to posts and votes for the most helpful notes that 
will be publicly shown. Although criticised for its limited effects and potential mis-
use, this form of community-based fact-checking has recently been endorsed by 
Mark Zuckerberg to replace formal partnerships with US media outlets on Meta’s 
social networks. 

By enabling users to report content they deem in violation of publication stan-
dards or national laws, content flagging addresses two fundamental needs of plat-
forms (Crawford & Gillespie, 2016): firstly, to enhance moderation efficiency by 
leveraging large-scale human resources in close proximity to the content; and sec-
ondly, to legitimise moderation by justifying certain decisions through a process 
that allegedly represent the views of the “community”. However, the true impact of 
flagging on content moderation is far more ambiguous. Beyond its strategic use by 
political activists for censoring opponents (Badouard, 2020) or digital vigilantism 
(Loveluck, 2016), a 2015 study highlighted that on pre-Musk Twitter/X, nearly 50% 
of reports constituted abusive flagging (Matias et al., 2015). Similarly, YouTube's 
reports on NetzDG enforcement in Germany showed that out of over 190,000 re-
ports made in the first half of 2023 concerning law enforcement, only slightly 
more than 30,000 resulted in content removal (approximately 16%). In the face of 
widespread automated moderation tools (Gorwa, Binns, & Katzenbach, 2020; 
Badouard, 2021) flagging ultimately represents only a small portion of moderation 
actions undertaken by platforms. Ultimately, flagging proves to be more of a cus-
tomer relations service (Gillespie, 2018), allowing users to express dissatisfaction 
through a dedicated mechanism, than an effective moderation tool. 

To address concern on the efficiency and legitimacy of flagging, platforms and 
states have promoted "superflagger" systems, offering specific reporting channels 
to third-party organisations to prioritise their claims over other members (Gille-
spie, 2017). This system has been reinforced by the implementation of the Digital 
Services Act, whose Article 22 has provisioned to extend and institutionalise this 
cooperation mechanism with the formal designation of "trusted flaggers" whose 
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notifications must be treated with priority by the platform. In practice, however, 
priority flagging mechanisms demonstrate several limitations. Beyond the volun-
tary and potentially traumatic work provided by these partnerships (Gillespie, 
2018), the partner selection process remains opaque and entirely controlled by 
platforms or public authorities. CSOs are confined to a specific role from which 
they cannot extricate themselves, as highlighted in Barthélémy Michalon's article 
in this issue (Michalon, 2025). Worse still, these mechanisms can be subverted by 
states or the platforms themselves. In this issue, Jacob van de Kerkhof (van de 
Kerkhof, 2025) demonstrates how institutions could access trusted flagger mecha-
nisms to censor "lawful but awful" content, thereby circumventing national laws by 
removing content that is not illegal but contravenes platform publication stan-
dards, which are generally more restrictive than laws. The Digital Services Act 
brings transparency to the recruitment process by imposing selection criteria for 
trusted flaggers, such as expertise, independence, diligence, objectivity, and accu-
racy. However, many questions remain about how to evaluate these criteria in prac-
tice and the effective contribution of trusted flaggers: who will flag the trusted 
flaggers’ abuses? Besides, as selection procedures are not harmonised at the Euro-
pean level, platforms retain great control over this process. 

In a paper that was just published in this journal, Elizabeth Farries and Eugenia 
Siapera place the powerlessness of civil society within a broader neoliberal para-
digm (Siapera & Farries, 2025). Delegating functions to third-party organisations 
does not necessarily mean delegating power to them, and the forms of multistake-
holderism they study in the broader field of digital rights result in a strengthening 
of the power of platforms and public authorities. In this issue, Beatriz Kira also ac-
knowledges the relative failure of participatory co-governance approaches so far, 
and calls for the establishment of hybrid regulatory systems (Kira, 2025). Within 
these systems, civil society organisations would engage alongside rather than for 
platforms, under the supervision of public authorities. The role of these authorities 
would be to ensure a real empowerment of CSOs and the transparency of partner-
ships with platforms. 

Expertise 

Given the complexity of socio-technical arrangements informing the global func-
tioning of the internet and the web, expertise is a key asset in the implementation 
and evaluation of content regulation mechanisms, and internet governance in gen-
eral (An & Yoo, 2019; Mărcuţ, 2020). Experts have been associated at various 
stages of the policy-making process, especially at the EU level, from issue framing 
to enforcement. For example, the European Commission set up a high-level group 
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of experts as early as June 2018 to advise on policy initiatives to counter fake 
news and disinformation online. The Commission also promotes shared responsi-
bility for the audit of platforms and the enforcement of new policies through the 
provision of expansive access to data for researchers. These mechanisms mirror 
more broadly the increased resort to expertise in risk regulation and policymaking, 
in domains as different as finance, pharmaceuticals, nuclear energy, immigration, 
etc. (e.g. Boswell, 2008; Demortain, 2023; Christensen, 2021). These works show 
that expertise is increasingly embedded in audit and risk-assessment practices. 
With regard to content regulation, expertise refers to various forms of knowledge, 
from legal analysis to design and computer science. It is thus a hybrid science used 
in regulation to establish the risks and benefits associated with content circulation 
and moderation, a form of knowledge produced by various social groups, stem-
ming either from the academic field, corporate or non-profit organisations. Al-
though most scholars engaged in policy-making and regulation embrace ideals of 
objectivity, transparency and evidence-based decision-making, the study of exper-
tise production in content governance is deeply connected with the risk of “regula-
tory capture” (Stigler, 1971; Carpenter & Moss, 2014). With information asymme-
tries to the benefit of platforms and revolving door between expert groups and 
corporate laboratories, the autonomy of expertise has often been questioned and 
knowledge production has become a new battleground between private, public 
and independent experts for the governance of speech and information online. 

In this issue, the mechanism of regulatory capture through science is notably high-
lighted by the contribution of Kateryna Chystoforova and Urban Reviglio (Chysto-
forova & Reviglio, 2025): they study the framework of partnerships with experts 
mobilised to combat disinformation at the European level, and emphasise how the 
work of these experts is constrained by a number of external factors, such as the 
selection process (which is controlled by platforms and public authorities), the da-
ta provided (which shapes the production of results), and finally the consideration 
of expert findings (as experts have no power over how their findings are translated 
into policies). The expert groups themselves can also be infiltrated by platform 
companies that send data scientists or lawyers to act as lobbyists in expert groups. 
The mechanisms of "soft corruption," well-documented in other areas of lobbying, 
remain underexplored in the context of expertise related to platform governance, 
as Chystoforova and Reviglio point out, calling for greater transparency in the ex-
pert selection and contribution processes. 

In light of this situation, experts may seek to transcend the confines of partner-
ships to assert their independence. Barthélémy Michalon, in this issue, illustrates 
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how CSOs engaged in partnerships with the European Commission to audit codes 
of conduct established by private actors, are gradually emancipating themselves 
from the roles assigned to them in order to produce an independent evaluation 
(Michalon, 2025). By creating their own spaces of exchanges where they share 
their expertise and by relying on support from their members and the general 
public, they are better positioned to influence the Commission's decisions, even 
though their role remains limited to evaluating a posteriori the code of conduct 
rather than defining new standards in this area. 

Critique and norm-setting 

Finally, civil society organisations play a vital role to enhance corporate account-
ability. They have a watchdog function through their advocacy, research, and inves-
tigations into platform practices (Gorwa, 2019). From individual whistleblowers – 
such as Frances Haugen disclosing the Facebook Files – to collective reports by 
academics, civil society groups have put forth the shortcomings of current content 
regulation regimes, their biases and potential chilling effect. Several examples are 
to be found in the literature, from breastfeeding movements in the US and more 
broadly the representation of nudity (Myers-West, 2017; Gillespie, 2018; Sybert, 
2022), child safety associations (Gorwa, 2014), to LGBTQ communities and ethnic 
minorities (Nakamura, 2015; Grison et al., 2023), of activists who exposed and crit-
icised potential dangers, discriminations and visibility reduction associated with 
social media moderation (or lack of). Creators and tiered industry actors – such as 
advertisers (Griffin, 2023a) – have also campaigned, more or less effectively, to 
push platform operators to be more active in their fight against hate online, by 
modifying their moderation policies as well as their content monetisation strate-
gies. 

The power of civil society in this domain stems from its ability to mobilise citizens 
and attract media attention to exert pressure on platforms from the outside. The 
contribution of CSOs in this area is recognised and sometimes pushes platforms or 
public authorities to develop their own strategies to circumvent or instrumentalise 
this power. In the realm of "brand safety," as previously mentioned, Steph Hill ex-
amines in this issue the Stop Hate for Profit campaign, which rallied advertisers to 
pressure Facebook into demonetising pages and groups identified as promoting 
hate speech (Hill, 2025). While the campaign's organisers declare it a success, no-
tably achieving a civil rights audit of the platform and encouraging the "deplat-
forming" of alt-right movements, Facebook also established a partnership with a 
competing organisation, the Global Alliance for Responsible Media. According to 
Hill, this alternate partnership served as a shield for Facebook to avoid complying 
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with the more radical demands of the Stop Hate for Profit campaign. In this con-
text, the partnership also acts as a means to defuse the mobilising strength of civil 
society by limiting the potential impacts that broader campaigns could have on 
public opinion. 

The interplay between mobilisation actions and their impact on public opinion is 
thus central to assess the power of civil society. Social campaigns have indeed 
contributed to a “moral panic” (Cohen, 1972), as well as the emergence and recog-
nition of new public issues regarding the protection of speech and the quality of 
information online. As an early case of content regulation debate, during the 
“copyright wars” (Patry, 2009) of the early 2000s, civil society organisations, no-
tably from the tech community, have developed a new repertoire of action to fight 
the reinforcement of intellectual property online (Breindl & Briatte, 2013). More 
recently, the activism of civil society - such as child safety associations or civil 
rights organisations - has been key in building a new political demand for regula-
tory change in most western countries, and in sustaining the legitimacy of govern-
ment intervention in this domain. After a decade of celebrating the democratic 
virtues, emancipatory effects and socio-economic gains associated with the inter-
net, social movements contribute to a new critique of digital capitalism (Alexandre 
et al., 2022), assessing its impact on democratic values and human rights. Regard-
ing new institutional arrangements, digital activists have also expressed concerns 
about the check and balances between private and public power. More generally, 
they often discuss and criticise the role of governments in promoting new forms of 
private censorship, in the name of the fight against terrorism or in order to protect 
intellectual property rights (see Quadrature du net, 2020; EFF, 2018). 

As an address to these governance issues surrounding the free flow of information 
and the safeguard of the freedom of expression, civil society organisations put 
forth sets of principles to spur public discussion and affect the governance land-
scape. For example, in 2014 and 2015, a group of digital rights organisations de-
veloped the ‘Manila Principles on Intermediary Liability’, which recognises that in-
termediaries (internet service providers (ISPs), social networks, and hosting plat-
forms) should not have legal liability over third-party content, and that content re-
striction requests should be transparent and respect due process. In 2018, a small 
group of civil society organisations and researchers, including the EFF, proposed 
the ‘Santa Clara Principles for Content Moderation’ (SCPs), advocating for specific 
recommendations on how companies should meet basic best practices for appeals, 
user notice, and transparency in their moderation processes. Through advocacy 
coalitions and their participation in large forums about the fight against hate 
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speech and disinformation, civil society organisations thus try to influence the 
norms and play their part in the definition of new regulatory arrangements. 

In this special issue, several contributions illustrate how users or civil society or-
ganisations engage in these normative activities. In his opinion piece, Alex 
Rochefort recounts the work carried out by the organisation Ranking Digital 
Rights, which produces its own indicators of platforms' respect for human rights 
(Rochefort, 2025). The organisation's work thus offers open standards and data for 
evaluating platform behaviours in this area, following a logic of "statactivism" 
(Bruno, Didier, & Prévieux, 2014), in order to objectify a public problem and pro-
duce "the authority of facts." Lisa Schirch, for her part, reports on the activism at 
work in the field of ethical design, where designers concerned with developing 
technologies that respect users' attention and rights share applications and soft-
ware to demonstrate that an alternative design, described as "pro-social," is possi-
ble on the internet (Schirch, 2025). Through app stores and other sharing spaces 
between designers, these activists contribute to the establishment and circulation 
of new design standards. At the intersection of these two approaches (digital 
rights and platform design), Nicola Palladino, Denis Redeker, and Edoardo Celeste 
examine the work of transnational advocacy networks (TANs) in the field of the 
digital "constitutionalisation" of content regulation (Palladino et al., 2025). By 
studying charters and declarations of rights in the domain of moderation, they 
demonstrate how these TANs contribute to the emergence of a set of normative 
values on how social media platforms ought to be governed, and how, through 
their practices of information sharing and exchange of best practices, they can fa-
cilitate the development of global standards for digital governance. 

The creative power of civil society 

Last but not least, one of the major strengths of civil society in online content gov-
ernance is its ability to provide alternative solutions to commercial platforms and 
their moderation models. Regarding this aspect, we are witnessing a revival of in-
terest among researchers for socio-historical approaches that study moderation 
practices that pre-existed the emergence of large commercial platforms in the 
2000s, to inform current debates on content regulation (Zuckerman & Rajendra-
Nicolucci, 2023). In these studies based on historical material one of the primary 
sources of inspiration pertains to the decentralised model of moderation in online 
forums. More generally, a significant portion of academic debate deals with decen-
tralised architectures as a way to provide alternative moderation models (Bodó et 
al., 2021; Musiani & Ermoshina, 2022), particularly through case studies examin-
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ing platforms such as Mastodon or BlueSky. The platforms of the Fediverse, of 
which Mastodon is the main representative, propose for instance a model wherein 
independent communities, each with their own moderation rules, federate with 
one another to create a larger public sphere of information sharing and debating. 
Within this space, internet users circulate and decide which types of content they 
wish to be exposed to. This model has the merit of combining community self-
management with user decision-making power (through customisation), as demon-
strated by Ksenia Ermoshina and Francesca Musiani, as well as Charlotte Spencer-
Smith and Tales Tomaz, in this issue (Ermoshina & Musiani, 2025; Spencer-Smith 
& Tomaz, 2025). Beyond the power delegated to users, the decentralised model al-
so has the collateral effect of making users aware of their belonging to the com-
munity and of the challenges of content governance (Mansoux & Roscam, 2020). 

Yet, the decentralised model also exhibits a number of limitations. A significant 
challenge for decentralised social networks is the question of scalability. In this is-
sue, Charlotte Spencer-Smith and Tales Tomaz demonstrate the difficulties en-
countered by moderators of Mastodon instances in coping with the arrival of new 
users following Elon Musk's acquisition of Twitter (Spencer-Smith & Tomaz, 2025). 
These difficulties are attributed not only to a lack of resources, time, or qualifica-
tion but also to the cultural codes of newcomers (whether geographical - between 
global north and global south - or sociological codes), which often diverge from 
those of decentralised social network pioneers. The result is a conflict of norms, 
which engenders inclusivity challenges on these networks and renders the appli-
cation of such a model improbable at the scale of large commercial platforms. 

To move beyond naive or idealised visions of decentralisation, as the authors of 
this issue invite us to do, a more productive avenue may be to consider how cen-
tralised and decentralised models can interact within the same platform, applica-
tion or network of websites. This articulation can be conceptualised in both "hori-
zontal" and "vertical" ways (Jhaver et al., 2023): horizontal, in the sense of how de-
centralised networked communities can also benefit from centralised resources, 
particularly in the domain of moderation (automated detection tools, user reg-
istries, etc.). Vertical, in terms of how communities interact with higher levels of 
authority, as it is already the case within numerous platforms such as Reddit, 
Twitch or YouTube. Smaller communities on these platforms enjoy the power of 
self-regulation, establishing their own publication rules and their enforcement, 
while adhering to a common set of norms shared by all communities, the imple-
mentation of which is guaranteed by the platform. This interweaving of gover-
nance scales and tools, for which various degrees and conditions of autonomy 
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must be considered, outlines promising alternative moderation approaches, as evi-
denced by several articles in this issue. 

The case of Twitch, studied by Nathan Ferret, is representative of this interweaving 
of governance scales, as the platform combines the centralisation of common rules 
and moderation tools with the distribution of moderation responsibility to partici-
pative self-managed channels (Ferret, 2025). Beyond the articulation of scales, 
Ferret focuses on those who perform moderation. Factors of engagement in mod-
eration activities have generally been apprehended through a psychological lens 
(Bateman et al., 2021) linking involvement in moderation activity to attachment to 
a channel, a sense of obligation or reciprocity towards the community, or social 
recognition and symbolic retribution. Ferret rather demonstrates that these analy-
ses underestimate the socialisation processes within these communities, partly de-
termined by socio-demographic factors, such as the fact of finding oneself with 
peers who resemble us and with whom we share daily experiences. 

Intermediate levels of governance can also protest against top-down modes of 
regulation entailing new forms of online discrimination. Internet users, and no-
tably influencers, who often act as moderators at intermediate levels, can turn into 
norm entrepreneurs, as shown by Blake Hallinan, CJ Reynolds, Yehonatan Kuper-
berg, and Omer Rothenstein in this issue, through the case of "react videos." (Halli-
nan et al., 2025) On YouTube, content producers with high visibility question the 
platform's moderation policies and raise awareness within their community on po-
tential discrimination or moderation abuse, effectively generating a form of "user-
generated accountability" (Reynolds & Hallinan, 2024). Hallinan and colleagues 
describe these practices as "informal and cultural modes of platform governance". 
Although their direct influence on platform policies is difficult to assess, such prac-
tices tend to increase collective knowledge of moderation mechanisms and 
strengthen public scrutiny of moderators' work. Such community dynamics have 
been observed in the past among certain ethnic, religious, or gender minorities 
groups who mobilised against what they perceive as a form of discriminatory cen-
sorship by platforms (Nakamura, 2015; Grison et al., 2023). These mobilisations in-
corporate a productive dimension, where community members engage in evalua-
tion and audit activities of moderation policies and develop technologies to fuel 
common knowledge and allow vulnerable users to extricate themselves from the 
power of platforms. Generally speaking, practices of "algorithmic resistance," even 
if not related to moderation, are based on the collective production of indepen-
dent expertise (Bonini & Treré, 2024). However, this counter-power and the dis-
semination of independent practices remains directly linked to the visibility and 
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technical resources that are owned by or lacking to groups of users. 

Producing alternative spaces for information and debate is therefore not only 
about building innovative technologies to be implemented in large commercial 
platforms. It is also about (re)shaping the social network ecosystem, the power re-
lations that structure it, and the actors who animate it, towards the common good 
and general interest. This reorientation of the platform ecosystem can be achieved 
through more comprehensive regulation of the economic markets in which plat-
forms operate (Griffin, 2023b), as well as through the creation of public service 
platforms. In Asia, the United States, and Europe, organisations and citizens are as-
sociating around the promotion of "digital public infrastructures" (Zuckerman, 
2020). These infrastructures lean on a combination of technical protocols, design 
and political institutions, that inform the development of not-for-profit exchange 
spaces with a more transparent and participatory governance. For example, the 
Netherlands is developing the PubHub project, aiming to promote civic debate 
platforms on a national scale; the United States is experimenting with networked 
micro-spaces of conversation with Small Town; Taiwan is promoting participatory 
online governance engineering in the wake of Audrey Tang's activism; in France, 
the Conseil National du Numérique (National Digital Council) is campaigning for 
the promotion of communication protocols allowing unbundling and interoperabil-
ity of social network services, to prepare for the entry of online sociability into the 
era of artificial intelligence. This new generation of social networks, emerging on 
the margins of commercial web spaces, is driven by the dynamism and creativity of 
civil society organisations, which, in this domain as in others, remain the main en-
gine of social change. 

Conclusion 

This issue is structured around three main sections. The first encompasses four re-
search articles examining formal partnerships between public institutions and civil 
society, identifying their strengths and weaknesses through the cases of regulatory 
intermediaries (Beatriz Kira), Trusted Flaggers (Jacob van de Kerkhof; Bathélémy 
Michalon), and experts in the field of disinformation (Kateryna Chystoforova & Ur-
bano Reviglio). The second section focuses on various forms of activism adopted 
by users and civil society organisations (CSOs) to influence platform policies or 
produce alternatives. Notable case studies include react videos on YouTube (Blake 
Hallinan, CJ Reynolds, Yehonatan Kuperberg & Omer Rothenstein), campaigns in 
the domain of brand safety (Steph Hill), and the dynamics of constitutionalising 
content regulation (Nicola Palladino, Dennis Redeker & Edoardo Celeste). In addi-
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tion to these four articles, two opinion pieces are included, addressing the produc-
tion of independent assessments in the field of human rights compliance by plat-
forms (David Rochefort), and activism in the domain of ethical design (Lisa 
Schirch). The final section concentrates on users' own contributions to online con-
tent regulation, examining the cases of Twitch (Nathan Ferret), Mastodon (Char-
lotte Spencer-Smith & Tales Tomaz), and the governance of federated infrastruc-
tures (Ksenia Ermoshina & Francesca Musiani). 

The contributions to this special issue, in their diversity, invite us to rethink con-
tent regulation not merely as a technical or legal challenge but as a political and 
social project. While partnerships between platforms, civil society, and public au-
thorities have recently been strengthened, broadening the scope of contributions 
to the study of platform governance,these various frameworks also reveal persis-
tent power asymmetries among stakeholders, which constitute structural barriers 
to the true democratisation of content regulation. Civil society participation re-
mains constrained by the parameters set by platforms and public authorities, limit-
ing its impact on prevailing norms and practices. 

Nevertheless, the emergence of alternative models – whether federated technical 
infrastructures, collaborative moderation practices, or innovative governance struc-
tures – offers promising avenues for rethinking content regulation beyond the 
models promoted by commercial platforms. These alternatives underscore the cre-
ative and transformative role that civil society can play in redirecting digital 
spaces toward the public interest and the common good. 

Among the fruitful avenues for reflection suggested by this special issue is the fu-
ture exploration of hybrid models capable of combining centralisation and decen-
tralisation on a large scale, thereby reconciling efficiency and inclusion. Another 
promising direction involves examining how civil society actors can be integrated 
into moderation processes in countries of the Global South (Bouquillion et al., 
2024), as most field studies still focus on Northern contexts. Exploring cultural 
publication and moderation practices in these regions could shed new light on the 
global dynamics of the digital public sphere. 

This special issue thus serves as an invitation to explore new research directions, 
conduct more field studies, and move beyond existing conceptual frameworks to 
rethink the future of our information infrastructures and digital debate architec-
tures. 
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