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1. Introduction

A number of countries have adopted Inflation Targeting (IT) since the early 1990s in an attempt to reduce inflation to low levels. Since then, IT has been praised by most literature as a superior framework of monetary policy (Bernanke et al., 1999); and to quote a recent study, “The performance of inflation-targeting regimes has been quite good. Inflation-targeting countries seem to have significantly reduced both the rate of inflation and inflation expectations beyond which would likely have occurred in the absence of inflation targets” (Mishkin, 1999, p. 595).\(^1\) Reducing the rate of inflation and inflation expectations are only but two of the benefits of IT, which the proponents cite. Further advantages have been mentioned. The most important may be briefly summarized: IT solves the dynamic time-inconsistency problem (along with central bank “independence”); it reduces inflation variability and it can also stabilize output if applied “flexibly” (Svensson, 1997); it “locks in” expectations of low inflation which helps to contain the possible inflationary impact of macroeconomic shocks; and while a number of countries have adopted the IT strategy, there does not seem to be a country that having adopted IT, abandoned it subsequently.\(^2\)

Inflation targeting, as that term has become to be understood, involves rather more than just targeting the rate of inflation as an objective of economic policy. It is taken here to include the following: (i) the setting by government (normally) of a numerical target range for the rate of (price) inflation; (ii) the use of monetary policy as the key policy instrument to achieve the target, with monetary policy taking the form of interest rate adjustments; (iii) the operation of monetary policy in the hands of an “independent” Central Bank; (iv) monetary policy only concerned with the rate of inflation, and the possible effects of monetary policy on other policy objectives is ignored, or assumed to be non-existent, with the exception of short-term effects. We suggest that IT is a major policy prescription closely associated with the New Consensus Macroeconomics (NCM). In a separate study we assess NCM along with its economic policy prescriptions and conclude that there are serious problems with both (Arestis and Sawyer, 2002, 2003a, 2003b). This paper concentrates mainly on the IT aspects of the NCM. This is an exercise worth undertaking for two reasons. IT is an important theoretical and policy ingredient of NCM. Secondly, it has become a popular

\(^1\) Mishkin (1999, p. 595) is presumably using “quite good” in the American sense of “very good” rather than the British sense of “moderately good.”

\(^2\) One, of course, can argue that since the first country to have adopted it (New Zealand) only did so in 1990. It is, thus, too soon to declare the strategy as “quite good.” Especially so in the rather “serene” environment, which the 1990s decade enjoyed.
theoretical framework and policy tool; it has actually been adopted by a number of countries throughout the world (Fracasso et al., 2003, refer to “more than 20 countries”).

We begin by addressing the theoretical foundations of IT in the section immediately below. This is followed by an assessment of its theoretical foundations, where a number of aspects are discussed. We then turn our attention to an assessment of the empirical work on IT, where we distinguish the work that has been done utilizing structural macroeconomic models, and work based in single equation techniques. A final section summarizes the argument and concludes.

2. INFLATION TARGETING AND NEW CONSENSUS MACROECONOMICS

NCM can be described succinctly in the following three equations (see, for example, McCallum, 2001; Arestis and Sawyer, 2002):

\[ Y^e_t = a_0 + a_1 Y^e_{t-1} + a_2 E_t (Y^e_{t+1}) - a_3 [R_t - E_t (p_{t+1})] + s_1 \]

\[ p_t = b_1 Y^e_t + b_2 p_{t-1} + b_3 E_t (p_{t+1}) + s_2 \]

\[ R_t = (1 - c_3)[RR^* + E_t (p_{t+1}) + c_1 Y^e_{t-1} + c_2 (p_{t-1} - P^T)] + c_3 R_{t-1} \]

with \( b_2 + b_3 = 1 \), where \( Y^e \) is the output gap, \( R \) is nominal rate of interest, \( p \) is rate of inflation, \( P^T \) is inflation rate target, \( RR^* \) is the “equilibrium” real rate of interest, that is the rate of interest consistent with zero output gap which implies from equation (2), a constant rate of inflation, \( s_i \) (with \( i = 1, 2 \)) represents stochastic shocks, and \( E_t \) refers to expectations held at time \( t \). Equation (1) is the aggregate demand equation with the current output gap determined by past and expected future output gap and the real rate of interest. Equation (2) is a Phillips curve with inflation based on current output gap and past and future inflation. Equation (3) is a monetary-policy rule (defined by, for example, Svensson, 2003, p. 448, amongst others, as a “prescribed guide for monetary-policy conduct”), which replaces the old LM-curve. In this equation, the nominal interest rate is based on expected inflation, output gap, deviation of inflation from target (or “inflation gap”), and the “equilibrium” real rate of interest.\(^3\) The lagged interest rate represents interest rate “smoothing” undertaken by

\(^3\) In Taylor (1993) the original monetary-policy rule formulation was \( R_t = RR^* + d_1 Y^e_t + d_2 (p_t - P^*) \), where the symbols are as above, with the exception \( P^* \) which stands for the desired inflation rate, the coefficients are \( d_1 = 0.5 \) and \( d_2 = 1.5 \), \( P^* \) is 2 percent and the average short term real interest rate is 2 percent; so that \( RR^* \) is 4 percent. \( d_2 \) is required to be greater than one, the “Taylor Principle,” for unique equilibrium in sticky-price
the monetary authorities, which is thought as improving performance by introducing “history
dependence” (see, for example, Rotemberg and Woodford, 1997; Woodford, 1999). There
are three equations and three unknowns: output, interest rate and inflation.

This model has a number of additional, and relevant, characteristics. Equation (1)
resembles the traditional IS, but expenditure decisions are seen to be based on intertemporal
optimization of a utility function. There are both lagged adjustment and forward-looking
elements; the model allows for sticky prices (the lagged price level in the Phillips-curve
relationship) and full price flexibility in the long run. The term $\text{E}_t (p_{t+1})$ in equation (2) can
be seen to reflect central bank credibility. If a central bank can credibly signal its intention to
achieve and maintain low inflation, then expectations of inflation will be lowered and this
term indicates that it may possible to reduce current inflation at a significantly lower cost in
terms of output than otherwise. Equation (3), the operating rule, implies that “policy”
becomes a systematic adjustment to economic developments rather than an exogenous
process. It stipulates that the nominal rate of interest is the sum of the real interest rate and
expected inflation. As such, it incorporates a symmetric approach to inflation targeting.
Inflation above the target dictates higher interest rates to contain inflation, whereas inflation
below the target requires lower interest rates to stimulate the economy and increase inflation.
Equation (3) contains no stochastic shock, implying that monetary policy operates without
random shocks. The model as a whole contains the neutrality of money property, with
inflation determined by monetary policy (that is the rate of interest), and equilibrium values
of real variables are independent of the money supply. The final characteristic we wish to
highlight is that the stock of money has no role in the model; it is merely a “residual.” In the
simple model above, the stock of money makes no appearance: the addition of a demand for
money equation would serve to indicate the stock of money determined by the demand for

---

models (Taylor, 1999; Woodford, 2001). For a recent critique and further elaboration, as well as for a
discussion of rules of monetary policy and a suggestion for describing IT as a “forecast-targeting rule,” or
“forecast targeting” (with the Reserve Bank of New Zealand being cited as an example of this procedure), see
Svensson (2003). This is essentially what Blinder (1998) describes as “dynamic programming” and “proper
dynamic optimization.”

---

4 Variations on this theme could be used; for example, interest rate “smoothing” in equation (3) is often
ignored, as is the lagged output gap variable in equation (1) so that the focus is on the influence of expected
future output gap in this equation. It is also possible to add a fourth equation to (1) - (3) reported in the text.
This would relate the stock of money to “demand for money variables” such as income, prices and the rate of
interest, which would reinforce the endogenous money nature of this approach with the stock of money being
demand determined. Clearly, though, such an equation would be superfluous in that the stock of money thereby
determined is akin to a residual and does not feed back to affect other variables in the model. We have explored
this issue and others related to whether the stock of money retains any causal significance at some length in
Arestis and Sawyer (2003b).
money. We have discussed this latter issue extensively in Arestis and Sawyer (2003a, 2003b). This approach can be viewed as “new consensus” through its emphasis on a number of factors. The supply-side determined equilibrium level of unemployment (the “natural rate” or the non-accelerating inflation rate of unemployment, the NAIRU), its neglect of aggregate or effective demand and fiscal policy, as well as the elevation of monetary policy at the expense of fiscal policy, are the major factors.

We postulate that the economics of IT are firmly embedded in equations (1) to (3), especially equation (3). This third equation entails an important aspect for IT, namely the role of “expected inflation.” The inflation target itself and the forecasts of the central bank are thought of as providing a strong steer to the perception of expected inflation. The target and forecasts add an element of transparency seen as a paramount ingredient of IT. Consequently, inflation forecasting is a key element of IT; it can actually be thought of as the intermediate target of monetary policy in this framework (Svensson, 1997). The emphasis, however, on inflation forecasts entails a grave danger. This is due to the large margins of error in forecasting inflation, which can thereby damage the reputation and credibility of central banks. There can be a self-justifying element though to inflation forecasting insofar as inflation expectations build on forecasts, which then influence actual inflation. The centrality of inflation forecasts in the conduct of this type of monetary policy represents a major challenge to countries that pursue IT. Indeed, there is the question of the ability of a central bank to control inflation. Oil prices, exchange rate gyrations, wages and taxes, can have a large impact on inflation, and a central bank has no control over these factors. To the extent that the source of inflation is any of these factors, IT would have no impact whatsoever. Negative supply shocks are associated with rising inflation and falling output. A central bank pursuing IT would have to try to contain inflation, thereby deepening the recession. Even a central bank with both price stability (meaning low and stable inflation) and economic activity (meaning stabilizing output around potential output) objectives, would still behave in a similar fashion, simply because central banks are evaluated on their ability to meet inflation targets rather than output growth targets.

2.1 Main Features of Inflation Targeting
There are certain features that form the key aspects of IT, which are embedded in equations (1) to (3) above. We discuss these features in this section. Before we embark upon this analysis, though, it is worth making the comment that inevitably different writers would
emphasize different aspects of IT. We believe, however, that the features we summarize below is a set that most, if not all, of the proponents of IT would accept.

The key elements of IT may be summarized briefly as follows:

(i) IT is a monetary policy framework whereby public announcement of official inflation targets, or target ranges, is undertaken along with explicit acknowledgement that price stability, meaning low and stable inflation, is monetary policy’s primary long-term objective. Such a monetary policy framework, improves communication between the public, business and markets on the one hand, and policy-makers on the other hand, and provides discipline, accountability, transparency and flexibility in monetary policy. The focus is on price stability, along with three objectives: credibility (the framework should command trust); flexibility (the framework should allow monetary policy to react optimally to unanticipated shocks); and legitimacy (the framework should attract public and parliamentary support).

(ii) The objectives of the IT framework are achieved through the principle of “constrained discretion” (Bernanke and Mishkin, 1997, p. 104). This principle constrains monetary policy to achieve clear long-term and sustainable goals, but discretion is allowed to respond sensibly to unanticipated shocks. In this way, IT serves as a nominal anchor for monetary policy, thereby pinning down precisely what the commitment to price stability means. As such, monetary policy imposes discipline on the central bank and the government within a flexible policy framework. For example, even if monetary policy is used to address short-run

---

5 Inflation targeting in this policy framework is preferred to money supply targeting. This is due to the instability of the LM because of the unstable demand-for-money relationship (see, for example, HM Treasury, 2003). It can also be seen to target a final rather than intermediate objective. See, also, King (1997) who argues for the superiority of IT over a money-supply rule, in that it results in optimal short-run response to shocks, in a way that money-growth targeting does not. Svensson and Woodford (2003) demonstrate the conditions under which IT might achieve this goal.

6 Credibility is recognized as paramount in the conduct of monetary policy to avoid problems associated with time-inconsistency. The time-inconsistency problem may be briefly summarized. Central banks that pursue discretionary monetary policies with the specific objective of improving real economic activity (output or unemployment) in the short run, may very well cause inflation without any gains in economic activity in the long run (see, for example, Barro and Gordon, 1983). It is argued that a policy, which lacks credibility because of time inconsistency, is neither optimal nor feasible (Kydland and Prescott, 1977; Calvo, 1978; Barro and Gordon, 1983). The only credible policy is the one that leaves the authority no freedom to react to developments, and that even if aggregate demand policies have an impact on output in the short run, a policy of non-intervention is preferable on grounds of addressing the time inconsistency problem.

7 “Constrained discretion” is actually viewed as “middle ground” between “rules” and “discretion.” It is “an approach that allows monetary policymakers considerable leeway in responding to economic shocks, financial
stabilization objectives, the long-run inflation objective must not be compromised, thereby imposing consistency and rationality in policy choices (in doing so, monetary policy focuses public’s expectations and provides a reference point to judge short-run policies). Such an approach, it is argued, makes it less likely for deflation to occur. Indeed, “Targeting inflation rates of above zero, as all inflation targeters have done, makes periods of deflation less likely” (Mishkin, 2000, p. 5).

(iii) Monetary policy is taken as the main instrument of macroeconomic policy. The view is that it is a flexible instrument for achieving medium-term stabilization objectives, in that it can be adjusted quickly in response to macroeconomic developments. Indeed, monetary policy is the most direct determinant of inflation, so much so that in the long run the inflation rate is the only macroeconomic variable that monetary policy can affect. Monetary policy cannot affect economic activity, for example output, employment etc., in the long run. The achievement of the long-run objective of price stability should take place at a minimum cost in terms of the output gap (deviation of actual from potential output) and deviations of inflation from target (HM Treasury, 2003).

(iv) Fiscal policy is no longer viewed as a powerful macroeconomic instrument (in any case it is hostage to the slow and uncertain legislative process). It has a passive role to play in that the budget deficit position varies over the business cycle in the well-known manner. The budget (at least on current account) can and should be balanced over the course of the business cycle. An implication of this argument is that “Restraining the fiscal authorities from engaging in excessive deficits financing thus aligns fiscal policy with monetary policy and makes it easier for the monetary authorities to keep inflation under control” (Miskin, 2000, p. 2). In this way, “monetary policy moves first and dominates, forcing fiscal policy to align with monetary policy” (Mishkin, op. cit., p. 4).

(v) Monetary policy has, thus, been upgraded and fiscal policy has been downgraded. It is recognized that the budget position will vary over the course of the business cycle in a counter cyclical manner (that is deficit rising in downturn, surplus rising in upturn), which helps to dampen the scale of economic fluctuations (i.e. act as an “automatic” stabilizer). But disturbances, and other unforeseen developments. Importantly, however, this discretion of policy makers is constrained by a strong commitment to keeping inflation low and stable” (Bernanke, 2003a, p. 2).
these fluctuations in the budget position take place around a balanced budget on average over the cycle. Such a strong fiscal position, reinforces the credibility of the IT framework, thereby limiting the real costs to the economy of keeping inflation on target.

(vi) Monetary policy can be used to meet the objective of low rates of inflation (which are always desirable in this view, since low, and stable, rates of inflation are conducive to healthy growth rates). However, monetary policy should not be operated by politicians but by experts (whether banks, economists or others) in the form of an “independent” central bank. Indeed, those operating monetary policy should be more “conservative,” that is place greater weight on low inflation and less weight on the level of unemployment than the politicians (Rogoff, 1985). Politicians would be tempted to use monetary policy for short-term gain (lower unemployment) at the expense of long-term loss (higher inflation); this is the time-inconsistency problem to which we referred earlier (see footnote 3 above). An “independent” central bank would also have greater credibility in the financial markets and be seen to have a stronger commitment to low inflation than politicians do.

(vii) The level of economic activity fluctuates around a supply-side equilibrium. In the model outlined above this equilibrium corresponds to \( Y^g = 0 \) (and inflation is equal to target rate, and real interest rate is equal to \( RR^* \)). This can be alternatively expressed in terms of the non-accelerating inflation rate of unemployment (the NAIRU) such that unemployment below (above) the NAIRU would lead to higher (lower) rates of inflation. The NAIRU is a supply-side phenomenon closely related to the workings of the labor market. The source of domestic inflation (relative to the expected rate of inflation) is seen to arise from unemployment falling below the NAIRU, and inflation is postulated to accelerate if unemployment is held below the NAIRU. However, in the long run there is no trade-off between inflation and unemployment, and the economy has to operate (on average) at the NAIRU if accelerating inflation is to be avoided. In the long run, inflation is viewed as a monetary phenomenon in that the pace of inflation is aligned with the rate of interest.

---

8 It is important to distinguish between goal independence and instrument independence (Debelle and Fischer, 1994; Fischer, 1994). The argument is usually couched by the proponents in terms of goal dependence, that is it is more democratic for the government to set the goal of price stability, and for the central bank to pursue that goal by independently setting the instrument(s) of monetary policy (see, for example, Bernanke et al., 1999). Instrument independence is justified on two grounds; it resolves the problem of time-inconsistency and enables the central bank to be forward looking in view of the long and variable lags in monetary policy. There are of
Monetary policy is, thus, in the hands of central bankers. Control of the money supply is not an issue, essentially because of the instability of the demand for money that makes the impact of changes in the money supply a highly uncertain channel of influence.

(viii) The essence of Say’s Law holds, namely that the level of effective demand does not play an independent role in the (long run) determination of the level of economic activity, and adjusts to underpin the supply-side determined level of economic activity (which itself corresponds to the NAIRU). Shocks to the level of demand can be met by variations in the rate of interest to ensure that inflation does not develop (if unemployment falls below the NAIRU). The implication of this analysis is that there is a serious limit on monetary policy. This is that monetary policy cannot have permanent effects on the level of economic activity; it can only have temporary effects, which are serially correlated. This implies further that a change in monetary stance would have temporary effects, which will persist for a number of periods before they completely dissipate in price adjustments.

3. AN ASSESSMENT OF THE THEORETICAL FOUNDATIONS OF INFLATION TARGETING

In Arestis and Sawyer (2003e) we visited the issue of policy instrument assignment, thereby examining how to combine monetary and fiscal policy to achieve better outcomes than the one policy instrument of IT. We argued there that while monetary policy may very well be a flexible instrument in terms of stabilization objectives, whether it is the most significant determinant of inflation is a moot point. A related critical argument is that IT is an insufficient guide for monetary policy in view of balance-sheets disorders (Palley, 2003). These imbalances are more likely to occur in today’s environment of deregulated financial markets, essentially due to their ability to innovate. The imbalances thereby created are not expected to have immediate effects on inflation, but can have significant employment and output costs. These disorders are asset price and debt bubbles, which IT cannot cure. The implication being that additional policy measures are required; IT by itself cannot achieve the objectives assigned to it. Furthermore, IT can create moral hazard in asset markets (Palley, op. cit.). Monetary authorities pay little attention during the upturn, but are

course exceptions to this rule, as for example Rogoff (1985) who argues for both goal and instrument independence, and for the appointment of a “conservative” governor to run monetary policy.
compelled to protect asset values during the downturn. This reinforces the argument about asset price bubbles to which we have just referred.

Another important critique is that of the practice of undertaking monetary policy within the IT framework by committees. This critique has been taken up by Blinder (1998) who argues that committees “laboriously aggregate individual preferences … need to be led … tend to adopt compromise positions on difficult questions … tend to be inertial” (p. 20). Committee inertial behavior, in particular, may induce the awkward problem of “inducing the central bank to maintain its policy stance too long” thereby causing central banks “to overstay their stance” (Blinder op. cit., p. 20). This problem may be alleviated whenever there is a strong and powerful chairman of the monetary policy committee, but even then “a chairman who needs to build consensus may have to move more slowly than if he were acting alone” (Blinder, op. cit., p. 21).

It is evident from the model above that expectations on inflation are postulated to have a major influence on actual inflation (equation 2), and that interest rates will continue to be raised while inflation is above the target rate (equation 3). Inflation targeting (and indeed any policy towards inflation) can on this view bring down inflation more quickly (and maintain low inflation) if it can influence inflation expectations accordingly. It could be noted that the control of the money supply policies of the early 1980s was based on a similar premise. In other words, announcing tough money supply growth targets (below current rate of inflation), inflation expectations would come down, and actual inflation would then be tamed with little short-run effect on unemployment (and no long-run effect). On those occasions when that experiment was attempted (for example, UK, U.S. and even Germany), money supply targets were often missed, but more relevant to the argument here, inflation did not come down rapidly. Money supply targets did not seem to have had the intended consequences. IT may have been more successful on this score (for a recent support of this view, see Mishkin, 2002). The transparency and accountability aspects of IT which are thought to enhance credibility may have been helpful on this score (see, for example, Arestis et al, 2002). However, the problem with this argument is that even non-IT central banks have been equally successful in taming inflation; and these central banks have not attempted conspicuously to become more transparent and accountable. We take up this issue in section 5.2.

3.1 The Nominal Anchor
An important criticism is that adoption of a nominal anchor, such as an inflation target, does not leave much room for maneuver for output stabilization. As discussed above, this is viewed by most, though not all, proponents as possible in the short run (and not required in the long run since output returns to its equilibrium level). It is true, though, that there are supporters of IT who argue quite conspicuously that monetary policy should concentrate on both output and price fluctuations. Bernanke (2003b) follows Meyer (2001) in drawing the distinction between a hierarchical mandate, in which all objectives are subordinate to price stability, and dual mandate, where the economic activity and price stability objectives are adhered to equally. Both Bernanke (op. cit.) and Meyer (op. cit.) support the dual mandate; indeed, Bernanke suggests that “Formally, the dual mandate can be represented by a central bank loss function that includes both inflation and unemployment (or the output gap) symmetrically” (p. 10). Others argue that central bankers should not become “inflation nutters” (King, 2002). Mishkin (2000) is clear on the issue, “the objectives for a central bank in the context of a long-run strategy should not only include minimizing inflation fluctuations, but should also include minimizing output fluctuations” (p. 3). This is known as “flexible inflation targeting” (Svensson, 1999). Even when inflation is the only target, it is shown (Svensson, 1997; Rudebusch and Svensson, 1999) that it is optimal to respond to the determinants of the target variable, current inflation and the output gap, rather than to the target itself. This is so, since both inflation and output gap determine future inflation. More recently, Svensson (2003) argues for “forecast targeting” (see, also, footnote 3 above), which is meant as “a commitment to minimize a loss function over forecasts of the target variables” (p. 451). The loss function contains forecasts for both inflation and output gap as target variables. However, price stability is the overriding goal in the view of the IT proponents. When Mishkin (2000) refers to the experience of the U.S. Federal Reserve System, he argues the “lack of a clear mandate for price stability can lead to the time-inconsistency problem in which political pressure is put on the Fed to engage in expansionary policy to pursue short-run goals” (p. 8).

Bernanke (2003a) has actually argued that “in practice … this approach has allowed central banks to achieve better outcomes in terms of both inflation and unemployment, confounding the traditional view that policymakers must necessarily trade off between the important social goals of price stability and high employment” (p. 2).

Svensson (2003) identifies two problems with a general “forecast targeting.” The first is the extent to which the objectives of the central bank are well specified. For example, central banks do not specify directly a weight for the output-gap target as they should. The second problem is that such an approach may not be fully “optimal” in a forward-looking environment, although this problem “can potentially be solved by a commitment to a specific targeting rule” (Svensson, op. cit., p. 455).
Ultimately, though, proponents utilize the dual mandate notion in a specific way. For example, Bernanke (2003a) states the case in the following manner: “The essence of constrained discretion is the general role of a commitment to price stability. Not only does such a commitment enhance efficiency, employment, and economic growth in the long run, but--by providing an anchor for inflation expectations--it also improves the ability of central banks to stabilize the economy in the short run as well” (p. 10). So, output stabilization is a short-run possibility. However, Meyer (2001) takes a different view, which denies the long-run concern with only price stability. It is suggested that “this view is misleading in a couple of respects. First, monetary policymakers should be concerned about two long-run properties of the economy. One is price stability and the other is the variability of output around full employment. Policy has to be judged by its success in both dimensions. Second, policy is made in the short run, not the long run. The speed of return of output to its potential level is influenced by policy decisions and cannot be treated with indifference. It may just take too long and waste too many resources in the interim to rely on the self-equilibrating forces of the economy. Policymakers will therefore have to take into account, in practice, both objectives in their policy actions” (p. 8).

There is an important related issue, namely the desirability of low inflation within the context of the IT framework. It is generally assumed within the IT framework, that lower inflation is always more desirable than higher inflation, and that lower inflation can be achieved without any loss of output (as embedded in the framework of equations above). This should be judged against evidence provided by Ghosh and Phillips (1998), where a large panel set that covers IMF countries over the period 1960-96 is utilized, to conclude that “there are two important nonlinearities in the inflation-growth relationship. At very low inflation rates (around 2-3 percent a year, or lower), inflation and growth are positively correlated. Otherwise, inflation and growth are negatively correlated, but the relationship is convex, so that the decline in growth associated with an increase from 10 percent to 20 percent inflation is much larger than that associated with moving from 40 percent to 50 percent inflation” (p. 674). However, the point at which the nonlinearity changes from positive to negative is thought to deserve a great deal more research. The IT argument should also be judged in terms of statements like “there is an optimal rate of inflation, greater than zero. So ruthless pursuit of price stability harms economic growth and well-being. Research even questions whether targeting price stability reduces the trade-off between inflation and unemployment” (Stiglitz, 2003; see, also, Akerlof et al., 1996).
3.2 The Separation of Real And Monetary Factors

The points just made about the desirability of low inflation are closely linked with the view that there is a separation of real and monetary factors in the economy. The assignment can then be made: monetary policy to the nominal side of the economy, and specifically to inflation, and supply-side policies to address the real side of the economy (and often, though not an intrinsic part of IT, labor market policies to address problems of unemployment).

King (1997), now the Governor of the Bank of England, argues that “if one believes that, in the long-run, there is no trade-off between inflation and output then there is no point in using monetary policy to target output. .... [You only have to adhere to] the view that printing money cannot raise long-run productivity growth, in order to believe that inflation rather than output is the only sensible objective of monetary policy in the long-run” (p. 6).

The supply-side of the economy is often represented in terms of an unchanging supply-side equilibrium. For example, the “natural rate of unemployment” or the NAIRU is used to summarize the supply-side equilibrium, and the estimates provided of the “natural rate” or the NAIRU are often presented as a single (and hence implicitly unchanging) number. In the three equations above, the supply-side equilibrium is represented as a zero output gap. A less extreme view would be that the supply-side equilibrium may change over time but not in response to the demand side of the economy. Changes in labor market institutions and laws, for example, would be predicted to lead to changes in the supply-side equilibrium. In the context of IT, the significant question is whether interest rates through their effect on the level of aggregate demand have any lasting impact on the supply side of the economy.

It can first be noted that the estimates of the NAIRU (or equivalent) do often vary over time. Gordon (1997) has, for example, provided estimates of a time-varying “natural rate of unemployment” drawn from evidence on the relationship between price inflation and the rate of unemployment. The OECD produces estimates of the non-accelerating wage rate of unemployment (NAWRU) on a bi-annual basis. Estimates of the NAWRU for a range of countries at ten-year intervals are given in Table 1. This table provides evidence that the
estimated NAWRU varies over time and differs substantially across countries. It does not, of course, tell us the factors, which have lead to these changes.\footnote{11}

The component of aggregate demand, which is likely to be the most interest sensitive, is investment expenditure. This is supported by the results of the simulations of the effects of interest rate policy to which reference is made below in which the effect of interest rate change on investment is larger than the effects on other components of demand. The IT framework is concerned with the effects of interest rate on aggregate demand, and thereby on the rate of inflation. But, it is, of course, the case that investment impacts on the time path of the capital stock, and hence on the future supply-side position. For monetary policy to have no lasting supply side effects, it would have to be assumed that the real rate of interest averaged out at the equilibrium rate, and that the effects of interest rates (relative to the equilibrium rate) were symmetrical. Even then there would be effects on investment, which would last for some time (e.g. perhaps 20 years, depending on the life of the capital stock). But this would imply that the reduction of inflation through deflationary monetary policy and higher interest rates would have a long-lasting effect on the capital stock.

3.3 The Causes of Inflation

This “new consensus” focuses on the role of monetary policy (in the form of interest rates) to control demand inflation, and not cost inflation, as is evident from equation (2). As Gordon (1997) remarked (though not in the context of this “new consensus”), “in the long run inflation is always and everywhere an excess nominal GDP phenomenon. Supply shocks will come and go. What remains to sustain long-run inflation is steady growth of nominal GDP in excess of the growth of natural or potential real output” (p. 17). The position taken by IT on cost inflation is that it should either be accommodated, or that supply shocks come and go--and on average are zero and do not affect the rate of inflation (see, for example, Clarida, Gali and Gertler, 1999). The significance of the IT on this score is that it strongly suggests that inflation can be tamed through interest rate policy (using demand deflation). In addition, there is an equilibrium rate (or “natural rate”), which is feasible, and can balance aggregate demand and aggregate supply and lead to a zero gap between actual and capacity output.

\footnote{11 It should also be noted that these are estimates of the NAWRU, which come from the econometric estimation of a model of the economy, and hence the estimates are reliant on the model used.}
In the context of the working of monetary policy, this view of inflation, namely that it is caused by demand factors, raises three issues. The first is the question of how effective monetary policy is in influencing aggregate demand and thereby inflation. The evidence, surveyed in Arestis and Sawyer (2002) and further discussed below, suggests that it is rather ineffectual. Second, if inflation is a “demand phenomenon,” and not a cost phenomenon, as reflected in the Phillips curve of equation (2), then the question arises as to whether monetary policy is the most effective (or least ineffective) way of influencing aggregate demand. In Arestis and Sawyer (2002), we concluded that it is not, and suggested that fiscal policy is a clear alternative policy instrument. Third, there is the question of whether the possibility of sustained cost-push and other non-demand related inflation can be as lightly dismissed as the “new consensus” appears to do. The version of the Phillips curve which appears as equation (2), is a (heavily) reduced form that does not explicitly consider wages, material costs and imported prices. A sustained money wage push makes no appearance in equation (2) and it would appear that there is no explicit representation of such pressures. An increase in, for example, wage aspirations on the part of workers or pressure for higher profit margins are not incorporated, though it could be argued that they would be reflected in the stochastic term.

This may be acceptable if pressures for higher wages and profit margins varied in a stochastic fashion over time (and averaged to zero). But even a sequence of time periods in which wage or profit margin pressures were positive, reflected in positive stochastic terms in equation (2), would have long lasting effects as one period’s inflation feeds through to subsequent periods inflation (through the lagged inflation term in equation 2). Similarly if expectations on inflation were to rise (for whatever reason), then inflation would rise according to equation (2), and subsequent inflation would also be higher than otherwise. In the event of a sustained increase in inflation (due to cost pressures, as would seem to have been the case during the 1970s), this could only be met, in this framework, by raising interest rates and grinding down inflation by low demand and high unemployment.

4. THE TRANSMISSION MECHANISM AND THE CONTROL OF INFLATION

The most interesting aspect of the IT model for the purposes of this paper is the mechanism whereby inflation is targeted. This is assumed to take place through equation (1) where interest rates, themselves determined by the operating policy rule as in equation (3), affect
aggregate demand and via equation (2) changes in the rate of inflation depend on aggregate demand. Then the strength, timing and predictability of the effects of changes in the rate of interest on aggregate demand become important questions. Higher (lower) interest rates tend to reduce (increase) aggregate demand, and lower (higher) aggregate demand is assumed to reduce (increase) the rate of inflation. The possibility that interest rates are regarded as a cost (by firms), thereby leading to higher prices, is not mentioned. This simple model refers to a single interest rate, and the feed through of the central bank interest rate onto long-term interest rates is an issue. Furthermore, and as one of the former chairmen of the Board of Governors of the Federal Reserve System has recently argued, since the early 1980s this “new” approach to monetary policy “relies upon direct influence on the short-term interest rate and a much more fluid market situation that allows policy to be transmitted through the markets by some mysterious or maybe not so mysterious process” (Volcker, 2002, p. 9). This mysterious, and not so mysterious, process we have dealt with in a separate study (Arestis and Sawyer, 2002), and here we can only summarize the argument.

There are to begin with, the channels traditionally identified in the literature: the interest rate channel; the wealth effect channel; the exchange rate channel (although this particular channel may not be as traditional as claimed); and what has been termed the monetarist channel (but which is not the direct impact of the stock of money). Two further channels have been identified more recently: these two are essentially a credit channel normally discussed as comprising two channels: the narrow credit channel (sometimes referred to as the balance sheet channel), and the broad credit channel.

We discuss the six channels briefly. The two credit channels, the narrow credit channel and the broad credit channel, are distinct but complementary ways whereby imperfections in financial markets might affect real magnitudes in the economy. They are concerned with how changes in the financial positions of lenders and borrowers can affect aggregate demand in the economy, on the assumption of credit market frictions. The narrow credit channel (also labelled as bank lending channel; see Hall, 2001) concentrates on the role of banks as lenders (Roosa, 1951; Bernanke and Blinder, 1988). Banks rely heavily on demand deposits subjected to reserve requirements as an important source of funding economic activity. When there is a change in total reserves as a result of changes in monetary policy, bank reserves would be affected, thereby affecting their supply of loans to the private sector. Given that a significant number of firms and households depend on bank lending, ultimately aggregate demand and inflation would be affected.
The *broad credit channel* (also labelled as *balance sheet channel*; see Hall, 2001) describes how the financial health of borrowers can affect the supply of finance and ultimately aggregate demand (Bernanke and Gertler, 1989; 1999; Bernanke et. al. 1999). This channel relies heavily on an imperfect information assumption in terms of the supply of external finance to firms. This is that lenders charge borrowers a premium to cover monitoring costs; and it is the firm’s financial position that determines their external finance premium. So that low (high) gearing, i.e. high (low) internal finance, implies small (large) external finance premium. Two important implications follow: the first is that there is a role for corporate cash flows. A policy-induced increase (decrease) in the rate of interest raises (lowers) the firm’s gearing ratio, i.e. the proportion of a given investment that must be financed from external funds, thereby increasing (decreasing) the required premium to cover monitoring costs. The second implication is that asset prices play an important role as they determine the value of collateral that bank customers (firms and consumers) can use to support loan applications. In the presence of information asymmetries, agency costs and other credit market frictions, collateral values are paramount. As the value of the collateral declines, say because of falling asset prices, due to higher policy-induced interest rates, the borrower premium increases. Consequently, the impact on investment and consumption can be significant as a result of this “financial accelerator” effect. *Mutatis mutandis* in the case where the value of collateral increases. Changes in asset prices are important in the case of the *wealth effect channel* too. The mechanism in this case works via consumer expenditure where the consumption function is hypothesized to depend on consumer wealth. Policy-induced changes in interest rates affect the value of asset prices and thereby the real value of consumer wealth. This in its turn leads to changes in consumer expenditure.

We may take next the *interest rate channel* and the *monetarist channel* together. These two channels depend heavily on the assumption made about the degree of substitutability between money and other assets. If this degree is very high between money and financial assets, particularly short-term liquid assets, then changes in the money supply will have significant effects on interest rates. Given some degree of price stickiness, real interest rates and the user cost of capital would also be affected. To the extent that the components of aggregate demand are interest rate sensitive, then policy-induced changes in interest rates would have a significant impact on the level and pace of economic activity. This channel may also include “availability” effects. Financial institutions may decide not to adjust their interest rates in response to a change in the central bank interest rate, but rather
to apply some form of credit rationing (Stiglitz and Weiss, 1981). In this channel, therefore, interest rates provide more information than money supply changes. Monetary policy can be undertaken with greater certainty by acting directly to influence and control interest rates than by seeking to control the money supply. Monetary authorities have to provide, however, as much monetary base as it takes to achieve their target interest rate. If, by contrast, the degree of substitutability between money and a wide range of assets, including real assets, is high, then the impact of money supply changes would crucially depend on relative price changes. This monetarist channel, therefore, works through relative asset price changes. Interest rate changes do not play a special role, other than as one of many relative price changes. Since the effect of monetary policy is on relative “real” rates, it is pointless looking at the rate of interest to represent the thrust of monetary policy. Monetary policy should, thus, set the money supply and let interest rates become the endogenous magnitude. It is relative asset prices that can have an impact on aggregate demand.

The sixth channel of the impact of monetary policy is the exchange rate channel. It links monetary policy to inflation via two routes. The first is via total demand and works through the uncovered interest rate parity condition. The latter relates interest rate differentials to expected exchange rate movements. Policy-induced changes in domestic interest rates relative to foreign interest rates, would affect the exchange rate and this would lead to balance-of-payments changes. The overall level of aggregate demand would be thereby affected, influencing the inflation rate. The second route works through import prices. Changes in the exchange rate affect import prices directly, and these influence the inflation rate.

In view of this analysis, it is important to examine the quantitative impact of changes in the rate of interest on both the level of economic activity and the rate of inflation, in an attempt to verify, or otherwise, the channels through which monetary policy works. We take up this issue in what follows.

5. EMPIRICAL ASPECTS OF INFLATION TARGETING

We rely on two types of evidence in this assessment. We begin by looking at empirical evidence that is based on macroeconometric models, followed by evidence that emanates from the application of single equation techniques. We begin with the first.
5.1 Empirical Evidence Based on Macroeconometric Models

It is important to be able to assess quantitatively the effects of monetary policy, within the six channels discussed. This, however, is not possible for a number of reasons. The channels of monetary transmission are not mutually exclusive, in that the overall response of the economy to changes in monetary policy incorporates the combined effects of all the channels. This concurrent operation of multiple channels entails an important challenge, namely that it becomes very difficult to assess the strength and contribution of the individual channels to the overall impact of monetary policy on the inflation rate. A further and related problem is that of isolating the change in the strength and importance of the channels of monetary transmission through time. The evolutionary nature of these changes and that many of the structural changes occur concurrently, are additional problems. The most serious difficulty in this context is the fact that these changes and any of their effects on the transmission mechanism take relatively long periods to become evident. All in all, the aspects we have just discussed clearly imply that the link between monetary policy and the real economy changes over time (see Kuttner and Mosser, 2002, especially pp. 17-18).

Evidence that the monetary transmission itself has changed, has been provided by Boivin and Giannoni (2002a), using VARs in the case of the U.S. for the period 1960 to 2001, and by Boivin and Giannoni (2002b) where a small-scale structural model is employed. An additional, and as serious a challenge, is that of simultaneity. Central banks normally relax policy in the wake of weaknesses in the economy and tighten policy when there are strengths in the economy. Put it in another way, “how is it possible to isolate the effect of interest rates on economic conditions when interest rates are themselves a function of economic conditions” (Kuttner and Mosser, 2002, p. 23). This potentially endogenous response of policy to economic conditions is another serious impediment to any attempt to identify and isolate the effects of the different monetary transmission channels. It is paramount to bear in mind these observations in the attempt to assess the quantitative effects of monetary policy.12

Given the observations just made, in Arestis and Sawyer (2002) we attempted to gauge quantitatively the strength of interest rate changes through dynamic simulations in the case of three macroeconometric models currently used in official economic policy making. These are the macroeconometric models of the European Central Bank, the Bank of England

---

12 See Federal Reserve Bank of New York (2002) for more details on the problems and issues discussed in the text.

The conclusions we draw from this exercise are along the following lines (full details are provided in Arestis and Sawyer, 2002). First, (at least within the context of the macroeconometric models) there are constraints to a permanent change in the rate of interest. We would see the effect of interest rate on the exchange rate (when interest rate parity is assumed) as being a significant element in this (in that an interest differential between the domestic interest rate and foreign interest rate leads to a continual change in the exchange rate). However, we remain skeptical of the empirical validity of that link. This is so in view of the difficulty that exchange rate movements have proved near impossible to model satisfactorily. The theory indicates a close relationship between interest rate differentials and expected exchange rate movements which would severely limit variations in interest rates. However, the model does not seem to work empirically. In fact, it is true to say that exchange rate variations have proved notoriously difficult to model, regardless of the theoretical framework one might adopt. Second, and this is clear in the case of the euro area models, when interest rates have an effect on aggregate demand this comes through from substantial changes in the rate of investment. This means that interest rate variations can have long lasting effects, in that the effects on investment will lead to changes in the size of the capital stock. Third, the effects of interest rate changes on the rate of inflation are rather modest. A 1 percentage point change in interest rates is predicted to lead to a cumulative fall in the price level of 0.41 percent in one case and 0.76 percent in the other, after five years. The rate of inflation declines by a maximum of 0.21 percentage points.

We conclude from this brief excursion of the potential impact of interest rate changes that there is very little support of its most important tenet. Changes in the rate of interest are not expected to have the impact assigned to them by the theoretical propositions of the IT model. We next look at the evidence based on the application of the VAR technique.

5.2 Empirical Evidence Based on Single Equation Techniques

A number of studies have reviewed the empirical work undertaken on IT. This work uses single equation econometric techniques normally. The studies reviewed ask a number of questions with the most pertinent being the following: whether IT improves inflation performance and policy credibility, and whether the sacrifice ratio, i.e. the cost of lowering inflation, does not increase significantly over the period of IT implementation. In the mid-
1990s, Leiderman and Svensson (1995) reviewed the early experience with IT, with, however, rather limited number of observations. Later studies (Bernanke et al., 1999; Corbo et al., 2001, 2002; Clifton et al., 2001; Arestis et al., 2002; Johnson, 2002; Neumann and von Hagen, 2002) inevitably afforded longer periods and more data. A reasonably comprehensive review of the empirical literature on IT (Neumann and von Hagen, 2002), concludes in the same manner as the other studies before it had done. We may summarize these conclusions quite briefly. This evidence supports the contention that IT matters. Those countries which adopted IT, managed to reduce inflation to low levels and to curb inflation and interest rate volatility. Indeed, “Of all IT countries it is the United Kingdom that has performed best even though its target rate of inflation is higher than the inflation targets of most other countries” (Neumann and von Hagen, p. 144).  

The evidence, however, is marred by three weaknesses (Neumann and von Hagen, 2002): the first is that the empirical studies reviewed fail to produce convincing evidence that IT improves inflation performance and policy credibility, and lowers the sacrifice ratio. After all the environment of the 1990s was in general terms a stable economic environment, “a period friendly to price stability” (Neumann and von Hagen, 2002, p. 129). So that IT may have had little impact over what any sensible strategy could have achieved; indeed, non-IT countries also went through the same experience as IT countries (Cecchetti and Ehrmann, 2000). The second weakness is that despite the problem just raised, that of lack of convincing evidence, the proponents argue very strongly that non-adoption of IT puts at high risk the ability of a central bank to provide price stability (for example, Bernanke et al., 1999, “submit a plea” for the Fed to adopt it; also Alesina et al., 2001, make the bold statement that the European Central Bank could improve its monetary policy by adopting IT; both studies do not provide any supporting evidence, though). And yet, both the Fed and the European Central Bank remain highly skeptical (Gramlich, 2000, and Duisenberg, 2003, do not actually regard IT appropriate for the U.S. and the euro area, respectively). The third weakness refers to the argument that in a number of countries (for example, New Zealand, Canada and the UK) inflation had been “tamed” well before introducing IT (Mishkin and

---

13 Anecdotal evidence has also been propounded to make the IT case. Bernanke (2003b) suggests that “central banks that have switched to inflation targeting have generally been pleased with the results they have obtained. The strongest evidence on that score is that, thus far at least, none of the several dozen adopters of inflation targeting has abandoned this approach” (p. 1).
Posen, 1997). An argument that implies that the role of IT might simply be to “lock in” the gains from “taming” inflation, than actually being able to produce these gains.  

In the same paper, the authors produce further evidence, which enables them to conclude that IT has proved an effective “strategy” in the fight against inflation. This is based on the argument that whenever IT was adopted, countries experienced low inflation rates, along with reduced volatility of inflation and interest rates. However, the evidence produced by the same study cannot support the contention that IT is superior to money supply targeting (for example, the Bundesbank monetary targeting between 1974 and 1998), or to the Fed’s monetary policy in the 1980s and 1990s (which has pursued neither a monetary nor an inflation targeting policy. A further finding of this paper is that Taylor rules suggest that central banks focus more on the control of inflation after adopting inflation targeting, thereby implying that price stability will be achieved. A result supported by the VAR evidence, which indicates that the relative importance of inflation shocks as a source of the variance of interest rates rises after adoption of inflation targeting.

Mishkin (2002) in discussing Neumann and von Hagen (2002), however, points out that since both short-term and long-term coefficients on inflation in the Taylor rules estimated relationships, are less than 1, the inflation process is highly unstable. The implication here being that when inflation rises the central bank increases the rate of interest by a smaller amount, thereby reducing the real rate of interest. This is of course an inflationary move by the central bank when the opposite was intended. This is also true for the non-IT countries, like the U.S., a result that is contrary to Taylor’s (1993) finding, who argues that for the U.S. it is greater than 1 in the post-1979 period when allegedly monetary policy performance improved relative to the pre-1979 period.

Mishkin (op. cit.) identifies another interesting problem, which relates directly to the VAR approach. This is that since this approach does not contain any structural model of dynamics, the interpretation that inflation shocks contribute to the variance of interest rates need not imply necessarily increased focus on the control of inflation. This is so since if

---

14 Bernanke et al. (1999) admit as much when they argue that “one of the main benefits of inflation targets is that they may help to “lock in” earlier disinflationary gains particularly in the face of one-time inflationary shocks. We saw this effect, for example, following the exit of the United Kingdom and Sweden from the European Exchange Rate Mechanism and after Canada’s 1991 imposition of the Goods and Services Tax. In each case, the re-igniting of inflation seems to have been avoided by the announcement of inflation targets that helped to anchor the public’s inflation expectations and to give an explicit plan for and direction to monetary policy” (p. 288).
inflation shocks contribute to interest rate variability in an IT era, then inflation expectations would prevent inflation from deviating much from the inflation target; this would imply that the central bank is less focused on inflation, not more! Consequently, this would clearly suggest “that the VAR evidence in the paper, tells us little about the impact of inflation targeting on the conduct of monetary policy” (Mishkin, op. cit., p. 150).

Ball and Sheridan (2003) measure the effects of IT on macroeconomic performance in the case of twenty OECD countries, seven of which adopted IT in the 1990s. They conclude that they are unable to find any evidence that IT improves economic performance as measured by the behavior of inflation, output and interest rates. Not that better performance was not evident for the IT countries. Clearly, inflation fell in these countries and became more stable; and output growth stabilized during the IT period as compared to the pre-IT period. But then the same experience was evident for countries that did not adopt IT. Consequently, better performance must have been due to something other than IT. When performance is compared, it is larger for IT countries than for non-IT countries, a result that is similar in many ways to that of Neumann and von Hagen (2002); the latter see it as a further benefit of IT.  Ball and Sheridan (2003), however, suggest that the evidence they produce, and by implication that of Neumann and von Hagen (2002), does not support even this modest claim of IT benefit. This is explained by resorting to further evidence of countries with unusually high and unstable inflation rates where this problem disappears irrespective of their adoption of IT. Indeed, controlling for this effect, the apparent benefit disappears altogether. The apparent success of IT countries is merely due to them having “high initial inflation and large decreases, but the decrease for a given initial level looks similar for targeters and non-targeters” (Ball and Sheridan, 2003, p. 16). The same result prevails in the case of inflation variability and inflation persistence. As to whether IT affects output behavior and interest rates, Ball and Sheridan (2003) conclude in the same vain that IT does not affect output growth or output variability, nor does it affect interest rates and their variability.  

---

15 It is actually viewed by Neumann and von Hagen (2002) as evidence of “convergence” in that on average IT countries converge to the inflation rates of the non-IT countries in the targeting period.

16 A related recent study by Bodkin and Neder (2003), examines IT in the case of Canada for the period 1980-1989 and 1990-1999 (the IT period). Their results, based on graphical analysis, clearly indicate that inflation over the IT period did fall, but at a significant cost of unemployment and output. A result which leads the authors to the conclusion that a great deal of doubt is cast “on the theoretical notion of the supposed long-run neutrality of money,” an important, if not the most important, ingredient of the theoretical IT framework. The also, suggest that the “deleterious real effects (higher unemployment and ….. lower growth) during the decade
6. SUMMARY AND CONCLUSIONS

We have argued in this paper that IT is closely associated with the NCM. We have located the theoretical foundations of IT and identified a number of weaknesses and reservations with it. We have also assessed critically the empirical work undertaken on IT. It would appear that Mishkin’s (1999) premature statement that the reduction of inflation in IT countries “beyond that which would likely have occurred in the absence of inflation targets” (p. 595), is not supported by any theoretical reasoning or empirical evidence. We would, therefore, conclude overall along with Ball and Sheridan (2003) that the recent “low-inflation” era is not different for IT and non-IT countries. Consequently, IT has been a great deal of fuss about really very little!
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Table 1: Estimates of the NAWRU (Non Accelerating Wage Rate of Unemployment) for Selected Years

<table>
<thead>
<tr>
<th></th>
<th>1980</th>
<th>1990</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>5.42</td>
<td>6.77</td>
<td>6.54</td>
</tr>
<tr>
<td>Austria</td>
<td>1.91</td>
<td>4.64</td>
<td>5.10</td>
</tr>
<tr>
<td>Belgium</td>
<td>6.05</td>
<td>8.84</td>
<td>7.48</td>
</tr>
<tr>
<td>Canada</td>
<td>8.62</td>
<td>8.60</td>
<td>7.15</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.35</td>
<td>1.82</td>
<td>1.96</td>
</tr>
<tr>
<td>Germany</td>
<td>4.04</td>
<td>6.86</td>
<td>7.34</td>
</tr>
<tr>
<td>Denmark</td>
<td>5.62</td>
<td>6.94</td>
<td>5.06</td>
</tr>
<tr>
<td>Spain</td>
<td>6.16</td>
<td>13.26</td>
<td>11.53</td>
</tr>
<tr>
<td>Finland</td>
<td>4.28</td>
<td>5.55</td>
<td>8.84</td>
</tr>
<tr>
<td>France</td>
<td>5.82</td>
<td>9.30</td>
<td>9.40</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4.31</td>
<td>8.56</td>
<td>5.82</td>
</tr>
<tr>
<td>Greece</td>
<td>4.79</td>
<td>8.22</td>
<td>9.87</td>
</tr>
<tr>
<td>Ireland</td>
<td>13.43</td>
<td>14.24</td>
<td>6.95</td>
</tr>
<tr>
<td>Italy</td>
<td>6.72</td>
<td>9.32</td>
<td>9.45</td>
</tr>
<tr>
<td>Japan</td>
<td>1.75</td>
<td>2.36</td>
<td>3.84</td>
</tr>
<tr>
<td>Netherlands</td>
<td>4.69</td>
<td>7.55</td>
<td>4.40</td>
</tr>
<tr>
<td>Norway</td>
<td>2.20</td>
<td>4.64</td>
<td>3.56</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1.60</td>
<td>6.49</td>
<td>5.45</td>
</tr>
<tr>
<td>Portugal</td>
<td>6.38</td>
<td>4.89</td>
<td>3.75</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.18</td>
<td>3.37</td>
<td>5.00</td>
</tr>
<tr>
<td>United States</td>
<td>6.06</td>
<td>5.41</td>
<td>5.25</td>
</tr>
</tbody>
</table>

Source: OECD *Economic Outlook* Databank.