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Abstract
The spread of mis- and disinformation on social media platforms is a significant 
societal threat. During the COVID-19 pandemic, mis- and disinformation played 
an important role in counteracting public health efforts. In this article, we explore 
how the three most relevant social media platforms, Facebook, YouTube, and Twit-
ter, design their (IT) self-governance as a response to COVID-19-related mis- and 
disinformation, and provide explanations for the limited scope of their responses. 
Exploring the under-researched connection between the operating principles of 
social media platforms and their limited measures against mis- and disinformation, 
we address a relevant research gap in the extant literature on digital platforms and 
self-governance, particularly the role of IT governance (ITG), providing the ground 
for our argument against an overreliance on self-governance. In our qualitative study 
that draws on publicly available documents, we find that the shortcomings of cur-
rent responses to mis- and disinformation are partly due to the complex nature of 
mis- and disinformation, as well as the wider political and societal implications of 
determining online content’s factuality. The core problem, however, is grounded in 
the current overreliance on self-governance. We argue for an enhanced dialogue and 
collaboration between social media platforms and their relevant stakeholders, espe-
cially governments. We contribute to the growing ITG literature and debate about 
platforms’ roles and responsibilities, supporting the intensifying calls for govern-
mental regulation.

Keywords COVID-19 · Disinformation · IT governance · Misinformation · Self-
governance · Social media platforms

1 Introduction

Digital platforms assume increasingly powerful roles in society (Lindman et  al., 
2023). The rise of social media platforms as a subtype of digital platforms has 
been accompanied by increasingly critical accounts of their destructive potential 
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(Cusumano et al., 2022), as the heated debates in connection with Twitter’s acquisi-
tion by Tech billionaire Elon Musk illustrate (BBC, 2022). The platform has since 
been renamed “X”, however in this paper we will refer to it as Twitter. The reliance 
on social media as younger generations’ primary information source and the uptake 
of mis- and disinformation on these platforms increase this threat (Marin, 2021, 
p. 2; Reuters Institute for the Study of Journalism, 2021a). This was particularly 
observable during the Covid-19 pandemic, which has also been referred to as an inf-
odemic, prompting scholarly calls for measures against both mis- and disinformation 
and their underlying causes (Marin, 2020). The term infodemic means “a flood of 
information on the Covid-19 pandemic”, which has been fueled by misinformation 
and disinformation spreading on social media (World Health Organization [WHO], 
2021b).

How social media platforms manage and govern mis- and disinformation can be 
understood as a matter of both ethics and governance. Recent research has advo-
cated for exploring how Information Technology Governance (ITG) may be used to 
proactively address ethical issues related to different kinds of information technol-
ogy (IT) (Wilkin & Chenhall, 2020). With this article, we contribute to the growing 
ITG literature by exploring how the three most relevant social media platforms, i.e., 
Facebook, YouTube, and Twitter, design their self-governance measures to respond 
to COVID-19-related mis- and disinformation and provide explanations for the lim-
ited scope of these responses. Self-governance in this context is defined as regula-
tions and guidelines that are issued by either a single company or a group of com-
panies (industry self-governance) and applied to themselves to manage and control 
their businesses (Cusumano et al., 2021). The case of COVID-19-related mis- and 
disinformation on social media platforms is especially useful for this study as it 
has gained immense attention from various stakeholders on a global scale. Further, 
it demonstrated the destructive potential of mis- and disinformation spreading on 
social media. Roozenbeek et  al., (2020, p. 12) find that a higher susceptibility to 
misinformation is directly linked to people’s behaviors during the pandemic, result-
ing in vaccine hesitancy and less adherence to public health measures. Therefore, 
the COVID-19-pandemic presents a valuable empirical context for understanding 
social media platforms’ self-governance mechanisms.

Corporate governance as the study of how an organization is governed and 
how decisions are made is a critical element in analyzing social media platforms’ 
responses to mis- and disinformation. ITG is described as “an integral part of cor-
porate governance and addresses the definition and implementation” of three key 
aspects: governance structures, processes, and relational mechanisms, which enable 
“both business and IT people to execute their responsibilities in support of business/
IT alignment and the creation of business value from IT-enabled business invest-
ments” (Van Grembergen & De Haes, 2009, p. 3). We therefore understand ITG as 
a form of self-governance. IT governance structures refer to “organizational units 
and roles responsible for making IT decisions and for enabling contacts between 
business and IT management (decision-making) functions” (Van Grembergen & De 
Haes, 2009, p. 21). ITG processes are designed to ensure the alignment of daily 
business routines to corporate policies and provide feedback through “the formali-
zation and institutionalization of strategic IT decision-making or IT monitoring 
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procedures” (Van Grembergen & De Haes, 2009, p. 22). Lastly, relational mech-
anisms are announcements, channels, and educational efforts that are designed 
through participation and collaboration between the different corporate levels con-
sisting of executives as well as business and IT managers. The latter is especially 
important for business and IT alignment (Van Grembergen & De Haes, 2009, p. 22).

We contribute to extant ITG research by exploring governance challenges linked 
to social media platforms as particularly relevant and powerful actors in the con-
text of COVID-19-related mis- and disinformation. We specifically focus on social 
media platforms which “enable people […] to make connections by sharing expres-
sive and communicative content, building professional careers, and enjoying online 
social lives” (van Dijck, 2013, p.  4). Globally, there are 4.8 billion active social 
media users (DataReportal et  al., 2023) with an average daily use of 2 h and 22 
min (Buchholz, 2022). Therefore, social media platforms are a large part of most 
people’s lives and, hence, may significantly impact them and society more gener-
ally. A rather new and unintentional function of social media platforms is gathering 
information and news. A study by the Reuters Institute for the Study of Journalism 
(2021a) showed that 67% of respondents under the age of 25 use social media as a 
source of information. At the same time, relying on social media as the main infor-
mation source results in more susceptibility to misinformation (Allcott & Gentzkow, 
2017, p. 17).

Against this background, misinformation and disinformation have become par-
ticularly salient and consequential. Vosoughi et  al., (2018, p.  1146) define misin-
formation as “information that is inaccurate or misleading”. The degree of inten-
tion differentiates misinformation from disinformation. While misinformation is 
unintentional, disinformation spreads false stories deliberately (Geeng et al., 2020, 
p. 1). The COVID-19 pandemic has not been the first event that led to an increasing 
spread of misinformation and disinformation on social media platforms. The 2016 
U.S. elections are a rather prominent example underlining the societal and politi-
cal relevance of mis- and disinformation on social media platforms (Allcott et al., 
2019).

The extent to which false information is spread deliberately is hard to assess. The 
three social media platforms we study correspondingly seem to prefer to speak of 
misinformation when describing their measures. However, most phenomena they 
refer to in this context are, in fact, better described as disinformation, for exam-
ple, anti-vaccination conspiracy theories. Effectively countering disinformation on 
social media platforms has become particularly relevant in the ongoing COVID-19 
pandemic. Disinformation that spreads quickly and widely undermines confidence 
in public health measurees and thus negatively impacts crisis management (Algan 
et al., 2022). Lack of trust in governments and limited scientific knowledge contrib-
ute to the consumption and spread of misinformation and disinformation on social 
media (Chowdhury et  al., 2021). This is particularly problematic as anti-vaccine 
content and corresponding disinformation efforts have been found to directly con-
tribute to vaccination refusal (Muric et al., 2021), thus counteracting public health 
efforts. Our main argument, and at the same time our central contribution, is that 
the spread of such harmful information is not accidental, but rather part of the fun-
damental design of social media platforms. It can thus be argued to be grounded 
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in their basic operating principles and practices of value creation. To understand 
how a platform’s value is created, it is essential to understand the basic structure of 
the underlying business model. Van Dijck et al. (2018, p. 10) point out that digital 
platforms monetize attention, data, and user valuation, which arguably affects their 
processes, governance structures and relational mechanisms, as well as measures to 
moderate and manage content. Zuboff (2015, 2019, 2022) argues that this is prob-
lematic because users of social media platforms are hardly aware of their role, thus 
creating a “behavioral surplus” that, in turn, creates revenue for the social media 
platforms, incentivizing the latter to manipulate users’ online behavior so as to cre-
ate further revenue.

The kind of information a user sees while using social media is highly deter-
mined by the platform’s algorithms. Users can become trapped in filter bubbles as 
search results are personalized and preselected based on personal characteristics 
such as location or previous searches (Kompetenzzentrum Öffentliche IT, 2016, 
p.  99). Because algorithms are trained to promote provoking, sensational content 
that users engage with, and misinformation fits many of these criteria, they are often 
spread through the platforms’ algorithms (Avaaz, 2020; Culliford, 2020; Eisenstat, 
2021; Roberts, 2020). Consequently, this sparks a debate concerning the societal 
and political roles and responsibilities of social media platforms. Recent attempts to 
regulate social media platforms more strictly such as the Digital Services Act have 
been unsuccessful (Turillazzi et  al., 2023), and, thus, in the absence of sufficient 
government regulation, an (over)reliance on self-governance by social media plat-
forms themselves is observed. Cusumano et al., (2021, p. 1273f.) argue that self-reg-
ulatory responses of many platforms were adopted too late and remain insufficient 
to address current challenges. Empirically exploring the under-researched connec-
tion between governance principles and measures against mis- and disinformation, 
we thus ask: How do social media platforms design their (IT) self-governance as a 
response to COVID-19-related misinformation and disinformation?

To answer this question, this article proceeds as follows. We discuss some central 
operating principles of social media platforms, ITG mechanisms, their interaction 
and lastly address the current overreliance on self-governance in contrast to govern-
ment regulation. In the subsequent methods section, we justify our case selection 
and provide more granular details on the empirical context of our study. We then 
present our core findings regarding the nature and scope of strategic responses of 
three social media platforms of interest. We then discuss our findings, highlighting 
potential pathways towards rebalancing voluntary action in terms of IT self-govern-
ance and government regulation. Our conclusion contains the most relevant contri-
butions and addresses some of the limitations of this study.

2  Interdisciplinary literature review

In the following, we describe the most relevant features of social media platforms 
that lead to governance problems in general and mis- or disinformation in particular, 
both of which present important and critical issues to be addressed through effec-
tive self-governance in general and ITG in particular. It is thus important to first 
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understand the basic operating principles of social media platforms and how they 
generate governance problems before clarifying the relationship between self-gov-
ernance and government regulation.

2.1  Operating principles of social media platforms as a facilitator of mis‑ 
and disinformation

Digital platforms create value through network effects, which according to Parker 
et al., (2016, p. 17) “refers to the impact that the number of users of a platform has 
on the value created for each user”. According to Srnicek (2017, p. 256), network 
effects are possibly the most value-defining feature of a platform that draw in more 
and more users and eventually lead to a monopoly. Algorithms, algorithmic deci-
sion-making, and the corresponding network effects are central to the functioning of 
digital platforms in general and social media platforms in particular (Zarsky, 2016). 
In the context of social media platforms, they (co-)determine what content users see 
and engage with.

Srnicek (2017, p. 254) argues that data are central to social media platforms and 
the main source of their economic and political power. Through users’ information, 
photos, and activities, social media platforms are provided with more and more data, 
which teaches their self-learning software to better understand and predict users’ 
actions (Royakkers et  al., 2018, p.  139). Therefore, the cost of their power is the 
privacy of users. However, in contrast to other challenging areas of digitalization, 
data protection and privacy are receiving the most legal attention and supervision, 
for example, provided by the European Data Protection Regulation. Still, critics 
doubt the effectiveness and suitability of these regulations. Although there are some 
laws in place already, they do not necessarily consider the intertwined relationships 
between data, users, algorithms, and other factors that contribute to the functioning 
of platforms (European Commission, 2022a).

Personalization, as one of the main features determining why users are attracted 
and loyal to a particular platform (van Dijck et al., 2018, p. 42), creates a lock-in 
effect. The algorithms governing this process are kept secret as accurate predic-
tions generate a competitive advantage. The algorithms on which personalization is 
based result in search engines being biased. Pariser (2011, p. 9) refers to this as fil-
ter bubbles, “unique universes of information” created by engineers that affect how 
ideas and information are perceived. Through the creation of individual online uni-
verses, the personalization movement is also threatening democracy (Zuboff, 2022). 
Democracy relies on taking on different viewpoints and shared facts, which are 
increasingly undermined by individuals’ personalized environments online. Further, 
it limits one’s autonomy and severely impacts meaningful decisions as the possible 
options presented were preselected by algorithms (Pariser, 2011, p. 16).

Similarly, echo chambers are an increasingly central issue in the spread of misin-
formation and disinformation on the Internet. Echo chambers refer to communities, 
especially on social media platforms, that share the same worldview (Colleoni et al., 
2014, p.  319). Established views are reinforced within these echo chambers, and 
members are rarely exposed to alternative views and opinions (Lütjen, 2016, p. 17). 
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Dis- and misinformation in line with a certain echo chamber’s view and ideology 
are diffused more quickly through the echo chamber (Törnberg, 2018). In contrast 
to filter bubbles controlled by algorithms, echo chambers develop through personal 
action. Moreover, social media platforms consciously and by design encourage pre-
dominantly negative emotional content, e.g., expressions of fear and anger (Steinert, 
2020).

In sum, filter bubbles and echo chambers are best understood as a direct result 
of a social media platform’s basic operating principles and form a central part of 
their value creation. At the same time, governance is costly, and implementing gov-
ernance measures often creates tensions between economic value creation and gov-
ernance costs (Huber et al., 2017). Therefore, implementing and potentially extend-
ing governance that would, for example, target filter bubbles and echo chambers on 
social media platforms, might be seen as a direct threat to the business models of 
large social media platforms relying on network effects.

2.2  IT governance

Mis- and disinformation, we argue, constitute a societal threat that is facilitated 
through social media platforms and reinforced through their basic operating, busi-
ness model-informing principles. This is enabled through several circumstances. 
According to Marin (2021), sharing is a split-second decision regardless of its truth 
content. Further, Geeng et al. (2020) find that most users do not investigate the con-
tent they are sharing. This contributes to false information spreading faster and far-
ther on social media than the truth (Vosoughi et al., 2018, p. 1149) and shapes users’ 
opinions. However, the spread of misinformation is not just promoted by users but 
also by bots and algorithms. This is where ITG, as discussed earlier, comes into play 
due to the large role IT plays in governing and shaping social media platforms.

As briefly explained in the introduction, ITG broadly refers to governance struc-
tures, processes, and relational mechanisms within the respective organization (Van 
Grembergen & De Haes, 2009). The main task of ITG is to effectively and efficiently 
enable the organization to create business value, to mitigate risks associated with IT, 
and to facilitate the alignment between corporate vision, management practices, and 
the IT infrastructure (Bowen et al., 2007). Most ITG research focuses on the role of 
ITG for business and IT alignment and the resulting performance effects (e.g., De 
Haes & Van Grembergen, 2017).

How IT Governance mechanisms are used in an organization, among other things, 
depends on their inherent dependence on IT. Based on Nolan and McFarlan (2005), 
Héroux and Fortin (2014) categorize an organization’s dependence on IT by means 
of four IT modes. The IT modes range from highly defensive, somewhat offensive, 
moderately offensive to highly offensive. Attributes determining the IT mode are IT 
intensity as well as size and decentralization of the IT function. We argue that due to 
their business model and as born digitals (Monaghan et al., 2020), social media plat-
forms can be categorized as highly offensive with high IT intensity, a large IT func-
tion, and a low-moderate decentralization of their IT function. In highly offensive 
IT modes, ITG processes and relational capabilities are used to a moderate to high 
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degree, whereas ITG structures are only used to a low to moderate degree (Héroux 
& Fortin, 2014, p. 161). To gain a better understanding of ITG mechanisms, Héroux 
and Fortin (2014) use several items to measure each construct in their survey. ITG 
structures are, for example, specific IT committees for security, projects, or architec-
ture, with the board of directors having both expertise of IT risks and management 
functions responsible for IT security, risks, and compliance. This understanding 
is in line with Altemimi and Zakaria’s (2015) identified drivers of ITG structures, 
which are authority and membership as well as coordination mechanisms, demon-
strating that ITG structures determine responsibility and decision-making-functions. 
Héroux and Fortin (2014) further analyze ITG processes, expressed through formal 
processes regarding IT strategy, and work with external agencies to conduct IT secu-
rity audits. Drivers of ITG processes are performance monitoring and the alignment 
of IT decisions with key business, thus addressing corporate strategy (Altemimi 
& Zakaria, 2015). Lastly, ITG relational capabilities entail senior executives being 
involved in shaping a vision and IT’s role in the organization as well as the imple-
mentation of the vision throughout the organization (Héroux & Fortin, 2014). This 
is related to a number of drivers such as leadership, skills, collaborative relation-
ships, as well as role, responsibility, and commitment and thus leads to establish-
ing commitment and support both at the top management levels and throughout the 
whole organization (Altemimi & Zakaria, 2015).

2.3  ITG and social media platforms’ responses to mis‑ and disinformation

There are different approaches to principles guiding self-governance efforts of social 
media platforms. Marin (2021), for example, established a hierarchy of norms of 
relevance to social media platforms that also affect the spread of (mis-)information. 
The first layer consists of legal norms. These are kept to a minimum by the platforms 
and communicated through terms and conditions, often concerning illegal activities, 
including hate speech and personal attacks. The second layer concerns meta-norms 
of sociality that aim to promote the further growth of the network within the law. 
Lastly, the third layer is the core layer concerning local and unpredictable norms. 
These depend on the group level and can apply to a community within a particu-
lar social media platform and, therefore, differ across different communities using 
the same platform. Social media platforms usually do not intervene or establish any 
restrictions to this level as long as these community norms follow the law and con-
tribute to expanding the network (Marin, 2021). This hierarchy of norms addresses 
the requirement of IT decisions being aligned with the key business objectives and 
principles constituting ITG processes (Altemimi & Zakaria, 2015).

According to Marin (2021), measures to fight the spread of mis- or disinforma-
tion entail both elements of human supervision and algorithms. There are numer-
ous approaches to limiting mis- or disinformation on social media platforms. 
Lazer et al., (2018, p. 1095) distinguish between two types of interventions. First, 
approaches that empower users to evaluate the encountered information and make 
informed decisions about their truth content and whether or not to share it. Sec-
ond, intervention approaches that involve structural changes to prevent users from 
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coming into contact with disinformation in the first place. Intervention approaches 
are mostly implemented voluntarily by social media platforms as a key self-govern-
ing mechanism in their fight against misinformation and disinformation, or driven 
by government regulation. Since disinformation can also be considered a central 
part of a social media platform’s business model, Trittin-Ulbrich et al., (2021, p. 15) 
point out that platforms’ priority would be to avoid or circumvent governmental reg-
ulations. For example, collaboration with fact-checkers is promoted.

Lazer et al., (2018, p. 1096) suggest altering the algorithms to emphasize high-
quality information and provide information regarding the source’s quality. Further-
more, the personalization of political information should be reduced. These self-
governance mechanisms could thus potentially majorly interfere with the platforms’ 
operating principles. Geeng et  al., (2020, p. 2) analyze Facebook and Twitter and 
report that both platforms remove inauthentic and manipulative accounts. Moreo-
ver, users can manually flag posts, or these may be automatically detected and then 
demoted. Lastly, Facebook provides more information to users about an article’s 
source. Before sharing information that is known to be false, the platform warns the 
user and offers related fact-checked articles (Geeng et al., 2020). Pennycook et al. 
(2020b) found that nudges, such as accuracy reminders, promote more thoughtful 
sharing behavior, which would benefit the fight against misinformation that is often 
shared unintentionally. Especially when it comes to changing platform algorithms 
to adequately address misinformation and disinformation, ITG processes are needed 
that are performance monitoring oriented, take into account current developments, 
and can be adapted to strategic changes at short notice. (Altemimi & Zakaria, 2015).

A mechanism available on almost every social media platform is flagging, some-
times referred to as reporting. This practice is defined by Crawford and Gillespie 
(2016, p. 411) as “reporting offensive content to a social media platform”. In this 
sense, the users are engaged in shaping the platform’s content and, in a way, com-
munity values. As flagging is often just the first step in potentially removing con-
tent from the platform, this practice adds legitimization to the platform’s final deci-
sion (Crawford & Gillespie, 2016, p. 412). However, there are also downsides to the 
practice of flagging. One of the greatest challenges of this mechanism is that users 
may abuse it. For example, users may flag content as a joke because of an existing 
feud or competition with other creators, or may even bully and harass creators. Due 
to the limited communication and interaction, the difference is almost impossible 
to detect for the platforms, which may leave the mechanism invaluable (Crawford 
& Gillespie, 2016, p. 420). Moreover, Pennycook et  al. (2020a) highlight that the 
approach may lead to an Implied Truth Effect. This states that content that is not 
labeled is granted higher credibility and is assumed to be accurate, thus creating a 
false sense of security.

Another option is the voluntary collaboration between governments and social 
media platforms. For example, in the UK, the national health service (NHS) worked 
together with social media platforms to promote accurate COVID-19-related infor-
mation and, at the same time, fight the spread of misinformation. Measures included, 
among others, the verification of governmental accounts to establish trusted sources, 
direct links, or easy access to accurate information provided by the NHS for COVID-
19-related searches and the exclusion or removal of identified false information and 
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their creators (Lovell, 2020). This self-governance mechanism addresses both the 
“skills” as well as “collaborative relationship” aspects of relational mechanisms of 
ITG as indicated by Altemimi and Zakaria’s (2015) framework. Whilst some pro-
gress has been made with these mechanisms, mis- and disinformation continue to 
circulate on social media platforms, hinting at the relevance of exploring the under-
lying causes more thoroughly. In addition to the presented self-governance mecha-
nisms, the issue of mis- and disinformation has also sparked public debate result-
ing in governmental regulation that will be discussed and contrasted to social media 
platforms’ self-governance approaches in the next section.

2.4  Self‑governance versus government regulation: emerging challenges for itg 
of social media platforms

The potential and challenges of self-governance have been explored by different lit-
eratures, for example, concerning labor conditions in global value chains (Bartley, 
2007), proactive Corporate Social Responsibility (CSR) initiatives, codes of ethics, 
or informal agreements (Cohen & Sundararajan, 2015, p. 124–125; Cusumano et al., 
2021). In contrast to government regulation, i.e., regulation issued by state authori-
ties in the form of hard law, self-governance mostly refers to soft law, for example, 
in the form of voluntary standards or corporate codes of conduct.

Rather than understanding government regulation and self-governance as oppo-
sites, Gunningham and Rees (1997, p. 366) argue that the latter should be viewed as 
a continuum. Thus, according to Cusumano et al. (2021), self-governance includes 
all regulations and guidelines that are issued by either a single company or a group 
of companies (industry self-governance) and applied to themselves. Often, self-gov-
ernance includes cooperation with third parties and may also involve governments. 
Thus, self-governance instruments can include a diverse range of activities adopted 
by social media platforms to address misbehavior on their platform preempting 
potential governmental interference.

The rise and spread of mis- and disinformation is of increasing concern for 
lawmakers and civil society actors (Eisenstat, 2021; European Parliament, 2021). 
Although self-governance is already in place in many areas, Ghosh (2021) implies 
that these may be best understood as mere acts of self-preservation. The Euro-
pean Parliament (2021) equally argues that platform guidelines do not adequately 
respond to current challenges. As a reform of the current system is required, 
cooperation with governmental actors is essential to evoke change (Ghosh, 2021). 
However, a central problem of governance is the international nature of platforms 
which potentially impedes accountability. Van Dijck et al., (2018, p. 138) summa-
rize the difficulty of regulating international platforms: “A key issue is how public 
values can be forced upon the ecosystem’s architecture—an architecture whose 
core is overwhelmingly controlled by (US) tech giants pushing economic values 
and corporate interests, often at the expense of a (European) focus on social val-
ues and collective interests”. Mis- and disinformation are increasingly recognized 
as a considerable threat to democracy as a whole, but also to citizens’ physical 
security and health. However, initiatives like the European Union’s “Code of 
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Practice on Disinformation” that address mis- and disinformation are only bind-
ing to its voluntary signatories and thus limited in scope (European Commission, 
2022b). Chase (2019, p. 1) accordingly notes that the code “is unlikely to achieve 
its goal of curtailing ‘disinformation’”, highlighting the ambiguity of misinforma-
tion as the content is harmful but mostly not illegal. Assessing the code’s impact 
one year after implementation, Briggs (2020) finds that its self-regulatory nature 
failed to stop the spread of misinformation. She promotes a shift away from the 
self-regulatory framework to mandatory regulations to create a European-wide 
legal environment.

Another form of self-governance is the disclosure of information related to the 
procedure of fighting mis- and disinformation in (voluntary) CSR reporting, such 
as within the framework of the Global Reporting Initiative (GRI). Within the GRI 
standards, the general tension between moderating content and not inhibiting the 
fundamental right of freedom of expression is reflected (GRI, 2014). However, the 
GRI standard that specifically applies to social media platforms does not address 
situations in which a restriction may be required.

Another widely used reporting standard is the Sustainability Accounting Stand-
ard provided by the Sustainability Accounting Standards Board (SASB). Regard-
ing freedom of expression, two accounting metrics are related to misinformation. 
Firstly, platforms should report countries where they may be subject to “govern-
ment-required monitoring, blocking, content filtering, or censoring” (SASB, 2018, 
p. 17). Secondly, it is suggested that companies disclose requests by governments 
to remove content and their compliance behavior (SASB, 2018, p. 18). It is notice-
able that the SASB standard only proposes to disclose activities related to and 
sparked by governmental regulation. No further disclosure or voluntary actions are 
recommended.

Other reporting standards that will be relevant in the future are the European 
Sustainability Reporting Standards (ESRS). These standards are being developed 
in connection with the EU’s Corporate Sustainability Reporting Directive (CSRD) 
(Directive (EU) 2022/2464). Under the CSRD, international social media platforms 
will be required to provide a report in accordance with the ESRS. In addition, sec-
tor-specific standards are planned to be released. Under the segment “internet media 
and services”, social media platforms will be subject to sector-specific disclosures 
(EFRAG, 2022, p. 38). Further, governance is a central part of the ESRS’ under-
standing of sustainability. A greater focus will be placed on firms’ governance struc-
tures regarding sustainability issues which will likely also include mis- and disinfor-
mation due to their societal impact.

Nevertheless, CSR reporting is not yet established and advanced enough to cover 
the “governance gap” identified by Jørgensen and Zuleta (2020, p. 63). They high-
light that a legal framework to protect society and human rights is required. Other 
than hate speech or violent incitements, misinformation is not illegal but protected 
by the freedom of expression. Accordingly, regulation faces the challenge of balanc-
ing the claim to truth and protecting the freedom of expression (Horn, 2021, p. 9). 
These overall challenges regarding a balance of self-governance and governmental 
regulation notwithstanding, finding effective and balanced measures countering mis- 
and particularly disinformation is an urgent societal task.
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3  Methods

We conducted a qualitative case study to analyze how social media platforms 
respond to COVID-19-related mis- and disinformation, and to thus obtain a better 
understanding of the potential and the limitations of self-governance in this context. 
In the following, we describe the empirical context of our study and explain how we 
collected and analyzed our data.

3.1  Empirical context and case selection

COVID-19 was first reported to the WHO on 31 December 2019 (WHO, 2021a). 
As of September 2022, the WHO reports more than 6.5 million confirmed COVID-
19-related deaths (WHO, 2022). To contain the spread of the virus, various mecha-
nisms were implemented, ranging from testing and tracing approaches to mandatory 
vaccinations. Early on, containment strategies were complicated by false informa-
tion spreading online (Gooch, 2020). Such information ranges from deliberate false 
information to unintended inaccuracies and covers issues such as the prevention or 
treatment of COVID-19, governmental intents behind containment measures, the 
origin of the virus, and vaccinations (WHO, 2020).

We focus on the social media platforms Facebook, YouTube, and Twitter as they 
seem to be particularly important for users to obtain information. Regarding the use 
of social media platforms for news, Facebook (46%), YouTube (27%), and Twitter 
(11%) rank in the top three (Reuters Institute for the Study of Journalism, 2021a). 
According to the number of active users, Facebook and YouTube are the two largest 
social media platforms, with 2.9 billion and 2.5 billion users, respectively. Although 
it only ranks 14th with 556 million active users (We Are Social et al., 2023), with 
22% global active usage penetration Twitter is right behind Facebook, YouTube, and 
Meta’s other social media platforms (Reuters Institute for the Study of Journalism, 
2021b). Table 1 provides an overview of the three social media platforms. 

3.2  Data collection

We focused our data collection efforts on archival data, i.e., publicly available docu-
ments such as corporate websites or press releases. We searched the social media 
platforms’ websites for press releases and articles that addressed the platform’s 
recent mechanisms and initiatives against COVID-19-related mis- and disinforma-
tion. All corporate websites also offered a specific section on their website concern-
ing COVID-19 that collected information and resources regarding the pandemic and 
in particular addressed the public’s concern for mis- and disinformation spreading 
on the platform. Moreover, information available on the platform itself was taken 
into consideration, for example, Facebook’s Central Information Center. All three 
platforms also have help pages that provide information and explanations of the plat-
form’s functions and structure. All documents, which concern recent initiatives, cur-
rent guidelines, or how users can contribute to fighting mis- or disinformation, were 
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collected in 2020 and 2021. Table 2 below provides an overview of the type of data 
on the platforms’ initiatives against COVID-19-related mis- and disinformation. As 
the goal was to analyze the platforms’ responses during the COVID-19 pandemic, 
we focused on collecting data published between 2020 and 2021. However, we also 
included two blog posts from before the pandemic as they provide general informa-
tion regarding the platforms’ strategies against mis- and disinformation that continue 
to be relevant.

3.3  Data analysis

We took an abductive approach to data analysis, which we understand as iteratively 
going back and forth between theory and data (Van Maanen et  al., 2007). In our 
content analysis, this translated into a mix of open coding and applying pre-defined 
codes derived from the existing literature we reviewed (Ridder, 2020, p. 191). We 
thus used central concepts from the ITG literature, particularly structures, processes, 
and relational mechanisms, to systematically code and interpret the data. Following 
our interdisciplinary literature review, we expected to find some first order codes 
and second order themes related to empowering user intervention. At the same time, 
we paid particular attention to remaining open to potentially surprising findings to 
remain consistent with our interpretative methodology.

Table 1  Overview of social media platforms

a We Are Social et al. (2023)
b Meta (2022, p. 64)
c Alphabet (2022, p. 33)
d Twitter (2022, p. 45)
e Facebook (2021a)
f Google (2006)
g van Dijck (2013, p. 68)
h Facebook (2021d)
i Alphabet (2022, p. 5)
j Twitter (2021d)

Facebook YouTube Twitter

Monthly active users 2.958  billiona 2.514  billiona 556  milliona

Revenue in 2021 $118  billionb $28.85 billion (Ads)c $5.1  billiond

Parent company Meta platforms Inc Alphabet Inc Twitter Inc
Purpose Connect with fam-

ily, friends, and 
businesses

Entertainment and educa-
tion

Information sharing

Founded in February  2004e February  2005f March  2006g

Other associated services WhatsApp, 
Messenger, Ins-
tagram, Oculus, 
 Workspaceh

Diverse Google services, 
Android, Google  Cloudi

Vine Archive, MoPu, 
Twitpic Archive, 
Revue,  Scrollj
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The data analysis process was aided by the software MAXQDA 2020, as it facili-
tates the organization and visualization of codes. After the first author coded the 
first documents, the code list was revised and consolidated together with the second 
author to allow for a more coherent coding process to establish reliability. We wrote 
memos along the analysis process to document upcoming thoughts about connec-
tions, patterns, and atypical findings. After the coding process, we discussed these 
extensively and constructed our second order themes and the resulting aggregate 
dimensions. In doing so, we broadly followed the approach to coding proposed by 
Gioia et al. (2013). Table 3 contains our data structure and Table 4 shows illustrative 
examples of quotes from the analyzed documents and their respective codes.

4  Findings

Our findings suggest that certain screening methods and intervention approaches 
as well as partnerships are appropriate modes of self-governance of social media 
firms to address misbehavior on their platforms. Moreover, community guidelines 
and precisely defined rules outlining consequences for violations play a major role. 
The identified mechanisms for addressing mis- and disinformation on social media 
platforms are presented in the following findings sections, categorized by the identi-
fied data structure.

Table 2  Overview of collected data

Data type Source Published Number of 
documents 
analyzed

Facebook
 Press release Newsroom 2020, 2021 4
 Article Help center, transparency center, corporate website 2021 6
 FAQ section Investor relations website 2021 1
 Blog post Facebook for media 2017 1
 Central 

information 
center

Platform 2021 1

 Image Corporate website 2020 1
 Report Corporate website, European commission 2021 2

YouTube
 Article Corporate website 2021 5
 Blog post YouTube official blog: inside YouTube 2019, 2020 3
 Terms of use Corporate website 2021 1
 Report Corporate website, European commission 2021 2

Twitter
 Blog post Twitter blog: company 2021 4
 Policy Help center 2021 3
 Report Corporate website, European commission 2021 2



1092 L. Warnke et al.

1 3

Ta
bl

e 
3 

 D
at

a 
str

uc
tu

re

Fi
rs

t o
rd

er
 c

od
es

Se
co

nd
 o

rd
er

 th
em

es
A

gg
re

ga
te

 d
im

en
si

on
s

A
rti

fic
ia

l i
nt

el
lig

en
ce

 sy
ste

m
s

A
lg

or
ith

m
ic

 sc
re

en
in

g
Sc

re
en

in
g 

m
et

ho
ds

M
ac

hi
ne

 le
ar

ni
ng

 / 
au

to
m

at
ed

 fl
ag

gi
ng

 / 
au

to
m

at
ed

 to
ol

s
Fl

ag
gi

ng
M

an
ua

l s
cr

ee
ni

ng
M

an
ua

l r
ev

ie
w

Tr
us

te
d 

fla
gg

er
 p

ro
gr

am
U

se
r r

ep
or

tin
g

H
um

an
 e

xp
er

tis
e

M
ix

ed
 sc

re
en

in
g

Im
pr

ov
in

g 
se

ar
ch

 re
su

lts
Em

po
w

er
in

g 
us

er
 in

te
rv

en
tio

n
In

te
rv

en
tio

n 
ap

pr
oa

ch
es

La
be

lin
g

Pr
om

ot
in

g 
tru

ste
d 

so
ur

ce
s a

nd
 in

fo
rm

at
io

n
M

ak
e 

in
fo

rm
ed

 d
ec

is
io

ns
A

le
rts

M
es

sa
ge

s t
o 

us
er

s w
ho

 h
av

e 
in

te
ra

ct
ed

 w
ith

 m
is

in
fo

rm
at

io
n

C
en

tra
l i

nf
or

m
at

io
n 

ce
nt

er
s

Pr
om

ot
e 

ne
w

s /
 m

ed
ia

 a
nd

 e
H

ea
lth

 li
te

ra
cy

Re
du

ce
 e

xp
os

ur
e 

/ r
ed

uc
e 

vi
si

bi
lit

y
St

ru
ct

ur
al

 in
te

rv
en

tio
n

H
ig

he
r e

xp
os

ur
e 

to
 tr

us
te

d 
co

nt
en

t /
 im

pr
ov

e 
re

co
m

m
en

da
tio

n 
an

d 
ra

nk
in

g
D

el
et

e 
fa

ke
 a

cc
ou

nt
s

Re
str

ic
t e

ng
ag

em
en

t o
pt

io
ns

Re
m

ov
e 

co
nt

en
t



1093

1 3

Social media platforms’ responses to COVID‑19‑related mis‑…

Ta
bl

e 
3 

 (c
on

tin
ue

d)

Fi
rs

t o
rd

er
 c

od
es

Se
co

nd
 o

rd
er

 th
em

es
A

gg
re

ga
te

 d
im

en
si

on
s

C
ro

ss
-s

ec
to

r c
ol

la
bo

ra
tio

n
Pa

rtn
er

sh
ip

s

(H
ea

lth
) E

xp
er

ts

M
ed

ia
 in

du
str

y

In
du

str
y 

pe
er

s

G
lo

ba
l a

nd
 n

at
io

na
l h

ea
lth

 a
nd

 g
ov

er
nm

en
ta

l o
rg

an
iz

at
io

ns

Fa
ct

-c
he

ck
er

s

O
rg

an
iz

at
io

ns

N
at

io
na

l A
da

pt
at

io
n

C
om

m
un

ity
 g

ui
de

lin
es

C
om

m
un

ity
 G

ui
de

lin
es

A
pp

ro
va

l i
n 

gr
ou

ps
 b

y 
ad

m
in

s
C

on
se

qu
en

ce
s f

or
 v

io
la

tin
g 

us
er

s
Lo

ck
 / 

re
m

ov
e 

ac
co

un
t

St
rik

e 
sy

ste
m



1094 L. Warnke et al.

1 3

Ta
bl

e 
4 

 Il
lu

str
at

iv
e 

ex
am

pl
es

 o
f t

he
 d

at
a 

an
al

ys
is

So
ur

ce
Q

uo
te

Fi
rs

t o
rd

er
 c

od
e

Se
co

nd
 o

rd
er

 th
em

e

Ro
se

n 
(2

02
0)

 [F
ac

eb
oo

k]
“D

ur
in

g 
th

e 
m

on
th

 o
f A

pr
il,

 w
e 

pu
t w

ar
ni

ng
 la

be
ls

 o
n 

ab
ou

t 5
0 

m
ill

io
n 

pi
ec

es
 o

f c
on

te
nt

 re
la

te
d 

to
 C

O
V

ID
-1

9 
on

 F
ac

eb
oo

k,
 

ba
se

d 
on

 a
ro

un
d 

75
00

 a
rti

cl
es

 b
y 

ou
r i

nd
ep

en
de

nt
 fa

ct
-c

he
ck

in
g 

pa
rtn

er
s.”

La
be

lin
g

Em
po

w
er

in
g 

us
er

 in
te

rv
en

tio
n

Fa
ct

-c
he

ck
er

s
Pa

rtn
er

sh
ip

s

Tw
itt

er
 (2

02
1a

)
“O

ur
 sy

ste
m

s l
ea

rn
 fr

om
 p

as
t d

ec
is

io
ns

 b
y 

ou
r r

ev
ie

w
 te

am
s, 

so
 o

ve
r t

im
e,

 th
e 

te
ch

no
lo

gy
 is

 a
bl

e 
to

 h
el

p 
us

 ra
nk

 c
on

te
nt

 o
r 

ch
al

le
ng

e 
ac

co
un

ts
 a

ut
om

at
ic

al
ly

. F
or

 c
on

te
nt

 th
at

 re
qu

ire
s a

dd
i-

tio
na

l c
on

te
xt

, s
uc

h 
as

 m
is

le
ad

in
g 

in
fo

rm
at

io
n 

ar
ou

nd
 C

O
V

ID
-

19
, o

ur
 te

am
s w

ill
 c

on
tin

ue
 to

 re
vi

ew
 th

os
e 

re
po

rts
 m

an
ua

lly
.”

A
ut

om
at

ed
 fl

ag
gi

ng
A

lg
or

ith
m

ic
 sc

re
en

in
g

M
an

ua
l r

ev
ie

w
M

an
ua

l s
cr

ee
ni

ng

Tw
itt

er
 S

af
et

y 
(2

02
0)

“S
ta

rti
ng

 in
 e

ar
ly

 2
02

1,
 w

e 
m

ay
 la

be
l o

r p
la

ce
 a

 w
ar

ni
ng

 o
n 

Tw
ee

ts
 th

at
 a

dv
an

ce
 u

ns
ub

st
an

tia
te

d 
ru

m
or

s, 
di

sp
ut

ed
 c

la
im

s, 
as

 
w

el
l a

s i
nc

om
pl

et
e 

or
 o

ut
-o

f-
co

nt
ex

t i
nf

or
m

at
io

n 
ab

ou
t v

ac
ci

ne
s. 

Tw
ee

ts
 th

at
 a

re
 la

be
le

d 
un

de
r t

hi
s e

xp
an

de
d 

gu
id

an
ce

 m
ay

 li
nk

 
to

 a
ut

ho
rit

at
iv

e 
pu

bl
ic

 h
ea

lth
 in

fo
rm

at
io

n 
or

 th
e 

Tw
itt

er
 R

ul
es

 
to

 p
ro

vi
de

 p
eo

pl
e 

w
ith

 a
dd

iti
on

al
 c

on
te

xt
 a

nd
 a

ut
ho

rit
at

iv
e 

in
fo

r-
m

at
io

n 
ab

ou
t C

O
V

ID
-1

9.
”

La
be

lin
g

Em
po

w
er

in
g 

us
er

 in
te

rv
en

tio
n

Jin
 (2

02
0)

 [F
ac

eb
oo

k]
“T

o 
fu

rth
er

 li
m

it 
th

e 
sp

re
ad

 o
f m

is
in

fo
rm

at
io

n,
 th

is
 w

ee
k 

w
e 

ar
e 

la
un

ch
in

g 
a 

de
di

ca
te

d 
se

ct
io

n 
of

 th
e 

CO
V

ID
-1

9 
In

fo
rm

at
io

n 
C

en
te

r c
al

le
d 

Fa
ct

s a
bo

ut
 C

O
V

ID
-1

9.
 It

 w
ill

 d
e-

bu
nk

 c
om

m
on

 
m

yt
hs

 th
at

 h
av

e 
be

en
 id

en
tifi

ed
 b

y 
th

e 
W

or
ld

 H
ea

lth
 O

rg
an

iz
a-

tio
n 

su
ch

 a
s d

rin
ki

ng
 b

le
ac

h 
w

ill
 p

re
ve

nt
 th

e 
co

ro
na

vi
ru

s o
r t

ha
t 

ta
ki

ng
 h

yd
ro

xy
ch

lo
ro

qu
in

e 
ca

n 
pr

ev
en

t C
O

V
ID

-1
9.

”

C
en

tra
l i

nf
or

m
at

io
n 

ce
nt

er
s

Em
po

w
er

in
g 

us
er

 in
te

rv
en

tio
n

Yo
uT

ub
e 

(2
02

1d
)

“F
or

 c
on

te
nt

 w
he

re
 a

cc
ur

ac
y 

an
d 

au
th

or
ita

tiv
en

es
s a

re
 k

ey
, 

in
cl

ud
in

g 
ne

w
s, 

po
lit

ic
s, 

m
ed

ic
al

, a
nd

 sc
ie

nt
ifi

c 
in

fo
rm

at
io

n,
 w

e 
us

e 
m

ac
hi

ne
 le

ar
ni

ng
 sy

ste
m

s t
ha

t p
rio

rit
iz

e 
in

fo
rm

at
io

n 
fro

m
 

au
th

or
ita

tiv
e 

so
ur

ce
s i

n 
se

ar
ch

 re
su

lts
 a

nd
 re

co
m

m
en

da
tio

ns
.”

M
ac

hi
ne

 le
ar

ni
ng

A
lg

or
ith

m
ic

 S
cr

ee
ni

ng
Pr

om
ot

in
g 

tru
ste

d 
so

ur
ce

s a
nd

 in
fo

rm
at

io
n

Em
po

w
er

in
g 

us
er

 in
te

rv
en

tio
n

Im
pr

ov
in

g 
se

ar
ch

 re
su

lts
H

ig
he

r e
xp

os
ur

e 
to

 tr
us

te
d 

co
nt

en
t /

 
im

pr
ov

e 
re

co
m

m
en

da
tio

n 
an

d 
ra

nk
in

g
St

ru
ct

ur
al

 in
te

rv
en

tio
n



1095

1 3

Social media platforms’ responses to COVID‑19‑related mis‑…

Ta
bl

e 
4 

 (c
on

tin
ue

d)

So
ur

ce
Q

uo
te

Fi
rs

t o
rd

er
 c

od
e

Se
co

nd
 o

rd
er

 th
em

e

Tw
itt

er
 S

af
et

y 
(2

02
0)

“S
ta

rti
ng

 n
ex

t w
ee

k,
 w

e 
w

ill
 p

rio
rit

iz
e 

th
e 

re
m

ov
al

 o
f t

he
 m

os
t 

ha
rm

fu
l m

is
le

ad
in

g 
in

fo
rm

at
io

n,
 a

nd
 d

ur
in

g 
th

e 
co

m
in

g 
w

ee
ks

, 
be

gi
n 

to
 la

be
l T

w
ee

ts
 th

at
 c

on
ta

in
 p

ot
en

tia
lly

 m
is

le
ad

in
g 

in
fo

r-
m

at
io

n 
ab

ou
t t

he
 v

ac
ci

ne
s.”

La
be

l
Em

po
w

er
in

g 
us

er
 in

te
rv

en
tio

n

Re
m

ov
e 

co
nt

en
t

St
ru

ct
ur

al
 in

te
rv

en
tio

n

Tw
itt

er
 S

af
et

y 
(2

02
1)

“T
he

 Q
&

A
 fe

at
ur

ed
 D

r. 
A

nt
ho

ny
 F

au
ci

, U
S 

Pr
es

id
en

t B
id

en
’s

 
ch

ie
f m

ed
ic

al
 a

dv
is

or
, a

nd
 o

th
er

 m
em

be
rs

 o
f t

he
 W

hi
te

 H
ou

se
 

CO
V

ID
-1

9 
re

sp
on

se
 te

am
. I

n 
In

di
a,

 w
e 

w
or

ke
d 

w
ith

 th
e 

M
in

is
-

try
 o

f H
ea

lth
 to

 o
rg

an
iz

e 
Va

cc
in

e 
Va

rth
a,

 a
 w

ee
kl

y 
ex

pe
rt 

ta
lk

 
ho

ste
d 

on
 T

w
itt

er
 th

at
 e

na
bl

es
 v

ac
ci

ne
 e

xp
er

ts
 to

 a
ns

w
er

 c
iti

ze
n 

qu
es

tio
ns

.”

Pr
om

ot
in

g 
tru

ste
d 

so
ur

ce
s a

nd
 in

fo
rm

at
io

n
Em

po
w

er
in

g 
us

er
 in

te
rv

en
tio

n
(H

ea
lth

) e
xp

er
ts

Pa
rtn

er
sh

ip
s

N
at

io
na

l a
da

pt
at

io
n

Yo
uT

ub
e 

(2
02

1a
)

“N
ot

e:
 Y

ou
Tu

be
’s

 p
ol

ic
ie

s o
n 

CO
V

ID
-1

9 
ar

e 
su

bj
ec

t t
o 

ch
an

ge
 in

 
re

sp
on

se
 to

 c
ha

ng
es

 to
 g

lo
ba

l o
r l

oc
al

 h
ea

lth
 a

ut
ho

rit
ie

s’
 g

ui
d-

an
ce

 o
n 

th
e 

vi
ru

s.”

C
om

m
un

ity
 g

ui
de

lin
es

Ro
se

n 
(2

02
0)

 [F
ac

eb
oo

k]
“W

e 
ar

e 
al

so
 re

qu
iri

ng
 so

m
e 

ad
m

in
s f

or
 g

ro
up

s w
ith

 a
dm

in
s o

r 
m

em
be

rs
 w

ho
 h

av
e 

vi
ol

at
ed

 o
ur

 C
O

V
ID

-1
9 

po
lic

ie
s t

o 
te

m
po

-
ra

ril
y 

ap
pr

ov
e 

al
l p

os
ts

 w
ith

in
 th

ei
r g

ro
up

.”

A
pp

ro
va

l i
n 

gr
ou

ps
 b

y 
ad

m
in

s
C

on
se

qu
en

ce
s f

or
 u

se
rs



1096 L. Warnke et al.

1 3

Approaches and initiatives were mixed, and the data analysis identified common 
themes across all three platforms. Most analyzed documents specifically address 
COVID-19 responses. In the following findings section, the identified mechanisms 
addressing mis- and disinformation on social media platforms are presented, cat-
egorized according to the identified data structure. Understanding and categorizing 
these responses, although triggered by the specific event of the COVID-19 pan-
demic, promises to provide the empirical basis for being able to assess future ITG 
responses to similar large-scale events with considerable societal impact.

4.1  Screening methods

Before content can be removed or labeled, it needs to be detected and reviewed. For 
that purpose, social media platforms apply several different screening methods to 
identify and evaluate content. Three screening methods can be distinguished, i.e., 
algorithmic screening, manual screening, and a mixed screening approach. Algorith-
mic screening includes the use of algorithms to detect false or misleading content. 
All three platforms apply this method. The platforms claim a high success rate for 
algorithms detecting content automatically rather than it being reported by users or 
through manual screening (Facebook, 2021g).

The platforms also highlight the advantages of algorithmic screening and the 
areas in which it is particularly useful. In a report, YouTube (2021g) points out that 
automatic detection allows for faster and more precise action when enforcing its pol-
icies. Further, their machine learning tools are improving in different languages, and 
fact-checking agencies work in more than 60 languages (Twitter Safety, 2021).

The screening process can be divided into two steps. Firstly, content that may 
be violating the platform’s policies needs to be detected. Secondly, it is reviewed 
and evaluated before deciding whether it violates policies and which intervention 
approach should be applied. These two steps may be carried out by either algorith-
mic or manual screening or a combination thereof. For example, Facebook applies 
artificial intelligence (AI) to remove COVID-19-related misinformation after the 
questionable content has been flagged through manual screening (Rosen, 2021).

A key characteristic of machine learning is that it needs to be trained by man-
ual inputs. Manual screening includes the screening by platform employees as well 
as user reporting. This mechanism is still heavily applied by all platforms. Besides 
relying on their own personnel that manually screens content, during the COVID-19 
pandemic, the social media platforms extensively collaborated with partners such as 
health experts and (governmental) health organizations. The mechanism is not just 
used in the context of misinformation, but in all violations of the platforms’ com-
munity guidelines and policies (YouTube, 2019). Interestingly, Twitter is the only 
platform that does not communicate about user reporting, but rather communicates 
that it only relies on screening through trusted partners like public health authori-
ties, NGOs, or governments (Twitter, 2021b). Section  4.3 contains more findings 
regarding partnerships that were implemented as a response to COVID-19-related 
mis- and disinformation.
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According to YouTube, algorithmic screening is the most important and success-
ful method. In second and third place are user reporting and detection through the 
Trusted Flagger Program. Only a small fraction of the removed videos is detected 
by NGOs and government agencies (YouTube, 2021e). After questionable content 
is flagged, it may be reviewed through manual screening as well (YouTube, 2021f). 
Facebook also cooperates with fact-checkers to make qualified decisions on the 
accurateness of COVID-19-related content (Rosen, 2021). Although machine learn-
ing processes are applied widely across the platform, YouTube (2019) acknowledges 
that “human expertise is still a critical component of [their] enforcement efforts”.

Lastly, a mixed approach combining both algorithmic and manual screening can 
be found. This may refer to circumstances where algorithmic screening is not yet 
advanced enough so that, in consequence, manual involvement is still required. Fur-
ther, a combined approach may be applied after content is flagged automatically. 
When a decision on further actions cannot be reached by the algorithm, manual 
screening is required. At Facebook, a mixed approach allows machine learning tools 
to evolve and be trained to be more effective and efficient (Rosen, 2021). Twitter 
equally relies on a mixed methods approach and holds that accounts will not per-
manently be suspended solely based on automated enforcement systems, but only 
after human review (Twitter, 2021a). After screening content and potentially iden-
tifying misleading information, intervention approaches are applied, which will be 
addressed in the following section.

4.2  Intervention approaches

Regarding the question how mis- and disinformation is dealt with, two types of 
intervention approaches of self-governance can be distinguished, which have also 
been introduced by Lazer et al., (2018, p. 1095). Platforms choose either an empow-
ering user intervention approach or a structural intervention approach. Empower-
ing users refers to providing tools to support users in making informed decisions. 
For example, a tool often used by social media platforms is labeling. Thus, content 
that is known to include false information is not removed, instead a disclaimer is 
added. Labels are applied either as an explicit warning or by providing links to addi-
tional information to offer context to the questionable content. By providing reliable 
sources, the users are supported in informing themselves about COVID-19 (Twitter 
Safety, 2020).

This approach is applied by all three platforms and often includes links to 
authoritative sources and third-party sites since a central part of the empowering 
user intervention is to promote trusted sources and information. In this regard, 
platforms are also working on improving search results for users who use social 
media platforms to find credible information about COVID-19 (Twitter, 2021a). 
In this context, Facebook even created a specialized information center concern-
ing COVID-19, which features real-time updates from organizations such as 
the WHO (Clegg, 2020). The information center thus addresses various aspects 
around COVID-19 and collects all relevant information in one place for Face-
book’s users. It also aims to educate users of the globally practiced physical and 
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social distancing approaches, guide people with a potential infection, and, lastly, 
provide links to relevant health authorities and organizations (Facebook, 2021e). 
The information center is continuously updated and extended, now also including 
a section addressing misinformation. Twitter created a comparable central place 
to collect information regarding COVID-19. On the platform, it is referred to as 
the COVID-19 Events page and “is available at the top of the Home timeline for 
everyone in 30 + countries” (Twitter, 2021a).

Overall, all governance mechanisms pursue the aim to empower users to make 
their own decisions based on reliable information. A common concept for all 
three platforms was that empowering user intervention approaches aim to promote 
informed decision-making (Facebook, 2021g). Facebook is also promoting the 
development and improvement of users’ news literacy, which is an important skill in 
the fight against mis- and disinformation in the long term.

Lastly, the platforms may send out messages and alerts to users. In particular, 
Facebook sends messages to users who have interacted with content in the past, 
which since has been declared to include mis- and disinformation (Rosen, 2020). 
Regarding structural intervention, two approaches are mostly applied, namely 
removing content or reducing the visibility of content. Facebook clearly states what 
the conditions are for either approach to be applied. Facebook removes misinfor-
mation that is a potential threat to physical integrity. With this step, the platform 
relies on external health experts such as the WHO. Only content which promotes 
debunked information is removed (Facebook, 2021b). On YouTube, content that is 
not an imminent threat is not removed, but rather the visibility is decreased to limit 
its spread (YouTube, 2021b).

This approach is often combined with labeling, an empowering user intervention 
tool. Content that does not clearly contradict the platform’s guidelines but may be 
misleading or false is labeled accordingly, or additional contextual information is 
provided (Twitter, 2021a). In combination with the provision of context and authori-
tative sources on questionable content, the platforms also pursue an approach where 
trusted content is given higher exposure and is promoted more through the plat-
form’s recommendation or ranking systems (YouTube, 2021d).

By downranking misinformation and highlighting trusted content, the platforms 
try to foster an environment where users encounter less mis- and disinformation 
and are presented with reliable information regarding COVID-19. In addition, fake 
accounts that only pursue spreading disinformation are being targeted and removed 
(Mosseri, 2017). This is also particularly pursued by restricting users’ engagement 
options with content that is misleading but not removable. For example, Twitter 
(2021b) disabled engagement functions while content is being reviewed.

The platforms actively pursue a combination of these two intervention approaches 
and their different tools. This shows that, on one hand, machine learning mecha-
nisms can be applied to stop misinformation from spreading and to reduce the expo-
sure of users to misinformation. Nevertheless, on the other hand, the social media 
platforms acknowledge that it is also important to educate users and improve their 
news literacy skills in order for them to make informed decisions. In the long run, 
this might also improve the platform’s problem of being polluted by mis-and dis-
information. Although both approaches are actively pursued and combined by the 
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platforms, our analysis showed that structural intervention is pursued much less fre-
quently than empowering user intervention.

4.3  Partnerships

In many of their intervention approaches and several screening methods, the plat-
forms cooperate with external partners. The most mentioned form of partnering is 
with health organizations or health experts. This often occurs in combination with 
“promoting trusted sources and information” and “labeling”, which are both empow-
ering user interventions.

All platforms pursue the aim to provide users with authoritative information. For 
that purpose, the platforms rely on public health experts, public health organiza-
tions, as well as on governments. While the most mentioned global health organiza-
tion is the WHO, a focus is set on national adaptation as well. The platforms also 
provide links to national health organizations, often alongside global information 
from the WHO, and adapt their mechanisms to local circumstances (Twitter, 2021a).

The contribution of the WHO includes the provision of links to their website to 
provide a trusted and reliable source for users where they could find further informa-
tion about the virus without the threat of encountering mis- or disinformation. Fur-
ther, the WHO also publishes common COVID-19-related myths and “debunked” 
these on their website, which provides the social media platforms with a baseline 
and reference in regard to which content is inaccurate and serves as a guide for deci-
sion-making (Rosen, 2020).

In addition, Facebook tasks fact-checkers with reviewing content. Over time, this 
practice has expanded so that the platform now works with over 80 independent 
fact-checkers, allowing content to be reviewed in over 60 languages (Rosen, 2021). 
To ensure the independence and quality of the fact-checking organizations, they “are 
certified through the non-partisan International Fact-Checking Network, which is a 
subsidiary of the journalism research organization “The Poynter Institute” (Face-
book, 2021f).

Another large group of partners includes experts. For example, the platforms 
show that they frequently consult global health experts when developing new strate-
gies and policies. Twitter even helps experts to be heard and found by verifying their 
accounts, which might increase their reach and credibility (Twitter Safety, 2020). In 
this area, Twitter also organizes events where health experts can interact with users 
and answer questions concerning the virus (Twitter Safety, 2021).

Less common partnerships include the cooperation with industry peers, organ-
izations, and the media industry. The cooperation with organizations mostly aims 
to support users’ news literacy (Facebook, 2021f). The cooperation with the media 
industry aimed to support and protect journalists to ensure the availability of quali-
tative and reliable information and was mostly accomplished through donations 
(Facebook, 2021h; Twitter, 2021a). The platforms mention “[w]orking together with 
industry peers to keep people safe” (Twitter, 2021a), but concrete actions are not 
communicated.
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Lastly, the platforms also promote cross-sector collaboration working together 
with the aforementioned groups as well as with users, governments, and NGOs. As an 
example, we can cite YouTube’s Trusted Flagger Program that we described earlier or a 
similar approach adopted by Twitter (2021c).

4.4  Community guidelines and consequences for violations

Community guidelines build the basis of the platform governance and are established 
based on core values such as freedom of expression (Facebook, 2021c). They are also 
a key element in the platform’s fight against mis- and disinformation. The guidelines 
contain policies and rules as to what is allowed and what is prohibited from being 
posted on social media platforms. Although the exact content of the community guide-
lines and the type of content that is prohibited go beyond the scope of this article, it 
is interesting to note that the guidelines specifically identify COVID-19-related topics 
that are subject to consequences. Thus, rather than formulating vague guidelines which 
may provide more leeway for both users and platforms, the platforms have decided 
to implement very specific policies. As new conspiracy theories or myths regarding 
COVID-19 develop and are debunked by official sources, these need to be added to the 
guidelines so that the platforms are able to limit the spread of such content (YouTube, 
2021a). YouTube (2019) also provides more insights into the development process of 
community guidelines and their adaptations, showing that the platforms are eager to 
involve various stakeholders to improve their service. Further, they have noted that 
their COVID-19 policies “are subject to change in response to changes to global or 
local health authorities’ guidance on the virus” (YouTube, 2021a).

Of equal concern are the consequences for users or content that violates the plat-
form’s community guidelines. This is in part a complement to the intervention 
approaches already mentioned. There are different consequences or corrective meas-
ures for content and users who violate the platforms’ rules. For example, Twitter 
(2021b) established a strike system where different types of violations lead to the user 
accumulating strike points. The more strikes a user accumulates, the more severe the 
consequences are. After a 12-h account suspension, a 7-day suspension is imposed. If 
a user accumulates more than five strikes, the account is locked permanently. By this 
measure, the platform intends to foster a learning effect by increasing users’ awareness 
of policies (Twitter Safety, 2021). YouTube and Facebook use similar strike systems. 
Another mechanism introduced by Facebook requires group admins to temporarily 
review and approve group content for groups whose members have previously violated 
COVID-19 policies (Rosen, 2020). Group admins are also responsible when the con-
tent they approved contains a violation, and may receive a strike (Facebook, 2021b).

5  Discussion

Social media platforms pursue various approaches of self-governance to coun-
ter mis- and disinformation related to COVID-19. In the following, we discuss 
our findings and use the mechanisms described in the ITG literature to answer our 
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research question of how social media platforms design their IT self-governance as a 
response to Covid-19-related mis- and disinformation.

The platforms’ responses identified in our analysis can be related to the current 
ITG framework consisting of structures, processes, and relational mechanisms as 
summarized in Table 5. In this sense, screening methods and community guidelines 
can be understood in terms of ITG processes. Whether content violates the plat-
form’s rules is decided through formal procedures for IT-related decision-making 
that are executed through the screening methods and community guidelines. Further, 
they facilitate and enable the interaction between management and business oper-
ations. Structural intervention can also be understood in terms of ITG processes. 
The decision on limiting content’s exposure through technical interference consti-
tutes both the decision-making aspect and responsibility of ITG structures as well as 
the establishment of an IT strategy and policy as ITG processes entail. Empowering 
user intervention can be interpreted in light of ITG processes as an implementation 
of the platforms’ IT strategies and policies to educate users. Further, the identified 
consequences for users who violate the platforms’ are part of the formalized ITG 
processes, which are based on community guidelines and thus align business rou-
tines to corporate policies. Lastly, the identified partnerships can be interpreted in 
the light of ITG relational mechanisms focusing on the partnerships’ collaborative 
characteristic. At the same time, external partnerships present an addition to the cur-
rent ITG framework as it is not solely limited to collaboration within the organiza-
tion but also includes external partners. We propose that in other ITG-related situ-
ations, involving external partners in the ITG mechanisms would also benefit the 
organization. As indicated earlier, ITG structures do not emerge from our extensive 
body of data. This absence already suggests that creating new ITG structures by, for 
example, setting up IT committees with specific expertise, would contribute to the 
effectiveness of social media platforms’ responses to mis- and disinformation.

The data show that, although both empowering user intervention and structural 
intervention approaches are widely applied across all three platforms, structural 

Table 5  Social media 
platforms’ responses to mis- and 
disinformation related to ITG 
mechanisms

ITG mechanisms Social media platforms’ 
responses to mis- and disin-
formation

Structures No findings in our data
Processes Screening methods

 Algorithmic screening
 Manual screening

Intervention approaches
 Structural intervention
 Empowering user interven-

tion
Consequences for violations
Community guidelines

Relational mechanisms Partnerships
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intervention approaches were less present in the data. Since structural interven-
tion, e.g. altering algorithms to prioritize verified content when adapting rating 
and recommendation systems, has a greater impact on the platforms’ business 
model, this in turn potentially increases the costs of governance activities. It 
appears that platforms are more reluctant to apply and develop those interven-
tion approaches. Our study thus empirically contributes to the growing literature 
on the interlinkages of platforms’ operating principles and their ITG efforts. The 
broader ITG literature supports this interpretation, as it shows that governance 
activities are generally associated with considerable costs, which, in turn, impacts 
the design and extent of such activities (Huber et  al., 2017). Going beyond the 
general role of (self-)governance costs, other studies have shown that content 
containing mis- or disinformation is attracting more attention to social media 
platforms than other content (Vosoughi et al., 2018, p. 1149) and is thus ranked 
higher by the algorithms (Avaaz, 2020; Culliford, 2020; Eisenstat, 2021; Rob-
erts, 2020). This is supported by our observation of empowering user intervention 
approaches being pursued over structural intervention approaches which would 
actively interfere with the platform’s algorithms and might alienate some users. 
These are further indicators that the platforms’ economic interests in growing the 
platform might dominate and affect the scope of their interventions, which would 
require active alterations to their systems such as those presented in our findings.

Going back to Marin’s (2021) conceptualization of a hierarchy of norms deter-
mining the spread of unintentional and deliberate false information, we see that 
through the core layer, platforms enable echo chamber forming and problems 
such as misinformation spreading. By keeping legal norms in the first layer to a 
minimum, there is greater room for platforms to evade their responsibility with-
out having a compliance issue. Thus, we argue that the norms should be revised 
and that platforms should place more emphasis on the first layer. By increasing 
the legal norms, a safe environment can be established and dominating prob-
lems such as mis- and disinformation can be reduced. Focusing their responses 
on empowering user intervention approaches allows platforms to defer their 
responsibility to users without actively decreasing the amount of mis- and disin-
formation on their platform. This is further supported by van Dijck et al., (2018, 
p.  147), who state that platforms and their stakeholders “need to put long-term 
public value creation over short-term economic gain”. Furthermore, such meas-
ures would indicate a shift from voluntary self-governance to compliance with 
legal norms, i.e., government regulation, thus potentially reducing complexity. 
When governance challenges related to managing content on social media plat-
forms become a compliance issue, we argue, this may result in more responsible 
processes (e.g., daily business routines), governance structures (e.g., roles and 
responsibilities), and relational mechanisms (e.g., collaboration between differ-
ent corporate levels) given a reduced level of ambiguity. At the same time, initial 
investments into corresponding governance measures might eventually lead to a 
reduction of governance costs (Huber et al., 2017). ITG research should establish 
whether and to what extent measures on the spectrum of government regulation 
(compliance) and self-governance (voluntary action) result in de- or increased 
complexity or costs.
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Our findings also contribute to the emerging discussion on platforms’ responsi-
bilities by highlighting the complexity of factors underlying the appropriate balance 
of self-governance and government regulation. Focusing on transparency, for exam-
ple, has limited effects: As an investigation of the Oversight Board (2021) found, 
Facebook has inconsistencies in its community standards as changes communicated 
on the website were not sufficiently transparent. Since it is externally unclear which 
rules the platform follows when making content decisions, an unfair process occurs 
that could lead to differential treatment in similar circumstances. While the Over-
sight Board’s (2021) recommendation suggests more transparent reporting of the 
processes, it is questionable whether this self-governance measure will be sufficient.

The alternative approach of binding regulation might help but, in reality, is also 
hard to implement. The self-governance approach, on one hand, does seem to be 
effective since platforms release reports, for example, requested by the EU “Code 
of Practice on Disinformation”, contributing to the aim of increasing transparency. 
On the other hand, self-governance as expected by the EU mainly serves the objec-
tive of transparency and does not provide further binding guidelines regarding the 
platform’s behaviors and responses towards mis- and disinformation. National or 
international regulators could develop rules and guidelines to establish how mis- 
and disinformation is assessed, and which tools should be applied. They might also 
mandate greater investments in effective ITG structures. However, stricter regulation 
of e.g. algorithms and content management might lead to a decline in user satisfac-
tion and, thus, contradicts the platform’s economic interest. Collaborative govern-
ance initiatives involving a multitude of stakeholders seem particularly promising 
to address this challenge, as recent research finds that government regulation and 
self-governance can in fact beneficially reinforce each other (Schrempf-Stirling & 
Wettstein, 2023).

Since several intervention and screening tools are carried out through the plat-
forms’ algorithms, the general problem of opaqueness regarding algorithms remains. 
Examples for these are AI used in screening processes, automated flagging, as well 
as rating and recommendation systems influencing the exposure and visibility of 
content. Van Dijck et al., (2018, p. 70) demand that platforms provide more trans-
parency regarding their algorithms and the enforcement of their guidelines. The 
findings show that algorithms are used extensively and, despite often being associ-
ated with problematic phenomena such as discrimination or filter bubbles, also show 
a great potential for limiting the spread of mis- and disinformation. We contribute to 
existing research by highlighting that transparency measures rely on consistency in 
their application.

The analyzed data provide little information on how the algorithms operate 
since they are also the platform’s main asset, which, again, hints at the role of eco-
nomic interests in hampering effective self-governance. Rather, the platforms focus 
on intervention approaches aimed at empowering users – one could also argue, by 
shifting the responsibility to the individual level. However, one positive indication 
is that the algorithmic screening considers decisions originally made by humans. 
Nevertheless, a myriad of datapoints on the platforms influence algorithmic deci-
sion-making. This highlights the foundational problem of social media platform’s 
opaqueness regarding the mechanisms governing the platform (Zarsky, 2016). This 
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also strengthens our argument in favor of increasing transparency regarding the 
algorithms governing social media platforms to fight mis- and disinformation. In the 
future, ITG research should shift its focus from business/IT alignment to govern-
ing emerging phenomena such as algorithmic decision-making more effectively and 
responsibly.

Along with algorithmic approaches, platforms referred to implementing interven-
tion approaches by providing users with reliable information, e.g., through labels. 
Especially considering the high number of users consulting social media for infor-
mation (Reuters Institute for the Study of Journalism, 2021a), this approach seems 
justified and may have a significant impact on improving the quality of information 
encountered by users on the platforms and, hence, may lead to less sharing of mis-
information. For the platforms this approach has many advantages such as a greater 
alignment with its business strategy, protecting network effects, reducing risks asso-
ciated with changes to its algorithms, and comparably low (governance) costs. How-
ever, its effectiveness regarding governance remains questionable due to the lack 
of taking responsibility and actively shaping the platform. So far, little governance 
attention has focused on this area.

CSR reports could be a potential means to include information regarding algo-
rithms and measures countering mis- and disinformation, including empowering 
users’ intervention approaches. The CSR standards introduced earlier encourage sec-
tions to address areas related to mis- and disinformation, such as freedom of expres-
sion or media literacy. As a result, including such sections in CSR reports might 
increase transparency, awareness, as well as accountability. However, the previous 
introduction of CSR standards has shown shortcomings that need to be addressed. 
Hence, the newly developed ESRS and its planned extension might be a useful tool 
fighting mis- and disinformation in the future, especially since the standards do not 
only require reporting but also imply a tighter engagement with sustainability risks, 
opportunities, and impacts in governance and management systems and structures. 
Here, the platforms should address additional areas of concern. Since algorithmic 
decision-making is still limited, the platforms heavily rely on manual screening and 
decision-making, as our findings regarding manual screening methods show, which, 
however, limit the ability to quickly react to mis- and disinformation. Because of the 
platforms’ operating principles and algorithms, content spreads fast on the platform 
and is duplicated numerously to engage and attract new users to grow the network. 
The longer the detection of and decision-making on mis- and disinformation takes, 
the higher the potentially harmful impact the content may have. Further, the decision 
whether content is removed from the platform is also highly influenced by the plat-
form’s business model. This is partly seen in the approach how the platforms update 
their community guidelines with only specific debunked mis- and disinformation. 
Thus, the platforms should disclose information on the duration and underlying 
principles of the decision-making process.

While platforms comply with the currently weak regulation to prevent stricter 
laws (Ghosh, 2021; Trittin-Ulbrich et  al., 2021), demands for tighter control are 
increasing. It is then likely that social media platforms will have to redesign their 
responses to mis- and disinformation by, for example, introducing more structural 
measures (e.g., specific IT committees possibly focusing on problem areas such as 
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mis- and disinformation), thus also potentially increasing their governance costs. 
Eisenstat (2021) demands clear definitions of platforms’ responsibilities and oppor-
tunities to hold them accountable when their actions lead to criminal activity. She 
argues that regulation should address the platforms’ tools, such as recommendation 
and ranking systems. By making these tools governed by algorithms more trans-
parent and enabling accountability, platforms may do more than the minimum of 
self-governance and positively contribute to fighting the problem of mis- and dis-
information (Eisenstat, 2021). Similarly, Ghosh (2021) stresses that stricter govern-
mental regulation regarding responses to mis- and disinformation is required. Our 
study supports this argument whilst highlighting that those self-regulatory measures 
that are quite effective should not be discarded completely. Considering the techni-
cal difficulty of regulating social media platforms and especially their algorithms 
(Fukuyama & Grotto, 2020, p. 200), alternative approaches that combine regulatory 
and self-governance approaches should be explored further. Cusumano et al., (2021, 
p. 1274) also argue that self-governance approaches would likely be more efficient 
if social media platforms joined forces, for example, by developing a joint code of 
conduct. This collaborative approach to governance appears even more promising, 
considering that the responses to COVID-19-related mis- and disinformation identi-
fied in this study already show great similarities among the different platforms.

A remaining conflict is the difficulty of regulating social media platforms in the 
international sphere, paired with the challenge of a myriad of cultural values and 
national laws. Some authors critically argue that U.S. American platforms, in par-
ticular, primarily pursue economic interests, which (arguably) contradict European 
social values and the pursuit of collective interests (van Dijck et al., 2018, p. 138). 
Rather than solely relying on direct government regulation of how social media 
platforms should counter mis- and disinformation, government regulation could 
also indirectly influence such approaches. For example, governments could impose 
regulation geared towards increasing competitiveness and countering the current 
oligopolistic structures of the social media industry, which might eventually reduce 
these platforms’ societal and political power (Fukuyama & Grotto, 2020). This is 
also reflected in recent regulation such as the EU’s Digital Services Act (European 
Commission, 2022a) or Digital Markets Act, which indicate a gradual shift towards 
more encompassing regulation of the digital industry.

Another aspect that is rarely considered in the literature is what consequences 
should exist for the users who create and spread mis- and disinformation. The con-
sequences identified in the analysis have several shortcomings in this regard. The 
mechanism of removing users is likely to have little impact since users can easily 
create a new profile and continue using the platform (Daniel, 2021). Further, the 
echo chamber effect might make group administrators’ approval counter-effective 
since group members and admins often share the same worldview and may, thus, 
not see certain content as problematic. Consequently, the anonymity of users on the 
internet impedes taking real action against persons or groups who create and share 
disinformation. However, since there are also reasons for protecting users’ identity 
on the internet, e.g. to ensure the safety of whistleblowers, minorities, and users in 
countries that restrict freedom of speech (BBC, 2021), and anonymity cannot be 
granted situationally on a platform, this issue adds another layer of complexity.
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In this context, greater collaboration between governments and platforms could 
aid the fight against mis- and disinformation, although such approaches are depend-
ent on further conditions (Lahat & Sher-Hadar, 2020). Our findings show that part-
nerships, when responding to mis- and disinformation, allow for the diffusion of 
verified information provided by official (government) sources. This improves the 
trustworthiness, security, and timeliness of the provided information while decreas-
ing the threat of mis- and disinformation. While, during the COVID-19 pandemic, 
governmental involvement was already very high, governments could benefit from 
this collaboration further by, for example, using local alerts to inform citizens about 
current events in crises as the platforms are striving to achieve a balance between 
global and national information for their users. Thus, whilst social media platforms 
mostly pursue a global approach in their strategy, they need to adapt nationally, 
especially with regard to COVID-19. As our findings show, platforms are seeking 
support from experts in developing their guidelines to ensure that definitions are 
correct. Additional cooperation with governments and experts could improve plat-
forms’ policies. Further, this could provide consistent definitions and approaches 
across platforms. Several scholars propose a cross-sector collaboration approach 
involving all stakeholders as a valuable source for defining new standards and guide-
lines to fight mis- and disinformation effectively and be well-prepared for future cri-
ses. Therefore, all involved parties need to reevaluate the role of self-governance and 
take into consideration the lessons learned from this infodemic, as it will certainly 
not be the last of its kind.

6  Conclusion

Our study highlights that mis- and disinformation, especially when being linked to 
public health emergencies, pose significant societal challenges. Our findings indicate 
that current responses of social media platforms to COVID-19-related mis- and dis-
information are rather limited. Among other challenges, the processes of developing 
policies (i. e. community guidelines) to regulate content seem inflexible and insuf-
ficient, consequences against users are ineffective due to the internet’s anonymity, 
and focusing on empowering users intervention approaches leads to an abdication 
from the platforms’ responsibility and an individualization of a structural problem. 
These limitations might partly be explained by the complex nature of mis- and dis-
information, as well as the wider political and societal implications of determining 
online content’s factuality, for example, regarding freedom of speech. We contrib-
ute to the intensifying debate on social media platforms’ responsibility considering 
mis- and disinformation by (a) showing that the currently observable over-reliance 
on self-governance is problematic as it is inherently limited by the platforms’ operat-
ing principles and economic interests, and by (b) empirically identifying the short-
comings of ITG measures, e.g. the absence of ITG structures. As self-governance is 
insufficient, policy-makers should issue government regulation in a democratic pro-
cess that ensures that social media platforms do not facilitate the spread of mis- and 
disinformation. Table 6 summarizes the key findings of our study and the associated 
challenges for effective ITG accordingly.
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We contribute to extant research on ITG by initially highlighting the need to 
intensify scholarly attention on societal challenges such as mis- and disinformation 
and the still underestimated role of social media platforms in that regard. We go 
beyond the existing ITG literature by, first, applying the relatively under-explored 
case of social media platforms. The (self-)governance of their operating principles 
thus far receive limited attention in the ITG literature. Researchers have only just 
begun to explore the potential and limitations of self-governance of digital platforms 
(e.g., Cusumano et  al., 2021, 2022). Thus, we conclude that future ITG research 
investigating effective governance mechanisms that help combating increasingly 
relevant and problematic issues such as mis- and disinformation seems particularly 
promising. Second, we extend the literature by looking beyond governance struc-
tures, processes, and relational mechanisms and how they affect Business/IT align-
ment and connect the ITG literature to research on self-governance of business in 
the context of the societal challenge of mis- and disinformation. We argue that the 
ITG literature would benefit from further exploring broader governance challenges 
of increasingly powerful actors such as social media platforms, and, in particular, 
the measures they employ to manage and govern the grand challenge of mis- and 
disinformation. Overall, we find that further incorporating insights from the mul-
tidisciplinary literature on multi-stakeholder collaboration and the role of govern-
ments in the governance of issues of societal concern could enrich the ITG literature 
further and contribute to identifying more effective governance mechanisms. The 
dynamic and complex nature of mis- and disinformation indicates that a more com-
prehensive and holistic approach to ITG might be needed. Our study presents a first 
step to fill the corresponding research gap.

Table 6  Overview of key findings and challenges for effective ITG

Key findings Key challenge for effective ITG

Social media platforms currently shift most of the 
responsibility to users, e.g. through empowering 
user intervention and shortcomings of conse-
quences for violations

Balance of corporate and individual responsibility

The operating principles of social media platforms 
are linked to their inherently limited responses 
to mis- and disinformation, e.g. their limited 
application of algorithmic screening methods and 
structural intervention approaches

Balance of business models and responsibility

The current reliance on self-governance is insuf-
ficient, which is why more government regulation 
is needed to overcome the limitations caused by 
the platforms’ operating principles, e.g. more pro-
active manual screening and stricter consequences 
for violations

Shift from voluntary action to accountability

There remains room for self-governance; for exam-
ple, social media platforms could voluntarily set 
up ITG structures, e.g. IT committees involved in 
development of stricter, more proactive commu-
nity guidelines

Balance of self-governance and government 
regulation
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As a practical consequence of our research, it turns out that social media plat-
forms should proactively invest in ITG structures such as setting up IT commit-
tees with sufficient expertise regarding the subject of mis- and disinformation. 
However, since mis- and disinformation related to COVID-19 (and subsequent 
pandemics) constitute a matter of public health, governance should not be com-
pletely privatized. As observable in other sectors, governments increasingly 
reassert their authority regarding CSR, thus diminishing the room for purely 
voluntary initiatives and, correspondingly, shifting the balance towards compli-
ance with regulation (Kourula et al., 2019). To face this challenge, social media 
platforms would be well advised to reflect upon their business models in light of 
societal challenges, and to proactively engage with governmental counterparts. 
One of the reasons for this conclusion is that self-governance of social media 
platforms is inherently limited through their basic operating principles and will 
necessarily fall short given the platforms’ business models, as the latter limit their 
motivation to counter filter bubbles and echo chambers effectively. This is shown 
through the platforms’ focus on empowering user intervention approaches in the 
fight against mis- and disinformation, rather than expanding structural interven-
tion approaches which would be more effective in limiting the engagement with 
mis- and disinformation but at the same time compromise their business model.

We propose this empirically-grounded relationship as our central contribution 
to the growing literature on the roles and responsibilities of digital platforms in 
society, as well as to the intensifying scholarly debate on platform governance. 
Furthermore, our findings show that whilst platforms’ self-governance is insuf-
ficient in combatting the spread of COVID-19-related mis- and disinformation, 
government regulation also has its limitations. This implies that there should be 
an enhanced dialogue and collaboration between social media platforms and their 
relevant stakeholders, especially governments. We argue that this could contrib-
ute to more nuanced responses to the COVID-19-related infodemic, e.g., with 
regard to the challenge of combatting mis- and disinformation whilst protecting 
the fundamental right of freedom of expression.

Our study is not without limitations. For example, we exclusively relied on 
archival data and were not able to assess the actual effectiveness of the platform’s 
responses. Whilst offering an extension of the existing ITG literature by discuss-
ing governance challenges of social media platforms in connection to COVID-19, 
we do lack appropriate data on the social media platforms’ governance structures 
as summarized in the ITG literature. As ITG mainly addresses internal organiza-
tional structures and processes, these were hard to assess from our external view. 
Future research could therefore draw on more immersive data collection meth-
ods like participatory observation and interviews to explore the effect of the plat-
forms’ operating principles on their responses to mis- and disinformation (as well 
as hate speech) and to gain insights on the internal ITG processes, structures, and 
relational mechanisms. A deeper inquiry of ITG structures related to platforms’ 
responses to mis- and disinformation thus seems to be a particularly promising 
avenue for future research. Furthermore, we do not make any explicitly causal 
claims given the interpretative epistemology underlying our research design. Pro-
vided sufficient access to data can be obtained, future research could establish the 
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relationship between business model and governance measures beyond concep-
tual theorization.
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