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Abstract
Continuous product individualization and customization led to the advent of lot size one in production and ultimately to
product-inherent uniqueness. As complexities in individualization and processes grow, production systems need to adapt
to unique, product-inherent constraints by advancing production control beyond predictive, rigid schedules. While complex
processes, production systems and production constraints are not a novelty per se, modern production control approaches
fall short of simultaneously regarding the flexibility of complex job shops and product unique constraints imposed on pro-
duction control. To close this gap, this paper develops a novel, data driven, artificial intelligence based production control
approach for complex job shops. For this purpose, product-inherent constraints are resolved by restricting the solution space
of the production control according to a prediction based decision model. The approach validation is performed in a real
semiconductor fab as a job shop that includes transitional time constraints as product-inherent constraints. Not violating
these time constraints is essential to avoid scrap and similarly increase quality-based yield. To that end, transition times are
forecasted and the adherence to these product-inherent constraints is evaluated based on one-sided prediction intervals and
point estimators. The inclusion of product-inherent constraints leads to significant adherence improvements in the production
system as indicated in the real-world semiconductor manufacturing case study and, hence, contributes a novel, data driven
approach for production control. As a conclusion, the ability to avoid a large majority of violations of time constraints shows
the approaches effectiveness and the future requirement to more accurately integrate such product-inherent constraints into
production control.

Keywords Complex job shop · Time constraint · Semiconductor manufacturing · Production control

Introduction

The trend towards individualization is advancing at break-
neck speed and enforces ever increasing requirements on
production. Customization and individualization lead to
manufacturing systems with unique products. Each unique
product exhibits traits that differentiate it from similar, yet
not identical, unique products. Examples can be due to per-
sonalization or in a re-manufacturing setting where each core
that is returned from the usage phase exhibits unique char-
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acteristics (Wurster et al., 2022). This uniqueness increases
the complexity in manufacturing and feeds the trend towards
complex job shops, in which each job has unique character-
istics and thus, needs unique processing, transportation or
setup times (Waschneck et al., 2016). These require more
flexible production networks (Yin et al., 2021) and a much
more flexible manufacturing system with an in turn fast,
real-time production control system that is capable of han-
dling unique products and all their individual constraints
(Yuan et al., 2021). The manufacturing of computer chips,
in other words semiconductors, takes place in complex job
shops and presents a great example for such product-inherent
constraints: Time constraints that limit the waiting and trans-
portation time between two or more processing steps.

Semiconductor products play a key role in the fourth
industrial revolution.With digitization taking place in almost
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every industry, the demand for semiconductors continues to
grow, especially driven by booming markets like artificial
intelligence, 5G and the Internet of Things (IoT) (May et al.,
2024). This leads to strong competition within the indus-
try and manufacturers having to produce cost-effectively.
To realize necessary cost reductions, improvement of opera-
tional processes offers the best opportunities (Mönch et al.,
2009).

Manufacturing of semiconductors takes place in so-called
fabs – short for semiconductor fabrication plants. Re-entrant
product flows, re-routing due to machine failures, arrival of
urgent jobs and stringent quality requirements make it one
of the most complex and dynamic manufacturing environ-
ments (Mönch et al., 2013). Several hundred process steps in
different work areas are required to turn a wafer into a chip,
associated with many process-related challenges.

During the timebetweenone process step and another, nat-
ural phenomena such as oxidation, crystal formation and ion
migration can cause wafers’ surfaces to change their prop-
erties (Lima et al., 2021). There is a plethora of research
on the physical and chemical property changes during the-
ses processes. Kinetic models play an important role here
(Markowich et al., 2012) yet they are focused solely on a
product variant level and do not regard the interplay with fab
operations. Thus, operations management in a semiconduc-
tor fab has to abstract these restrictions into product-inherent
constraints for high quality. To ensure this quality is not neg-
atively affected, time limits between various operations are
installed. If a lot of wafers, signifying the product, exceeds
the time limit, it either has to be scrapped or expensive rework
is required (Klemmt&Monch, 2012).When a lot reaches the
starting equipment of a time constraint, a decision whether
a lot is released and a time constraint is started has to be
taken. This time consuming and stressful task is usually per-
formed manually based on heuristics and the experience of
the operators (Lima et al., 2017b), giving rise to the need of
an automated approach that improves time constraint adher-
ence.

To that end, this study presents a novel approach for
production control with product-inherent constraints on the
example for time constraints in semiconductor manufactur-
ing. The proposed model is based on uncertainty informed
artificial intelligence and provides production control with
material flow by inhibiting the onset of processing certain
lots if the risk of violating the time constraint exceeds a deter-
mined threshold. The AI model is used to forecast expected
transition times, that cannot exceed the time constraint, so
that lots are withhold if their estimated probability of time
constraint adherence suggests that potential scrapping or
rework will become necessary. Thus, the model provides
a novel approach to utilize the uncertainty in manufactur-
ing related artificial intelligence models to distill knowledge
on product individual level into an intelligent production

control. The model is validated with real world industrial
semiconductor manufacturing data from an entire fab over
several months.

The paper is organized as follows. The literature review
is presented in “Literature review” section and focuses on
product-inherent constraints in manufacturing and the state-
of-the-art of manufacturing under such time constraints in
semiconductor fabs. Furthermore, the main contribution of
this work is highlighted. “Decision model” section gives an
overview of the manufacturing setting at hand and defines
the problem treated in this paper. Additionally, the specifi-
cations of the constructed models are presented. “Numerical
experiments” section presents the results of the numerical
study carried out in the real-world manufacturing setting.
In “Experimental validation of constrained actions” section,
the results are discussed and the benefits of the modeling
approaches are presented. Finally, “Conclusions and further
developments” section concludes and summarizes the paper
and discourses possible relevant further developments.

Literature review

To that end, this paper presents a holistic literature review
on the state-of-the-art for adequately considering product-
inherent constraints for production control in general in
“Product-inherent production control constraints” section. In
the concrete context of semiconductor manufacturing, the
state-of-the-art techniques are reviewed in “State-of-the-art
time constraint control in semiconductor manufacturing”
section. The contribution of this paper is outlined in “Con-
tribution” section.

Product-inherent production control constraints

Generally, production control consists of scheduling at a
higher level and dispatching at a lower level. It can therefore
be distinguished from production planning which consists of
making strategic decisions on a quarterly base and releasing
orders at a monthly scale (Mönch et al., 2013).

Product-inherent constraints on the production control can
be of different type and are found across various indus-
tries. Production processes can be constrained for yield,
safety, environmental or quality reasons. Another example
can be found in the chemical industry in polymerization
reactors. Several process variables like reactor tempera-
ture and feed flow rate have to be constrained in order to
comply with quality and safety requirements (Abel et al.,
2000). Highly energy intensive industries like steel manu-
facturing are forced to constrain their processes and energy
consumption in order to reduce their environmental impact
(Somboonwiwat et al., 2018). In order to accomplish qual-
ity goals and increase throughput, manufacturers may also
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impose time constraints within production processes. Time
constraints canbe requiredwhen schedulingbecauseonepro-
cess step may depend on the output of a previous step forcing
it to wait. For example in oncology clinics, treatments may
sometimes only start after a specific start time because the
patient may only be treated after an oncologist appointment
(Liang et al., 2015). Analogically, a process step may require
an intermediate product forcing it to be scheduled after the
process step of which the output is the intermediate product
(Sundaramoorthy&Karimi, 2004). Time constraints can also
be imposed to limit the time between multiple process steps
in order to prevent the product from degrading. For example,
when using cold cure bonding, the time between the anodiz-
ing and the bond lay-up process stepmust not exceed a certain
time limit (Higgins, 2000). When handling perishable prod-
ucts in the food industry (e.g. yogurt), each process step in
the production has to be performedwithin a certain time limit
for the product not to perish and lose its value (Amorim et
al., 2013). Also, holding times of intermediate products can
be limited due to sterility reasons in pharmaceutical manu-
facturing (Eberle et al., 2016). This phenomenon can also be
observed in semiconductor manufacturing. Time constraints
are frequently imposed to mitigate negative effects on the
wafers surface caused by oxidation and contamination (Wang
et al., 2018). Given the increasingly available data and avail-
ability of high performance algorithmsArtificial Intelligence
and Machine Learning techniques are perfectly fit to counter
such product-inherent constraints. As the field is large and
evolving fast the reader shall be referred to the respective
state-of-the-art literature.

Due the frequent occurrence of time constraints in semi-
conductor manufacturing and a high availability of quality
data, semiconductor manufacturing is investigated in this
paper in order to verify the proposed production control
model. A state-of-the-art literature review of time constraint
control in semiconductor manufacturing is conducted which
is presented in the following.

State-of-the-art time constraint control in
semiconductor manufacturing

In semiconductor manufacturing, equipment, denoting the
manufacturing equipment which is used interchangeably to
the commonly used machines, is the biggest cost driver
(Hong et al., 2023). Thus, using capacities with opportunistic
behavior and ensuring zero defect manufacturing is central
(Valet et al., 2022) and accordingly, fabs are run for 24h on
every single day. In order to minimize setups and improve
coordination, wafers, with several ICs each, are stacked to
lots, each containing up to 50 or typically 25 wafers (Ziarnet-
zky et al., 2017). This technologically intensemanufacturing,
with complicated chip design, is seen in the presence of
abrasive processes, chemical and electro-physical processes,

forming and cutting processes.As ICs aremanufactured layer
by layermetrology and advanced surface engineering that are
required need complicated machines or equipment as well
as complex control and organization of production systems
(Mönch et al., 2013). Aside from technical and technological
complexity,the greatest challenge in producing semiconduc-
tors is to coordinate this complex job shop (Mönch et al.,
2011). Each wafer requires 1000 or more processing steps,
that need several minutes up to many hours each (Valet et
al., 2022). Recurrent material flow gradually builds these
integrated chips, layer by layer. Factories in semiconductor
manufacturing are operated on the verge of the physical and
technological boundaries resulting in only a part of the ICs
from manufacturing being able to reach the highest usability
level (Mönch et al., 2009). Yield denotes this share of func-
tional chips over total manufactured and should be kept as
high as possible. Besides errors, yield loss can also be made
up of wafers contamination. The contamination often stems
from ionmigration, crystal formation, native oxidation or the
deposition of dust (Lima et al., 2021). Such a contamiona-
tion, also called impurity, alters the surface of the chips and
inhibits the electrical flow from following the designed pat-
ters. Tominimize contamination equipment inmanufacturing
of semiconductors is, hence, located in a so called clean room
(Klemmt &Monch, 2012). Still, each wafer can only remain
in the clean room for several hours, because otherwise the
wafers often have to be scrapped due to the contamination
which cannot always be cleaned (Altenmüller et al., 2020).
Not violating these time constraints is, thus, crucial to the suc-
cess of semiconductor manufacturers (Arima et al., 2015).

Production and business activities of companies are cru-
cially impacted by production planning and control (PPC)
(Wang & Liu, 2013). The main goals of PPC in semicon-
ductor manufacturing are the minimization of costs and
an increase in productivity, while continuously improving
quality and due date performance (Uzsoy et al., 1992). In
order to identify relevant literature treating time constraint
management in semiconductor manufacturing, a systematic
literature review using grounded theory is conducted using
the approach proposed by Wolfswinkel et al. (2013). The
review was performed by querying Scopus about publica-
tions dealing with time constraints or time coupling and
relevant alternative descriptions in semiconductor manufac-
turing. The literature is filtered by title, abstract and keywords
to preserve production system based approaches leading to
28 publications. These are extendedwith a forward and back-
ward search. The results are clustered into capacity planning,
scheduling and dispatching according to the PPC hierarchy
as outlined in the following.

Time constraints have to be taken into account at all the
different stages of PPC. According to Mönch et al. (2013),
PPC can be divided into three different levels: capacity plan-
ning, scheduling and dispatching. The literature treating time
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constraint control at a capacity planning and scheduling level
is summarized in Table 1.

Overall, only few papers regard time constraints at a
capacity planning level. The majority of publications rely
on queuing systems, assuming a general independent distri-
bution of interarrival times (GI) and a general distribution
for service times (G) with a number of m machines in
order to form a GI/G/m queuing network, like Tu and Liou
(2006) and Kitamura et al. (2006). Furthermore, Pappert
et al. (2016) perform production simulations and conclude
that time constraints significantly reduced production capac-
ity. Additionally, Kuo et al. (2011) introduce a modeling
approach based on neural networks with the goal of reduc-
ing the cycle time of a wafer fab. Lastly, Mastrangelo et al.
(2024) build a policy to modulate a two-staged manufactur-
ing system’s capacity with time constraints. They apply a
markovian system representation and validate the model in
real environment in diffusion and cleaning stages to show a
significantly pareto-improvement on throughput and quality
yield.

Thebiggest share of the identified literature, however, con-
siders time constraints at a scheduling level. As displayed in
Table 1, the scheduling problem is predominantly modeled
withmixed integer programming (MIP), mixed integer linear
programming (MILP) or mixed integer non-linear program-
ming (MINLP). Few exceptions are a disjunctive graph, a
Kanban system, an analytical model or constraint program-
ming (CP), also in combination with MIP.

To minimize the waiting time variation and thus reduce
time constraint violations, Yu et al. (2013) develop a MIP-
based scheduler for up to 25 jobs that can exactly solve this
limited problem set. As the MIP model is not able to solve
problems with more than 25 jobs, an additional approxi-
mate solution is provided, showcasing the disadvantage of the
state-of-the-art approaches.While An et al. (2016) are able to
find optimal solutions for problems with up to 30 jobs within
a reasonable computation time,Kim andLee (2017)was only
able to solve 20 jobs with branch and bound techniques,
due to the consideration of complex time constraints. The
idea behind decomposition-based approaches is to divide the
problem into multiple sub-problems inspired by the divide
and conquer paradigm. For example, Sun et al. (2005) and
Maleck et al. (2019) divide the scheduling problem into three
levels and propose a solution for each problem individually.
Klemmt andMonch (2012) and Jung et al. (2014) break down
the problems recursively to find near-optimal solutions and
optimize KPIs such as total tardiness and time constraint
violation rates. Genetic algorithms (GA), on the contrary, are
inspired by natural selection and belong to the class of evolu-
tionary algorithms. They are commonly used to find solutions
to complex problems that are impossible to solve exactly
within a reasonable time frame. Klemmt et al. (2008) find
that exact approaches are limited in terms of problem dimen-

sion and therefore apply a GA to find near-optimal solutions
to four representative oven batching problems. Finally, Han
and Lee (2023) consider a three-machine flow shop with
missing operations and provide various types of heuristic
algorithms to solve the scheduling problem heuristically.
Twometaheuristic algorithm—iterated greedy and simulated
annealing—have shown to be effective and efficient.

Only few studies deviate from a MIP-based modeling
approach. A disjunctive graph representation is used by
Yugma et al. (2012) to group lots in batches and apply a
simulated annealing algorithm to optimize cycle time and
machine capacity. A decision support system is developed
by Perraudat et al. (2019) using a kanban system model.
Wu et al. (2016b) build an analytical model to quantify the
trade-off between a higher capacity and a lower rework rate
requiring a higher and a lower WIP-level respectively.

At a dispatching level, individual lots have to bemanaged.
Due to the high uncertainty of production control in semi-
conductor manufacturing, the non-linear material flow, lots
re-entering the production flow and sudden machine break-
downs, managing time constraints ultimately comes down
to dispatching the right lots at the right time. The respective
literature is shown in table 2.

Lima et al. (2017a, 2019) and Sadeghi et al. (2015) apply
amethod based on sampling for predicting if a lot will adhere
to time constraints upon entry. Building on this, Lima et
al. (2021) present an improved algorithm compared to the
original by Lima et al. (2017a), along with a problem mod-
eling approach that aligns more closely with real industrial
conditions. Additionally, Lima et al. (2017b) develop a deci-
sion support system to identify tool interruptions by grouping
machines based on shared recipes and aggregating time con-
straint transitions by their ending equipment. In contrast,
Altenmüller et al. (2020) use reinforcement learning (RL)
and train a RL agent that is rewarded for reducing time
constraint violations, successfully outperforming dispatch-
ing rules such as the First In, First Out (FIFO) heuristic.

Several studies focus on implementing rule-based sys-
tems, often validated through simulations. For instance, Tu
et al. (2010) introduce dynamic job control in the furnace
area, allowing managers to dynamically manage work in
progress (WIP) and ensure adherence to time constraints.
Arima et al. (2015) maximize throughput for lots adhering
to time constraints by combining dispatching and loading
rules. Similarly, Kobayashi et al. (2013) aim to optimize dis-
patching rules for a re-entrant flow shop. Kopp et al. (2020)
apply a rule-based approach that considers lot priority, setup
time, and a time constraint criticality factor. Ciccullo et al.
(2014) and Pirovano et al. (2020) examine the batching pro-
cess before a time constraint between cleaning and diffusion
processes, proposing heuristic algorithms to avoid scrapped
lots. Furthermore, Zhang et al. (2016) develop a plan-based
control system to handle the dynamic and stochastic envi-
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Table 2 Classification of the relevant literature based on modeling, approach and objective at a dispatching level

Modeling Approach Source

Disjunctive graph Sampling-based heuristic Lima et al. (2017a, 2017b, 2019, 2021), Sadeghi et al. (2015)

Feedforward ANN Heuristic control policy Chakravorty and Nagarur (2020)

MDP Numerical calculation algorithm Wu et al. (2010, 2012a, 2012b, 2016a)

RL Altenmüller et al. (2020)

Experiments Heuristic control policy Tu et al. (2010), Arima et al. (2015), Kopp et al. (2020), Ciccullo et al.
(2014), Kobayashi et al. (2013), Pirovano et al. (2020)

Plan-based heuristic Zhang et al. (2016)

BIP Heuristics Ham et al. (2011)

MIP/MILP Exact solution Maleck and Eckert (2017)

Heuristic control policy Chang and Chang (2012), Wang et al. (2018)

Neural network + heuristic control policy Li et al. (2012)

Genetic algorithm Jia et al. (2013)

ARMA PE + PI May et al. (2021c)

ML & ARIMA May et al. (2021b)

Queueing model Heuristic control policy Yang et al. (2015)

ronment in semiconductor manufacturing, though it lacks
real-time capabilities and practical application in a real semi-
conductor setting.

Though the following studies share a common founda-
tion in integer programming models, their objectives, work
areas, and utilized parameters differ significantly. Ham et
al. (2011) focus on minimizing computation time to pro-
vide a real-time dispatching heuristic using binary integer
programming (BIP) in a two-machine flow shop. In con-
trast, Chang and Chang (2012) integrate dispatching rules
into a three-stage approach to reduce cycle time. Jia et al.
(2013) combine a pull-pull-push-push strategywith a genetic
algorithm to develop a closed-loop dispatching heuristic.
Multiple dispatching rules incorporating risk factors are pro-
posed by Maleck and Eckert (2017) to account for tool
failure probabilities. Li et al. (2012) use a learning-based
approach, training a neural network to set the weighted
parameters of a dispatching rule based on job due dates and
machine workloads. Wang et al. (2018) explore time-link
area constraints and develop a control policy for initiating
the first process of a time constraint. May et al. (2021c)
and May et al. (2021b) apply autoregressive moving aver-
age (ARMA) and autoregressive integrated moving average
(ARIMA) models, respectively. May et al. (2021b) also
construct a recurrent neural network (RNN), specifically a
Long-Short-Term-Memory (LSTM) network, to compare the
performance of different approaches. Both studies combine
a single point estimator (PE) with an extended prediction
interval to estimate the probability of a lot adhering to a
time constraint. Other approaches include using a neural
network to predict cycle time by Chakravorty and Nagarur
(2020) or queue lengths (May et al., 2021a), starting pro-

cessing only if the predicted cycle time is within the time
limit. Finally, Yang et al. (2015) address the challenge of
long setup times for implantation equipment compared to
their process times. To prevent continuous production runs
from being interrupted by arriving lots with time limits, they
propose a novel dispatching algorithm that combines recipe
changes with processing arriving time constraint lots.

Contribution

As explained by the literature review, time constraints
in semiconductor manufacturing pose a serious trouble
to operations and currently are predominantly modeled
using mathematical models and heuristics. Many of these
approaches make strong simplifications regarding the num-
ber of machines or the heterogeneity of the transitions in a
wafer fab. Thus, applying them in an existing semiconduc-
tor fab is hardly conceivable for this theoretical work. As
a result, solutions are oftentimes not verified in real-world
sized semiconductor systems let alone in an existing semi-
conductor manufacturing environment and in particular not
in an entire fab. Thus, they fall short of any applicability in
real-world environments. An important contribution is hence
the demonstration of the proposed model in a real-world
semiconductor fab with practical implications. Additionally,
machine learning approaches are significantly underrepre-
sented despite their so far promising results. Most notably,
the inclusion of uncertainty in artificial intelligence has been
neglected. In contrast to alternative approaches, AI based
approaches can be enhanced to deal with industrial size prob-
lems and replace industrial, human or priority rule based
approaches. To that end, the proposed models must signifi-
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Fig. 1 Simple time constraint:
Transition time t between two
operations On and On+1 limited
by an upper limit du

cantly outperform state-of-the-art approaches. Therefore, the
need to regard time constraints holistically using real-world
data from semiconductor manufacturing is derived and a
modeling approach is developed accordingly. The model is
validated with a real-world wafer fab.

Decisionmodel

We develop a decision model based on real-time data to
improve the production control in a complex job shop
manufacturing setting. This section defines the formal man-
ufacturing setting, gives a detailed problem description and
introduces the model specification.

Manufacturing setting

A complex job shop is amanufacturing setting wherem ∈ M
machines, herein also denoted as equipment, manufacture
j ∈ J jobs that can involve several complexities. Each job
j contains a process flow f ∈ F with f = {o1, o2, . . . , ok}
with o ∈ O signifying possible operations. Each machine
can perform Om ⊂ O operations. First, a re-entrant flow of
jobs (i.e. a job is re-entering the manufacturing setting after
one pass through) is possible, as for instance a job’s process
flow f j contains operations that are performed outside of
themanufacturing system such as quality assurance. Further-
more, the setup times are sequence dependent, meaning that
the setup time t setup

o1,o2 can differ significantly from the setup
times t setup

o3,o2 and t setup
o2,o1 for o1, o2, o3 ∈ Om . Likewise, the

processing time t processing
ok ,m1 varies for different jobs while lot

sizes for any lot l1 = { j1, j2, . . .} are heterogeneous. Due to
frequent and hard to control machine breakdowns, decisions
in a complex job shop have to be taken under a high degree
of uncertainty (Waschneck et al., 2016). Prescribed due dates
and time constraints, that limit the time between operations
oa and ob with oa, ob ∈ f are a major concern. Failing to
hold due dates can result in high costs and low customer sat-
isfaction, while failing to adhere to time constraints can cause
insufficient quality and may require to restart manufacturing
of this lot from scratch.

Whenever an equipment has to select the next lot to be pro-
cessed, a decision in terms of gate has to be made. Regarding
a time constrained lot, this decision includes the initializa-

tion of the time constraint as there is no turning back after the
processing is started. The latest possible decision is therefore
right before starting processing and targets the minimizing
the number of violations of time constraints. This decision is
often based on heuristics or the experience of the technicians
in charge and is a time consuming and stressful task (Lima
et al., 2017b). The objective of this approach is to predict
the probability of a lot adhering to its given time constraint
to assist the technicians at a dispatching level by using the
advanced machine learning techniques (Chen et al., 2023)
without using simulation or digital twin based approaches
(May et al., 2022).

The modeling approach presented in this paper specifi-
cally targets simple time constraints.As depicted inFig. 1, the
transition time stands for the total time that elapses between
the end of operation On and the beginning of operation On+1

including transportation, handling and queue time.When the
processing of the lot arriving at the firstmachinemn is started,
the time constraint is initialized and there is no turning back.
Only when processing at the subsequent machine mn+1 is
started within the given time limit du , the time constraint
is fulfilled and the lot is prevented from exceeding its time
constraint.

Therefore, time constraint violations can be identified in
retrospect. Hence, any improvement from true positive and
true negative predictions have a large effect on the semicon-
ductor fab and can save precious value, energy and time.

Problem description

In semiconductor manufacturing, time constraints can occur
limiting the transition time between two or more machines
by an upper limit. Time constraints are classified into differ-
ent levels of complexity according to Klemmt et al. (2008)
and Wang et al. (2018) as follows: Simple time constraints
put a limit to the transition time between two consecutive
machines, i.e. without any intermediate steps, while transi-
tions spanning multiple machines are called timelink area
constraints. Time constraints are considered complex when
they consist of multiple overlapping or directly successive
time constraints. Simple time constraints are specifically
regarded in this paper, due to them occurring most frequently
in practice.
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Fig. 2 Decision model using the prediction interval for estimating the
probability of adhering to the time constraint

At themoment, dispatching decisions are performedman-
ually bywafer fab operatorsmostly based on their experience
and defined heuristics. In order to provide the operators with
meaningful information, the estimated adherence probabil-
ity of a time constraint transition is predicted. As outlined
in “State-of-the-art time constraint control in semiconduc-
tor manufacturing” section, machine learning approaches
are considerably underrepresented in the literature of time
constraint management in semiconductor manufacturing set-
tings. Due to their strong ability to cope with dynamic and
complex manufacturing environments, two models are con-
structed and presented in the following.

Model specification

Generally, neural networks can be treated as black boxes,
where a defined input provides a defined output. How or
why specific results are produced oftentimes can not be
determined leading to a lack of interpretability of the result.
Therefore, the point estimators of the neural networks are
supplemented by an uncertainty quantification method in
order to construct a prediction interval as introduced in May
et al. (2021b). Therefore, Monte Carlo dropout is introduced
in order to estimate the model uncertainty. Given a specific
time limit and a prescribed confidence level, the uncertainty is
in turn used to calculate the estimated time constraint adher-
ence probability.

Based on this concept, two models are constructed:
For the resource-based modeling approach, the time series
data is aggregated based on equipment groups to exploit
equipment group-specific characteristics. The transitional
modeling approach is fit to the entire data set.

Each transition between any two machines ma, mb ∈ M
can potentially contain time constraints. A transition is only
interesting and regarded if there is more than one transi-
tion of a job j ∈ J that transitions from machine ma to

mb. Transitions without any job transitions or with only
one job transition do not provide enough data to base the
decision on previous observations. The transitions can con-
tain time-constrained jobs that have an upper limit du for
the transition time and non-constrained transitions. In the
transitional modeling approach, each possible transition is
treated individually, whereas the resource-based modeling
approach pools transitions based on temporal-spatial data.
For each model of a transition, or pooled resource transition,
a prediction model is formed as time series data on the tran-
sition times is available. Each next potential transition uses
the currently available (past) data to predict the next transi-
tion time. Based on the prediction interval fed by the Monte
Carlo dropout, this point predictor of an individual transition
is transformed into an estimated probability. The approach
is presented in Fig. 2, which shows an exemplary case of
four total jobs, the second and forth being time constrained.
The second has successfully adhered to the time constraint.
Using the past three observations, the estimation for job 4
is performed. As indicated, the time constraint is lower than
the expected transition time and also has a low estimated
adherence probability (below the bar) compared to a greater
estimated violation probability. This can be regarded as the
confidence about the transition time being smaller than the
time constraint. Selecting this confidence is paramount for a
goodmodel and based on operator and expert discussions we
selected 90% and 95% as the prescribed confidence. Note,
that the confidence is not to be mistaken with the expected
share of jobs that violate the time constraint despite being
predicted to adhere with the given confidence.

Prediction intervals

A prediction interval is defined as a future value lying
between an upper and a lower bound with a given probability
(Chatfield, 2001). Since we are only interested in a transition
possibly exceeding its defined time limit, the lower bound of
the prediction interval is set to −∞. The upper bound can
than be calculated by

ŷ + zα/2

√
V ar(e) (1)

where ŷ denotes the point estimation, zα/2 the appropri-
ate percentage point of a standard normal distribution and
V ar(e) the variance of the models prediction error (Chat-
field, 2001). The first two parameters are directly available
from the models prediction and the prescribed confidence
interval respectively. The variance of the prediction error
consists of the sum of the model-specific variance σ 2

ŷi
repre-

senting the model’s uncertainty and the variance of the noise
σ 2

ε̂
in the underlying data (Khosravi et al., 2011). The vari-

ance present in the noise can be calculated by division of the
sum of the squared differences between the observed values
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yi and the model’s prediction ŷi by the number of samples
nt in the test set (Zhu & Laptev, 2017).

σ 2
ε̂

= 1

nt

nt∑

i=1

(yi − ŷi )
2 (2)

Generally, dropout is a method to prevent NNs from
overfitting. At each training step, a collection of neurons is
randomly selected from the network and the connections to
their successive neurons are cut. The selected neurons are
thereby dropped out, thus their output does not influence the
output of the network. Applying this process to the fully
trained NN during testing is called Monte Carlo dropout and
can be used to determine the model uncertainty. It can be
shown, that applying dropout before each hidden layer of
the NN during testing is equivalent to the approximation of
a Gaussian process (Gal & Ghahramani, 2016). The model
uncertainty σ 2

ŷi
can therefore be estimated with sample vari-

ance (Zhu & Laptev, 2017). An ensemble of predictions ŷi,n

is obtained by performing N stochastic forward passes, from
which the model uncertainty can be calculated through the
following equations:

ŷi = 1

N

N∑

i=1

ŷi,n (3)

σ 2
ŷi

= 1

N − 1

N∑

n=1

(ŷi,n − ŷi )
2. (4)

In order to obtain the point estimator, two modeling
approaches are introduced in the following.

Transitional modeling approach

Due to the sequential nature of the data at hand, a transi-
tional modeling approach incorporating a recurrent neural
network (RNN) is constructed first in a similar style as May
et al. (2021c). Alongside the observed transition times, the
current queue meaning the number of lots waiting in front of
the upstream equipment is modeled. The result is a sequence
of data points which is then split up into subsequences of
equal length using a sliding window approach and forming
the model’s input data. As depicted in Fig. 3, the RNN pre-
dicts a transition time based on the input data. Given the
model’s uncertainty, the prediction can in turn be used to
calculate an adherence probability.

For the specific implementation of the RNN, a gated
recurrent unit cell (GRU) is used. Compared to long short-
term memory (LSTM) cells, they require less computational
effort. Furthermore, studies have shown that on different
tasks, GRU can outperform LSTM in terms of immunity to

Fig. 3 Transitional model architecture

the exploding and vanishing gradient problem (Mateus et
al., 2021), prediction errors (Yamak et al., 2019) and over-
all performance (Zarzycki & Ławryńczuk, 2021). To enlarge
the state-of-the-art and compare the proposed approach, we
additionally implement the model using a LSTM network in
style of May et al. (2021b)

Resource-based modeling approach

Generally, it can be found that when grouping time constraint
transitions based on shared equipment groups, transitions
with similar properties are aggregated (Lima et al., 2017b).
In order to reduce the heterogeneity of the training data, it is
decomposed into multiple subsets. For each subset, a feed-
forward neural network (FFNN) is trained and the individual
predictors are combined into one overall model. Upon input
of data, the decider delegates the prediction to the appropri-
ate NN based on the equipment groups and the prediction of
that NN than represents the model’s output (see Fig. 4).

As proposed by Lima et al. (2017b), the transitions are
grouped based on shared machine groups. Each machine
is capable of performing one or multiple actions onto the
lots they process. Furthermore, machines can share the same
actions. First, machines that share actions are assigned the
same groups. These initial groups are united upon shared
machines resulting in distinct machine groups. Secondly,
each transition has a starting and an ending equipment, thus a
starting and an ending equipment group. The transitions are
partitioned into unique combinations of equipment groups
where transitions in one group share the same starting and
ending equipment group. Any transition can therefore be
associated with a specific combination of a starting and
an ending equipment group. The transitions are grouped
based on those combinations. When handing input data to
the model, it determines the starting and ending equipment
group of the transition and dispatches the prediction task to
the respective NN based on the given equipment groups.

Numerical experiments

The numerical experiments are performed in a semiconduc-
tormanufacturing plant that containsmore than one thousand
machines, in otherwordsmanufacturing equipment. The data
set at hands was recorded over the time horizon of several
months and contains any positional data for the wafers with
respect to performing an operation on on any equipment.
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Fig. 4 Resource-based model
architecture

This is augmented with information about the wafer-specific
time constraints. “Empirical setting” section describes this
environment and “Implementation details” section the imple-
mentation details.

Empirical setting

Chip manufacturing comprises many different steps mak-
ing it a highly complex endeavor. It includes circuit design,
processing under clean room conditions, testing, and pack-
aging of the wafers (Xiao, 2012). Forming the basis of an
integrated circuit (IC), wafers are thin slices of ultra pure
single-crystal silicon. Semiconductor manufacturing can be
divided into front-end and back-end processes. The front-
end consists of the fabrication of the integrated circuits on
wafers. To process these wafers, ultra pure silicon wafers
are repeatedly undergoing many different process steps to
alter the electrical conductivity on a layer by layer basis. By
controlling the alteration of the conductivity in a semicon-
ductors due to implemented impurities, tiny conductive paths
are realized (Mönch et al., 2013). These make up transistors
which themselves are aggregated over many layers to form
an integrated circuit. The integrated circuits are then subject
to thousands of electrical tests to verify the functionality of
the device (STMicroelectronics, 2000). Chips that failed the
electrical tests are marked and excluded from further pro-
cessing. Entering the back-end, the first step is to separate
the chips by cutting the wafers. The functional chips are then
wired and packaged for easier handling and protection from
environmental conditions. Final tests are conducted on each
IC by automated test equipment to ensure product quality.

When manufacturing semiconductor products, hundreds
of operations must be performed almost impeccably (May
& Spanos, 2006), giving rise to several process-related chal-
lenges (Mönch et al., 2013). On the process side, wafers have
to be processed on the same types ofmachinesmultiple times.
The resulting recurrent nature of chip manufacturing leads
to a re-entrant process flow making production planning and
control a challenging task. Besides complex manufacturing

control, a key lies in controlling the processes and the alter-
ation of the semiconductor between processes. If conductive
paths are changed due to contamination or oxidation on the
wafer’s surface between and during processes, the integrated
circuit will not work properly. To mitigate these negative
effects, time constraints are commonly imposed (Wang et
al., 2018), limiting the time between two or more consecu-
tive operations by an upper bound. As many ICs are placed
on one wafer, only few non working ICs can be tolerated
before the whole wafer has to undergo expensive rework or
inmany cases leads to scrapping (Mönch et al., 2013). Adher-
ing, in other words not violating, the given time constraints
therefore is central to effective and efficient semiconductor
manufacturing.

Operational data

The dataset collected from the front-end of a semiconductor
wafer fab contains transitional data as each processing of a
wafer at any equipment, in other words machine, is recorded.
During the course of several months, frequent log data from
equipment and associated lots has been captured and aggre-
gated to build the dataset of machine events that contain
information about starting and ending time of processes for
wafers and maintenance. This represents the digital shadow
representation of the actual factory for several months con-
taining in the millions of observed entries in a similar style
to Table 3.

Not all possible transitions between two machines have
been used within that period of time. Changes over time
can occur due to changing equipment capabilities and new
products—in other words IC designs—that enter the wafer
fab. Additionally, transitions of lots used for testing are
removed. Using this data, it is possible to infer the transi-
tion time between machines, which has to be lower than the
prescribed time constraint to avoid scrapping.

When looking at specific starting and ending equipment
combination, the transitions in between can be considered
realizations of a function. As initially investigated by May

123



Journal of Intelligent Manufacturing (2024) 35:4259–4276 4269

Table 3 Exemplary transition
log data

Time stamp Equipment Process operation Lot ID ...

123456 A12 SPS_42 EXAMPLE987 ..

.. .. .. .. ..

et al. (2021c), some of those functions exhibit a significant
autocorrelation. This means, that a specific observation of
a transition time depends to some degree on its past real-
izations. For example, when a long transition time due to a
suddenmachinedown is observed, the successive transition is
likely to be long as well and thus correlates with a previously
observed value. How this autocorrelation can be exploited to
predict transition times is described in the following.

Implementation details

The prediction of the transition times aims at exploiting this
autocorrelation of a sequence of observations by feeding a
sequence of past observations into the neural network in order
for it to predict the potential successive value.

When aggregating the operational data by the lots, a
sequence of transitions for each lot can be determined, con-
sisting of a starting and an ending equipment, as well as a
time stamp and an identifier for the process performed at the
starting equipment. In order to benefit from the autocorrela-
tion between

This data is complemented by a queue feature represent-
ing the number of wafers waiting to be processed at the
downstream equipment. This is done by increasing the queue
count every time a transition towards the downstream equip-
ment is started and by decreasing the queue count every time
the downstream equipment finishes processing. The initial
queue count is approximated by identifying all lots that are
in transition to the respective machine before the time frame
under study begins. A correlation analysis of the queue fea-
ture reveals that the overall correlation of around 0.25 is
only moderate. However, a higher correlation is observed for
machines performing single and cluster operations while the
correlation is almost non-existent for machines performing
batch processes. As during batch processes, multiple lots are
processed at once, a longer queue in front of the equipment
can possibly be beneficial to arriving lots. Overall, the queue
feature can provide additional information in some cases and
is therefore added to the input data.

The categorical inputs, namely starting and ending equip-
ment, aremapped to numerical ones. This is done using entity
embedding by assigning a number to each unique equipment.

The input data is split into a training, a validation and a test
set. In order to provide themodels with a sufficient amount of
training samples while reserving enough samples for model
validation, a ratio of 0.7 to 0.15 to 0.15 is chosen respectively.

The training data is used to fit the neural network by adjust-
ing the weights of the neural network. The validation set is
used for regularization during the training phase. After every
epoch, the loss on the validation set is tested and an increase
eventually triggers early stopping. Finally, the model’s per-
formance is evaluated using the test set.

A detailed implementation description for each of the
models is introduced in the following.

Resource basedmodels

The individual neural networks are all FFNNs and consist of
at least two dense layers. For every NN, different numbers
of layers, different kernels, bias regularizers and activation
functions are evaluated in a grid search manner. Lastly,
Bayesian hyper parameter is applied to optimize dropout
rates and number of neurons.

Transitional models

The hyperparameters of the neural networks of the transi-
tional models—consisting of a GRU-based and a LSTM-
based model—have to be tuned subsequently. This is done
using hyperopt, a Python library for serial and parallel
optimization over specified search spaces, originating from
Bergstra et al. (2013). The library’s search algorithm then
minimizes the loss returned by a function given a search
space. In order to calculate the loss, a function is defined
that trains the model given a specific set of hyperparameters,
evaluates its performance and returns the prediction loss. In
order to bound the search space, initial experiments are car-
ried out in a grid search manner. The resulting search space
is depicted in Table 4. Additionally, the default optimizer of
Keras is used.

Finally, the GRU model is built as follows: Two embed-
ding layers of size 92 turn each categorical feature respec-
tively into a dense vector of fixed size. The input data is then
fed to a GRU layer consisting of 27 neurons, a dropout rate
of 0.250, and a recurrent dropout rate of 0.266. A final dense
layer maps the 27 GRU outputs to a single output value.
Additionally, early stopping and learning rate reduction on
plateaus is enabled. Analogously, the LSTM model consists
of an embedding of size 30, an LSTM layer with 32 neurons,
and a dropout rate and recurrent dropout rate of 0.2.

In Fig. 5, the training and validation losses are depicted
over the course of the training process for the GRU model.
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Table 4 Search space and
results of the hyperparameter
optimization: number of
neurons, embedding size,
dropout rate (DR), and recurrent
DR

Neurons Embedding size DR Recurr. DR

Parameter range {10, …, 40} {20, …, 100} [0.1;0.35] [0.1;0.35]

Results GRU 27 92 0.250 0.266

Results LSTM 32 30 0.2 0.2

Fig. 5 Training and validation loss of the GRU model

Up until epoch 14, training and validation loss decrease as
the training progresses. Training is stopped at epoch 15 due
to an increase in validation loss.

Experimental validation of constrained
actions

The presented models are implemented and experimentally
validated using real-world data. Firstly, performance met-
rics are introduced in “Evaluation approach” section that are
used to evaluate the decision models. Secondly, the evalua-
tion results are presented in “Evaluation results” section, and
discussed in “Discussion and managerial insights” section.

Evaluation approach

First, the prediction interval is evaluated. Second, the point
estimators and prediction intervals are used to classify transi-
tions into adherences and violations. The appropriate metrics
for prediction interval and classification evaluation are intro-
duced in the following. Additionally, the relative absolute
error (RAE) is introduced to allow for comparability between
models.

Evaluating predictions intervals

In order to objectively assess the quality of the prediction
intervals, Khosravi et al. (2011) state that two performance
metrics are required. First, the prediction interval coverage

probability (PICP) is introduced, stated by the authors to be
the most important characteristic of a prediction interval. It
is calculated by dividing the number of predictions that are
lower or equal to du , the given upper limit obtained from the
total number of elements in the test set nt . The PICP should
not be lower than 1 − α, the defined confidence level.

P I C P = 1

nt

nt∑

i=1

ŷi ,with ŷi =
{
1, ŷi ≤ du

i

0, ŷi > du
i

(5)

When constructing a prediction interval, a trade-off has
to be found between its width and its coverage probability
as increasing the width leads to a higher coverage of predic-
tions. Therefore, the mean prediction interval width (MPIW)
is introduced. It is calculated by averaging all upper bounds
du

i .

M P I W = 1

nt

nt∑

i=1

du
i (6)

Evaluating single model performance

Ultimately, the evaluation has to take place in the indus-
trial setting by showing the value generated. By defining a
required confidence level for the classification of future tran-
sitions, they can be classified by themodel into violations and
adherences.Thegoal is tomaximize the correct predictions of
violations and adherences. The resulting binary classification
task can yield four different kinds of predictions: True Pos-
itives (TP), True Negatives (TN), False Negatives (FN), and
False Positives (FP). This information can be summarized in
a confusion matrix, holding all the relevant information of
the classification performance (Grandini et al., 2020). Based
on that, the traditional metrics of Recall ( T P

T P+F N ), Precision

( T P
T P+F P ) and Accuracy (

T P+T N
T P+T N+F P+F N ) are used to eval-

uate the classification performance. They can be interpreted
in this setting as follows: Recall can be calculated by dividing
the number of violations that are detected by the total number
of time constraint adherences. It can thus be interpreted as a
measure for the detection rate of time constraints. The pre-
cision is a metric to measure the share of correctly predicted
violations in relation to the total time constraint predicted
violations. A high precision thus implies a low false alarm
rate. To measure the share of total correct predictions, the
accuracy is used.
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Comparing multiple models

In order to compare multiple models, an additional metric
is required. The absolute error (AE) of a predictor consists
of the sum of the absolute residuals of its predictions. The
AE of the examined model is therefore calculated by the sum
of the absolute differences between the observed values yi

and the model’s predictions ŷi . Similarly, the AE of a simple
predictor is calculated by the sum of the absolute differences
between the observed values yi and the mean of the observed
values y. The RAE compares the AE of a model to that of a
simple predictor always which always predicts the mean of
the observations. It can therefore be interpreted as a measure
of how much benefit a model provide. It is used to compare
multiple models and calculated as described in Eq. (7).

R AE =

N∑

i=1
|yi − ŷi |

N∑

i=1
|yi − y|

(7)

Evaluation results

Using the performance metrics introduced in “Evaluation
approach” section, the models are evaluated based on their
point estimators, model uncertainties, and—given a confi-
dence level—the resulting classifications into violations and
adherences. The evaluation on the time constraint transitional
data is performed using the previously mentioned test set. To
obtain a more stable forecast, 500 predictions are made for
each observation in the test set in order to form an ensem-
ble prediction. The resulting point estimator yields a MSE of
0.8871 and a mean variance of the prediction error of 1.465
(Table 5).

The low recall of the resource-based model is caused by
(in an example case) only one out of five violations being cor-
rectly detected. Due to the high false alarm rate, the precision
is also low. However, when increasing the confidence level
to 95%, four out of five violations are correctly identified
leading to an increase in recall to 80% and a slight increase
in precision to 0.763% indicating that a higher confidence
level favors the resource based model.

The values of the PICP as well as the MPIW for a confi-
dence level of 90% are shown in Table 6. Since the prediction
intervals are only limited by an upper bound, higher obser-
vations in the test set result in a higher MPIW without effect
on the prediction interval coverage probability. In order to
compare the mean prediction interval widths, they are put
into relation with the mean test observation (MTO).

The PICPs of the three evaluated models are all close to
the prescribed confidence level of 90% indicating accurate

predictions. At first glance, resource-based modeling and
transitional modeling (GRU) approaches appear to have a
higher variance than transitional modeling (LSTM) due to
the increase inMPIW from transitional modeling (LSTM) to
resource-basedmodeling.However, the ratio betweenMPIW
and MTO are almost identical for all the models indicating
equally variable predictions.

To regard the sensitivity of the proposed models it is
required to transcend beyond the prescribed 90% level,
although for the practical implementation in a given semi-
conductor fab the local information and selection must be
re-adjusted. Figure6 shows the influence over several time
constrained lots that transition over a randomly selected high
throughput transition in the given time period. It is worth not-
ing the the time constraints vary in length, which influences
the violation probability and thus performance on the confi-
dence level. Nevertheless, it can be seen that the uncertainty
inclusion in the models allows for a more thorough analysis
of the time constraints than in rule-based approaches. The
sensitivity shows that in the particular transition at that time
a lower confidence level of approximately 80%would be suf-
ficient to capture all actual violations. However, based on the
presented chart and industrial expert validation a stronger risk
aversion was chosen. It should be noted that in other transi-
tions, in particular less frequently used transitions, the graph
could look vastly different, requiring even higher confidence
levels. Thus, as a trade-off 90% was selected.

Discussion andmanagerial insights

In general the presentedmodels are capable of outperforming
state-of-the-art approaches in avoiding time constraint vio-
lations as many observed time constraints could have been
prevented. Nevertheless, the low precision shows that the
models are hardly capable of separating close to violations
from actual violations in an always effectivemanner. In a reg-
ularmachine learning application, this could be attributed to a
lack in generalization capability. However, in the given case,
time series are used to condense the behaviorwithin a factory.
Clearly, future changes and never before observed circum-
stances cannot be learned from a time series if complex
systems with many non-linearities, as in the semiconductor
manufacturing example, are regarded. Much of this perceiv-
able generalization gap can be attributed to the enormous
complexity within a semiconductor wafer fab. Main fac-
tors are the high volume and ultra high mix production
under averse manufacturing conditions with frequent break-
downs and stochastic process behavior and times.Overall, the
results are a step towards better controlling product-inherent
constraints in complex manufacturing environments such as
semiconductor manufacturing operations.

Managerial implications that should be considered start
with the precondition for managing product-inherent con-
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Table 5 Accuracy, precision
and recall for comparing the
resource-based modeling
approach and the transitional
modeling approaches at a
confidence level of 90%

Resource-based approach LSTM approach GRU approach

Recall 20.0% 90.9% 42.9%

Precision 0.308 2.42 0.636

Accuracy 61.3% 82.1% 75.9%

Table 6 PICP and MPIW of resource-based modeling, transitional modeling (GRU), and transitional modeling (LSTM)

Resource-based modeling Transitional modeling (GRU) Transitional modeling (LSTM)

MSE 0.4858 0.7280 0.4963

RAE 0.6957 0.8720 0.9996

Variance 0.5215 1.326 0.7553

PICP 0.8941 0.9256 0.9390

MPIW 9.677 8.977 7.671

MTO 8.866 7.876 6.589

Fig. 6 Exemplary confidence
influence on selected transition

straints, the need to identify and track individual products and
lots. Hence, data gathering and traceability are key enablers
and should be considered early on in an interconnected
way. Additionally, the proposed approaches highlights the
benefits that come from a shift from traditional operations
management to a network perspective based on real-time
and historical data. Similarly, the inclusion of uncertainty
into decision making and possibility to regard individual,
product-inherent constraints to advance well beyond tradi-
tional, average based decision making. Clearly, the benefit
of decisions based on uncertainty informed artificial intelli-
gence should be factored inwhendesigning future production
control.

Conclusions and further developments

This work presents a novel production control model for
product-inherent constraints, on the example of time con-
straints in semiconductor manufacturing. Based on a tran-
sition time prediction, the probability of time constraint
adherence is estimated with different real-time, data-based
machine learning models by considering data and model
based uncertainty. By using these modeling approaches,
the heavy class imbalance in an industrial setting with less

than 1% violations can be resolved. The evaluation shows
that data-based production control strongly outperforms the
industrial state-of-the-art with the transitional model. Select-
ing the best performing model in such volatile environments
is not time invariant. The real-world industrial semiconduc-
tor fab application illustrates the need to move from static,
long-term optimization towards data-based, real-time deci-
sion making for production control.

One limitation of this study is that it only considers simple
time constraints that do not overlap or span several machines.
While these account for the majority of time constraints as
well as their respective violations, complex, nested time con-
straints should be included in a holistic approach and will
be the focus of further, deeper developments. Additionally,
the modeling can be extended with more advanced machine
learning techniques that can incorporate uncertainty, such as
bayesian networks. Moreover, the extension with both big-
ger and more exhaustive, i.e. more detailed data can propel
the research in this domain. Lastly, the integration of digital-
twin based simulations and research on their accuracy could
be researched in the future.
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