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Abstract
The automatic semantic structuring of scientific text allows for more efficient reading of research articles and is an important
indexing step for academic search engines. Sequential sentence classification is an essential structuring task and targets
the categorisation of sentences based on their content and context. However, the potential of transfer learning for sentence
classification across different scientific domains and text types, such as full papers and abstracts, has not yet been explored in
prior work. In this paper, we present a systematic analysis of transfer learning for scientific sequential sentence classification.
For this purpose, we derive seven research questions and present several contributions to address them: (1)We suggest a novel
uniform deep learning architecture and multi-task learning for cross-domain sequential sentence classification in scientific
text. (2)We tailor two transfer learning methods to deal with the given task, namely sequential transfer learning and multi-task
learning. (3) We compare the results of the two best models using qualitative examples in a case study. (4) We provide an
approach for the semi-automatic identification of semantically related classes across annotation schemes and analyse the
results for four annotation schemes. The clusters and underlying semantic vectors are validated using k-means clustering.
(5) Our comprehensive experimental results indicate that when using the proposed multi-task learning architecture, models
trained on datasets from different scientific domains benefit from one another. Our approach significantly outperforms state
of the art on full paper datasets while being on par for datasets consisting of abstracts.

Keywords Sequential sentence classification · Zone identification · Transfer learning · Multi-task learning · Scholarly
communication

1 Introduction

Searching relevant research papers for a particular field is
a core activity of researchers. Scientists usually use aca-
demic search engines and skim through the text of the found
articles to assess their relevance. However, academic search
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engines cannot assist researchers adequately in these tasks
since most research papers are plain PDF files and not
machine-interpretable [11, 70, 85]. The exploding number of
published articles aggravates this situation further [8]. There-
fore, automatic approaches to structure research papers are
highly desirable.

The task of sequential sentence classification targets the
categorisation of sentences by their semantic content or func-
tion. In research papers, this can be used to classify sentences
by their contribution to the article’s content, e.g. to deter-
mine whether a particular sentence contains information
about the research work’s objective, methods or results [22].
Figure1 shows an example of an abstract with classified
sentences. Such a semantification of sentences can help algo-
rithms focus on relevant elements of text and thus assist
information retrieval systems [60, 70] or knowledge graph
population [61]. The task is called sequential to distinguish
it from the general sentence classification task where a sen-
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tence is classified in isolation, i.e.without using local context.
However, in research papers, the meaning of a sentence is
often informed by the context of neighbouring sentences,
e.g. sentences that describe the methods usually precede sen-
tences about results.

In previous work, several approaches have been proposed
for sequential sentence classification (e.g. [3, 41, 75, 86]),
and several datasets were annotated for various scientific
domains (e.g. [22, 29, 34, 77]). The datasets contain either
abstracts or full papers and were annotated with domain-
specific sentence classes. However, research infrastructures
usually supportmultiple scientific domains. Therefore, stake-
holders of digital libraries are interested in a uniform solution
that enables the combination of these datasets to improve the
overall prediction accuracy. For this purpose, we explore sev-
eral research questions.

First, although some approaches propose transfer learn-
ing for the scientific domain [6, 12, 36, 63], the field lacks
a comprehensive empirical study on transfer learning across
different scientific domains for sequential sentence classifi-
cation. Transfer learning enables us to combine knowledge
frommultiple datasets to improve classification performance
and, thus, can reduce annotation costs. The annotation of sci-
entific text is particularly costly since it demands expertise
in the article’s domain [4, 9, 32]. However, studies revealed
that the success of transferring neuralmodels largely depends
on the relatedness of the tasks, and transfer learning with
unrelated tasks may even degrade performance [58, 62, 69,
74]. Two tasks are related if there exists some implicit or
explicit relationship between the feature spaces [62]. On the
other hand, every scientific domain is characterised by its spe-
cific terminology and phrasing,which yields different feature
spaces. Thus, it is unclear to what extent datasets from differ-
ent scientific disciplines are related. This raises the following
research questions (RQ) for the task of sequential sentence
classification:

#RQ1 To what extent are datasets from different domains
semantically related?
#RQ2 Which transfer learning approach works best?
#RQ3Whichneural network layers are transferable under
which constraints?
#RQ4 Is it beneficial to train a multi-task model with
multiple datasets?

Typically, every dataset has a domain-specific annota-
tion scheme that consists of a set of associated sentence
classes. This raises the second set of research questions with
regard to the consolidation of these annotation schemes. Prior
work [53] annotated a dataset multiple times with different
schemes and analysed the multi-variate frequency distribu-
tions of the classes. They found that the investigated schemes
are complementary and should be combined.However, anno-

tating datasets multiple times is costly and time-consuming.
To support the consolidation of different annotation schemes
across domains, we examine the following RQs:

#RQ5 Can a model trained with multiple datasets recog-
nise the semantic relatedness of classes from different
annotation schemes?
#RQ6Canwederive a consolidated, domain-independent
annotation scheme and use that scheme to compile a new
dataset to train a domain-independent model?

Finally, current approaches for sequential sentence clas-
sification are designed either for abstracts or full papers.
One reason is that these text types follow rather different
structures: In abstracts, different sentence classes directly
follow one another normally. The general paper text, how-
ever, exhibits longer passages without a change of the
semantic sentence class. Typically, deep learning is used for
abstracts [17, 23, 34, 41, 75, 86] since more training data are
presumably available, whereas for full papers, also called
zone identification, handcrafted features and linear models
have been suggested [3, 5, 29, 52]. However, deep learning
approaches have also been applied successfully to full papers
in related tasks such as argumentation mining [49], scientific
document summarisation [1, 18, 25, 33] or n-ary relation
extraction [31, 40, 43]. Thus, the potential of deep learning
has not been fully exploited yet for sequential sentence clas-
sification on full papers, and no unified solution exists for
abstracts as well as full papers. This raises the following RQ:

#RQ7 Can a unified deep learning approach be applied
to text types with very different structures like abstracts
or full papers?

In this paper, we investigate these research questions and
present the following contributions:

1. We introduce a novel multi-task learning framework for
sequential sentence classification.

2. Furthermore, we propose and evaluate an approach to
semi-automatically identify semantically related classes
from different annotation schemes and present an anal-
ysis of four annotation schemes. Based on the analysis,
we suggest a domain-independent annotation scheme and
compile a new dataset that enables the classification of
sentences in a domain-independent manner.

3. Our proposed unified deep learning approach can handle
both text types, abstracts and full papers, despite their
structural differences.

4. To facilitate further research, we make our source code
publicly available: https://github.com/TIBHannover/seq
uential-sentence-classification-extended.
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Fig. 1 An annotated abstract
taken from the CSABSTRUCT
dataset [17], where the sentences
are coloured according to their
respective category: background
(green), objectives (blue),
methods (brown) and results
(orange) (colour figure online)

Comprehensive experimental results demonstrate that our
multi-task learning approach successfully makes use of
datasets from different scientific domains, with different
annotation schemes, that contain abstracts or full papers.
In particular, we outperform state-of-the-art approaches for
full paper datasets significantly while obtaining competitive
results for datasets of abstracts.

This article is an extension of a paper [10] presented dur-
ing the Joint Conference on Digital Libraries (JCDL’22) [2].
With respect to this previous publication, we provide (a) an
extended discussion of relatedwork (Sect. 2); (b) an extended
description of the proposed methods, especially the unified
deep learning approach (Sect. 3.1); (c) an additional per-
formance comparison between SciBERT, BERT-Base and
BERT-Large (Sect. 5.1); (d) a significance test to compare
our approach to the previous state-of-the-art results; (e)
a qualitative analysis and case study (Sect. 5.4); (f) addi-
tional figures and discussion regarding the semi-automatic
identification of semantically related classes across several
annotation schemes (Sect. 5.5); (g) a comparison of the semi-
automatic identification to a fully automatic one (Sect. 5.5);
and (h) a discussion of the limitations of our approach and
analyses (Sect. 5.6).

The remainder of the paper is organised as follows:
Sect. 2 summarises related work on sentence classification
in research papers and transfer learning in natural language
processing (NLP). Our proposed approaches are presented
in Sect. 3. The setup and results of our experimental evalu-
ation are reported in Sects. 4 and 5, while Sect. 6 concludes
the paper and outlines areas of future work.

2 Related work

This section outlines datasets for sentence classification in
scientific texts and describes machine learning methods for
this task. Furthermore, we briefly review transfer learning
methods. For amore comprehensive overview of information
extraction from scientific text, we refer to Brack et al. [11]
and Nasar et al. [59].

2.1 Sequential sentence classification in scientific
text

Datasets:As depicted in Table 1, there are various annotated
benchmark datasets for sentence classification in research
papers. These come from several domains, e.g. PubMed-
20k [22] consists of biomedical randomised controlled trials,
NICTA-PIBOSO [45] comes from evidence-basedmedicine,
Dr. Inventor dataset [29] comes from computer graphics,
and the ART/Core Scientific Concepts (CoreSC) dataset [53]
comes from chemistry and biochemistry. Most datasets
cover only abstracts, while ART/CoreSC and Dr. Inven-
tor cover full papers. Furthermore, each dataset has five
to 11 different sentence classes, which are more domain-
independent (e.g. Background, Methods, Results, Conclu-
sions) or more domain-specific (e.g. Intervention, Popula-
tion [45], or Hypothesis, Model, Experiment [53]).
Approaches for Abstracts: Recently, deep learning has
been the preferred approach for sentence classification in
abstracts [17, 23, 34, 41, 75, 86]. These approaches follow a
common hierarchical sequence labelling architecture: (1) a
word embedding layer encodes tokens of a sentence to word
embeddings, (2) a sentence encoder transforms the word
embeddings of a sentence to a sentence representation, (3)
a context enrichment layer enriches all sentence representa-
tions of the abstractwith context from surrounding sentences,
and (4) an output layer predicts the label sequence.

As depicted in Table 2, the approaches vary in their
different implementations of the layers. The approaches
use different kinds of word embeddings, e.g. Global Vec-
tors (GloVe) [65], Word2Vec [57] or SciBERT [7] that is
BERT [24] pre-trained on scientific text. For sentence encod-
ing, a bidirectional long short-termmemory (Bi-LSTM) [38]
or a convolutional neural network (CNN) with various pool-
ing strategies is utilised, while Yamada et al. [86] and Shang
et al. [75] use the classification token ([CLS]) of BERT or
SciBERT. A recurrent neural network (RNN) such as a Bi-
LSTM or bidirectional gated recurrent unit (Bi-GRU) [15]
is used to enrich sentences with further context. Shang et
al. [75] additionally exploit an attention mechanism across
sentences; however, it introduces quadratic runtime complex-
ity that depends on the number of sentences. A conditional
random field (CRF) [48] is often used as an output layer
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Table 1 Characteristics of benchmark datasets for sentence classification in research papers

Dataset Domains # Papers Text type Sentence classes

PubMed-20k [22] Biomedicine 20,000 Abstracts Background, Objective, Methods, Results,
Conclusion

NICTA-PIBOSO [45] Biomedicine 1000 Abstracts Background, Intervention,Study,
Population, Outcome, Other

CSABSTRUCT [17] Computer Science 2189 Abstracts Background, Objective,Method, Result,
Other

CS-Abstracts [34] Computer Science 654 Abstracts Background, Objective, Methods, Results,
Conclusions

Emerald 100k [77] Management, Engineering,
Information Science

103,457 Abstracts Purpose, Design/methodology and
approach, Findings,
Originality/value,Social
implications,Practical implications,
Research limitations and implications

MAZEA [20] Physics,Engineering, Life
and Health Sciences

1335 Abstracts Background, Gap, Purpose, Method,
Result, Conclusion

Dr. Inventor [29] Computer Graphics 40 Full paper Background, Challenge, Approach,
Outcome, Future Work

ART/CoreSC [53] Chemistry, Computational
Linguistic

225 Full paper Background, Motivation, Goal,
Hypothesis, Object, Model, Method,
Experiment, Result, Observation,
Conclusion

to capture the interdependence between classes (e.g. results
usually follow methods). Yamada et al. [86] form spans of
sentence representations and semi-Markov CRFs to predict
the label sequence by considering all possible span sequences
of various lengths. Thus, their approach can better label
longer continuous sentences but is computationally more
expensive than aCRF.Cohan et al. [17] obtain contextual sen-
tence representations directly by fine-tuning SciBERT and
utilising the separation token ([SEP]) of SciBERT. However,
their approach can process only about 10 sentences at once
since BERT supports sequences of up to 512 tokens.
Approaches for Full Papers: For full papers, logistic regres-
sion, support vector machines and CRFs with handcrafted
features have been proposed [3, 5, 29, 52, 79, 80]. They
represent a sentencewith various syntactic and linguistic fea-
tures such as n-grams, part-of-speech tags or citationmarkers
engineered for the respective datasets. Asadi et al. [3] also
exploit semantic features obtained from knowledge bases
such as Wordnet [28]. To incorporate contextual informa-
tion, each sentence representation also contains the label of
the previous sentence (“history feature”) and the sentence
position in the document (“location feature”). To better con-
sider the interdependence between labels, some approaches
apply CRFs, while Asadi et al. [3] suggest fusion techniques
within a dynamic window of sentences. However, some
approaches [3, 5, 29] exploit the ground truth label instead
of the predicted label of the preceding sentence (“history fea-
ture”) during prediction (as confirmed by the authors), which
significantly impacts the performance.

Related tasks also classify sentences in full papers with
deep learning methods, e.g. for citation intent classifi-
cation [16, 47], or algorithmic metadata extraction [71]
but without exploiting context from surrounding sentences.
Comparable to us, Lauscher et al. [49] utilise a hierarchical
deep learning architecture for argumentation mining in full
papers but evaluate it only on one corpus.

To the best of our knowledge, a unified approach for the
task of sequential sentence classification for abstracts as well
as full papers has not been proposed and evaluated yet.

2.2 Transfer learning

Transfer learning aims to exploit knowledge from a source
task to improve prediction accuracy in a target task. The tasks
can have training data from different domains and vary in
their objectives. According to Ruder’s taxonomy for trans-
fer learning [69], we investigate inductive transfer learning
in this study since the target training datasets are labelled.
Inductive transfer learning can be further subdivided into
multi-task learning, where tasks are learned simultaneously,
and sequential transfer learning (also referred to as parame-
ter initialisation), where tasks are learned sequentially. Since
there are so many applications for transfer learning, we focus
on the most relevant cases for sentence classification in sci-
entific texts. For a more comprehensive overview, we refer
to [62, 69, 84].

Fine-tuning a pre-trained language model is a popular
approach for sequential transfer learning in NLP [13, 24, 37,
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Table 2 Comparison of deep learning approaches for sequential sentence classification in abstracts

Approach Word embedding Sentence encoding Context
enrichment

Output layer

Dernoncourt and Lee [23] Character Emb. +
GloVe

Bi-LSTM with con-
catenation

– CRF

Jin and Szolovits [41] Bio word2vec Bi-LSTM with atten-
tion pooling

Bi-LSTM CRF

Cohan et al. [17] SciBERT SciBERT-[SEP] SciBERT-
[SEP]

softmax

Gonçalves et al. [34] GloVe CNN with max pool-
ing

Bi-GRU softmax

Yamada et al. [86] BERT from PubMed BERT-[CLS] Bi-LSTM Semi-Markov CRF

Shang et al. [75] SciBERT SciBERT-[CLS] Bi-LSTM/
attention

CRF

39]. Here, the source task involves learning a languagemodel
(or a variant of it) using a sizeable unlabelled text corpus.
Then, the model parameters are fine-tuned with labelled data
of the target task. Edwards et al. [27] evaluate the impor-
tance of domain-specific unlabelled data on pre-training
word embeddings for text classification in the general domain
(i.e. data such as news, phone conversations, magazines).
Pruksachatkun et al. [66] improve these language models by
intermediate task transfer learning where a language model
is fine-tuned on a data-rich intermediate task before fine-
tuning on the final target task. Park and Caragea [63] provide
an empirical study on intermediate transfer learning from
the non-academic domain to scientific keyphrase identifica-
tion. They show that SciBERT, in combination with related
tasks such as sequence tagging, improves performance,while
BERT or unrelated tasks degrade the performance.

For sequence tagging, Yang et al. [87] investigate multi-
task learning in the general domain with cross-domain,
cross-application and cross-lingual transfer. In particular, tar-
get tasks with few labelled data benefit from related tasks.
Lee et al. [51] successfully transfer pre-trained parameters
from a big dataset to a small dataset in the biological domain.
Schulz et al. [73] evaluate multi-task learning for argumenta-
tion mining with multiple datasets in the general domain and
show that performance improves when training data for the
tasks is sparse. For coreference resolution, Brack et al. [12]
successfully apply sequential transfer learning and use a large
dataset from the general domain to improve models for a
small dataset in the scientific domain.

For sentence classification, Mou et al. [58] compare (1)
transferring parameters from a source dataset to a target
dataset against (2) training one model with two datasets in
the non-academic domain. They demonstrate that semanti-
cally related tasks improve while unrelated tasks degrade the
performance of the target tasks. Semwal et al. [74] investi-
gate the extent of task relatedness for product reviews and
sentiment classification with sequential transfer learning. Su

et al. [78] study multi-task learning for sentiment classifi-
cation in product reviews from multiple domains. Lauscher
et al. [50] evaluate multi-task learning on scientific texts but
only on one dataset with different annotation layers. Baner-
jee et al. [6] apply sequential transfer learning frommedicine
to computer science for discourse classification, however,
only for two domains and on abstracts, whereas Spangher et
al. [76] explore this task on news articles with multi-task
learning using multiple datasets. Gupta et al. [36] utilise
multi-task learning with two scaffold tasks to detect con-
tribution sentences in full papers applied to only one domain
and with limited sentence context.

Several approaches have been proposed to train multiple
tasks jointly: Luan et al. [55] train a model on three tasks
(coreference resolution, entity and relation extraction) using
one dataset of research papers. Sanh et al. [72] introduce
a multi-task model trained on four tasks (mention detec-
tion, coreference resolution, entity and relation extraction)
with two different datasets. Wei et al. [83] utilise a multi-
task model for entity recognition and relation extraction on
one dataset in the non-academic domain. Comparable to us,
Changpinyo et al. [14] analysemulti-task trainingwithmulti-
ple datasets for sequence tagging. In contrast, we investigate
sequential sentence classification across multiple science
domains.

3 Cross-domainmulti-task learning for
sequential sentence classification

The discussion of relatedwork shows that several approaches
and datasets from various scientific domains have been intro-
duced for sequential sentence classification. While transfer
learning has been applied to various NLP tasks, it is known
that success depends largely on the relatedness of the
tasks [58, 62, 69]. However, the field lacks an empirical study
on transfer learning between different scientific domains
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Fig. 2 Proposed approaches for
sequential sentence
classification: a unified deep
learning architecture
SciBERT-HSLN for datasets of
abstracts and full papers;
b sequential transfer learning
approaches, i.e. INIT 1 transfers
all possible layers and INIT 2
only the sentence encoding
layer; c and d multi-task
learning approaches, i.e. in
MULT ALL all possible layers
are shared between the tasks,
and in MULT GRP, the context
enrichment is shared between
tasks with the same text type

for sequential sentence classification. Current approaches
cover either only abstracts or entire papers. Furthermore,
previous approaches investigated transfer learning for one
or two datasets only. To the best of our knowledge, a unified
approach for different types of texts that differ noticeably by
their structure and semantic context of sentences, as is the
case for abstracts and full papers, has not been proposed yet.

In this section, we suggest a unified cross-domain multi-
task learning approach for sequential sentence classification.
Our tailored transfer learning approaches, depicted in Fig. 2,
exploitmultiple datasets comprisingdifferent text types in the
form of abstracts and full papers. The unified approach with-
out transfer learning is described in Sect. 3.1, while Sect. 3.2
introduces the sequential transfer learning and multi-task
learning approaches. Finally, in Sect. 3.3, we present an
approach to semi-automatically identify the semantic relat-
edness of sentence classes between different annotation
schemes.

3.1 Unified deep learning approach

Given a paper with the sentences (s1, . . . , sn) and the set of
dataset specific classes L (e.g. Background, Methods), the
task of sequential sentence classification is to predict the
corresponding label sequence (y1, . . . , yn) with yi ∈ L. For
this task, we propose a unified deep learning approach as
depicted in Fig. 2a, which is applicable to both abstracts and
full papers. The core idea is to enrich sentence representations
with context from surrounding sentences.

Our approach (denoted as SciBERT-HSLN) is based on
the hierarchical sequential labelling network (HSLN) [41].
In contrast to Jin and Szolovits [41], we utilise SciBERT [7]
as word embeddings and evaluate the approach on abstracts
as well as full papers. We have chosen HSLN as the basis
since it is better suited for full papers: It has no limitations on

text length (in contrast to the approach of Cohan et al. [17])
and is computationally less expensive than the more recent
approaches [75, 86]. Furthermore, their implementation is
publicly available. The goal of this study is not to beat state-
of-the-art results but rather to provide an empirical study on
transfer learning for sequential sentence classification and
offer a uniform solution. Our SciBERT-HSLN architecture
has the following layers:
Word Embedding: Input is a sequence of tokens (ti,1, . . . ,
ti,m) of sentence si, while output is a sequence of contextual
word embeddings (wi,1, . . . ,wi,m).
Sentence Encoding: Input (wi,1, . . . ,wi,m) is transformed
via a Bi-LSTM [38] into the hidden token representations
(hi,1, . . . ,hi,m) (hi,t ∈ R

dh ) which are enriched with con-
textual information within the sentence. Then, attention
pooling [41, 88] with r heads produces a sentence vector
ei ∈ R

rdu . An attention head produces a weighted average
over the token representations of a sentence. Multiple heads
enable to capture several semantics of a sentence. Formally,
at first, a token representation hi,t is transformed via a feed-
forward network into a further hidden representation ai,t with
the learned weight matrix a[S] and bias vector b[S]:

ai,t = FFN (hi,t) = tanh(a[S]hi,t + b[S]) (1)

Then, for each attention head k with 1 ≤ k ≤ r the learned
token level context vector uk ∈ R

du is used to compute
importance scores for all token representations which are
then normalised by so f tmax :

αk,i,t = exp(ukᵀai,t)
∑

t ′ exp(ukᵀai,t′)
(2)

An attention head ek,i ∈ R
dh is computed as a weighted

average over the token representations and all heads are con-
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catenated to form the final sentence representation ei ∈ R
rdh :

ek,i =
∑

t ′
αk,i,t ′hi,t′ (3)

ei = [e1,i, . . . , er,i] (4)

Context Enrichment: This layer takes as input all sentence
representations (e1, . . . , en) of the paper and outputs con-
textualised sentence representations (c1, . . . , cn) (ci ∈ R

dh )
via a Bi-LSTM. Thus, each sentence representation ci con-
tains contextual information from surrounding sentences.
Output Layer: This layer transforms sentence representa-
tions (c1, . . . , cn) via a linear transformation to the logits
(l1, . . . , ln) with li ∈ R

|L|. Each component of vector li con-
tains a score for the corresponding label:

li = W[O]ci + b[O] (5)

Finally, the logits serve as input for a CRF [48] that predicts
the label sequence (ŷ1, . . . , ŷn) (ŷi ∈ L) with the highest
joint probability.ACRFcaptures linear (one-step) dependen-
cies between the labels (e.g. Methods sentences are usually
followedbyMethods orResults sentences). Therefore, aCRF
learns a transition matrix T ∈ R

|L|×|L|, where Tl1,l2 repre-
sents the transition score from label l1 to label l2, and two
vectors b, e ∈ R

|L|, where bl and el represent the score of
beginning and ending with label l, respectively. The objec-
tive is to find the label sequence with the highest conditional
joint probability P(ŷ1, . . . , ŷn|l1, . . . , ln). For this purpose,
we define a score function for a label sequence (ŷ1, . . . , ŷn),
that is, a sum of the scores of the labels and the transition
scores:

score((ŷ1, . . . , ŷn), (l1, . . . , ln))

= bŷ1 +
n∑

t=1

lt,ŷt +
n−1∑

t=1

Tŷt ,ŷt+1 + eŷm (6)

Then, the score is transformed to a probability value with
so f tmax :

Z(l1, . . . , ln)

=
∑

y1′ ,...,yn′
exp(score((y1′ , . . . , yn′), (l1, . . . , ln))) (7)

P(ŷ1, . . . , ŷn|l1, . . . , ln)
= exp(score((ŷ1, . . . , ŷn), (l1, . . . , ln)))

Z(l1, . . . , ln)
(8)

The denominator Z(.) represents a sum of the scores of all
possible label sequences for the given logits. The Viterbi
algorithm [30] is used to efficiently calculate the sequence
with the highest score and the denominator (both with time
complexity O(|L|2 · n)).

During training, theCRFmaximises P(y1, . . . , yn|l1, . . . ,
ln) of the ground truth labels for all m training samples
((x(1), y(1)), . . . , (x(m), y(m))), where x(i) represents the sen-
tences of paper i and y(i) the corresponding ground truth label
sequence. Thus, the objective is to minimise the following
loss function:

L = − 1

m

m∑

i=1

log P(y(i)|l(i)) (9)

For regularisation, we use dropout after each layer. The
SciBERT model is not fine-tuned since it requires training
with 110 Mio. additional parameters.

3.2 Transfer learningmethods

For sequential sentence classification, we tailor and evaluate
the following transfer learning methods.
Sequential Transfer Learning (INIT)The approachfirst trains
the model for the source task and uses its tuned parameters to
initialise the parameters for the target task. Then, the param-
eters are fine-tuned with the labelled data of the target task.
As depicted in Fig. 2b, we propose two types of layer trans-
fers. INIT 1: transfer parameters of context enrichment and
sentence encoding; INIT 2: transfer parameters of sentence
encoding. Other layers, exceptword embedding, of the target
task are initialised with random values.
Multi-Task Learning (MULT) Multi-task learning (MULT)
aims for better generalisation by simultaneously training
samples in all tasks and sharing parameters of certain lay-
ers between the tasks. As depicted in Fig. 2c, d, we propose
twomulti-task learning architectures. TheMULTALLmodel
shares all layers between the tasks except the output layers
so that the model learns a common feature extractor for all
tasks. However, full papers are much longer and have a dif-
ferent rhetorical structure compared to abstracts. Therefore,
sharing the context enrichment layer between both dataset
types is not beneficial. Thus, in the MULT GRP model, the
context enrichment layers are only shared between datasets
with the same text type. Formally, the objective is tominimise
the following loss functions:

LMULT ALL =
∑

t∈TA∪TF

Lt (Θ
S,ΘC ,ΘO

t ) (10)

LMULT GRP =
∑

t∈TA

Lt (Θ
S,ΘCA

,ΘO
t )

+
∑

t∈TF

Lt (Θ
S,ΘCF

,ΘO
t ) (11)

where T
A and T

F are the tasks for datasets containing
abstracts and full papers, respectively; Lt is the loss func-
tion for task t ; the parameters Θ S are for sentence encoding,
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Table 3 Characteristics of the benchmark datasets

PMD NIC DRI ART

Domains Biomedicine Biomedicine Computer graphics Chemistry, Computational linguistic

Text type Abstract Abstract Full paper Full paper

# Papers 20,000 1000 40 225

# Sentences 235,892 9771 8777 34,680

∅ # Sentences 12 10 219 154

# Classes 5 6 5 11

Classes Background Background Background Background

Objective Intervention Challenge Motivation

Methods Study Approach Hypothesis

Results Population Outcome Goal

Conclusion Outcome FutureWork Object

Other Experiment

Model

Method

Observation

Result

Conclusion

State of the art [86] 93.1 [75] 86.8 [5] 72.5 [52] 51.6

Original metric weighted F1 weighted F1 weighted F1 accuracy

The row “State of the art” depicts the best results for approaches that do not exploit the ground truth label of the preceding sentence during prediction:
for PMD [86], for NIC [75], for DRI [5] and for ART [52]

ΘC , ΘCA
and ΘCF

for context enrichment, and ΘO
t for the

output layer of task t .
Furthermore, we propose the variants MULT ALL SHO

andMULTGRP SHO that are applicable if all tasks share the
same (domain-independent) set of classes. MULTALL SHO
shares all layers among all tasks. MULT GRP SHO shares
the context enrichment and output layer only between tasks
with the same text type. The loss functions are defined as:

LMULT ALL SHO =
∑

t∈TA∪TF

Lt (Θ
S,ΘC ,ΘO) (12)

LMULT GRP SHO =
∑

t∈TA

Lt (Θ
S,ΘCA

,ΘOA
)

+
∑

t∈TF

Lt (Θ
S,ΘCF

,ΘOF
) (13)

3.3 Semantic relatedness of classes

Datasets for sentence classification have different domain-
specific annotation schemes, that is, different sets of pre-
defined classes. Intuitively, some classes have a similar
meaning across domains, e.g. the classes “Model” and
“Experiment” in the ART corpus are semantically related
to “Methods” in PubMed-20k (PMD) (see Table 3). An anal-
ysis of semantic relatedness can help consolidate different
annotation schemes.

We propose machine learning models to support the iden-
tification of semantically related classes according to the
following idea: If a model trained for PMD recognises sen-
tences labelled with ART:Model as PMD:Method, and vice
versa, then the classes ART:Model and PMD:Method can be
assumed to be semantically related.

Let T be the set of all tasks, L the set of all classes in all
tasks, mt (s) the label of sentence s predicted by the model
for task t and S

l the set of sentences with the ground truth
label l. For each class l ∈ L, the corresponding semantic
vector vl ∈ R

|L| is defined as:

vl,l ′ =
∑

t∈T,s∈Sl 1(mt (s) = l ′)
|Sl | (14)

where vl,l ′ ∈ R is the component of the vector vl for class
l ′ ∈ L and 1(p) is the indicator function that returns 1 if
p is true and 0 otherwise. Intuitively, the semantic vectors
concatenated vertically to a matrix represent a “confusion
matrix” (see Fig. 4 as an example).

Now, we define the semantic relatedness of two classes
k, l ∈ L using cosine similarity:

semantic_relatedness(k, l) = cos(vk, vl) = vkᵀ · vl
||vk|| · ||vl||

(15)
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4 Experimental setup

This section describes the experimental evaluation of the pro-
posed approaches, i.e. used datasets, implementation details
and evaluation methods.

4.1 Investigated datasets

Table 3 summarises the characteristics of the investigated
datasets, namelyPubMed-20k (PMD) [22],NICTA-PIBOSO
(NIC) [45], ART [53] and Dr. Inventor (DRI) [29]. The
four datasets are publicly available and provide a good mix
to investigate the transferability of sentence classification
methods: They represent four different scientific domains;
PMD and NIC cover abstracts and are from the same domain
but have different annotation schemes; DRI and ART cover
full papers but are from different domains and have differ-
ent annotation schemes; NIC and DRI are relatively small
datasets, while PMD and ART are about 20 and 3 times
larger, respectively; ARThas amore fine-granular annotation
scheme compared to other datasets. As denoted in Table 3,
the state-of-the-art results for ART are the lowest ones since
ART has more fine-grained classes than the other datasets. In
contrast, the best results are obtained for PMD: It is a large
dataset sampled fromPubMed,where authors are encouraged
to structure their abstracts. Therefore, abstracts in PMD are
more uniformly structured than in other datasets, leading to
better classification results.

4.2 Implementation

Our approaches are implemented in PyTorch [64]. TheAdap-
tive Moment Estimation (ADAM) optimiser [46] is used for
training, with 0.01 weight decay and an exponential learning
rate decay of 0.9 after each epoch. Since the computational
cost for the attention layers in BERT is quadratic in sentence
length [81], sentences longer than 128 tokens are truncated
to speed up training. To reproduce the results of the original
HSLN architecture, we tuned SciBERT-HSLN for PMD and
NIC with hyperparameters as proposed in other studies [24,
41]. The following parameters performed best on the valida-
tion sets of PMD and NIC: learning rate was set to 3e-5 and
dropout rate was 0.5, Bi-LSTM hidden size dh = 2 · 758,
r = 15 attention heads of size du = 200. We used these
hyperparameters in all our experiments.

For each dataset, we grouped papers into mini-batches
without splitting them if the mini-batch did not exceed 32
sentences. Thus, for full papers, a mini-batch may consist of
sentences from only one paper. During multi-task training,
we switched between the mini-batches of the tasks by pro-
portional sampling [72]. After amini-batch, only task-related
parameters are updated, i.e. the associated output layer and
all the layers below.

4.3 Evaluation

To be consistent with previous results and due to non-
determinism in deep neural networks [67], we repeated the
experiments and averaged the results. According to Cohan
et al. [17], we performed three random restarts for PMD and
NIC and used the same train/validation/test sets. For DRI and
ART, we performed tenfold and ninefold cross-validation,
respectively, as in the original papers [29, 52]. Within each
fold, the data is split into train/validation/test sets with the
proportions k−2

k / 1k /
1
k where k is the number of folds. For

multi-task learning, the experiment was repeated with the
maximum number of folds of the datasets used, but at least
three times. All models were trained for 20 epochs. The test
set performance within a fold and restart, respectively, was
calculated for the epochwith the best validation performance.

We compare our results only with approaches that do not
exploit the preceding sentence’s ground truth labels as a fea-
ture during prediction (see Sect. 2.1). This has a significant
impact on the performance: Using the ground truth label of
the previous sentences as a sole input feature to an SVM
classifier already yields an accuracy of 77.7 for DRI and
55.5 for ART (compare also results for the “history” feature
in [5]). Best reported results using ground truth labels as input
features have an accuracy of 84.15 for DRI and 65.75 for
ART [3]. In contrast, we pursue a realistic setting by exploit-
ing the predicted (not ground truth) label of neighbouring
sentences during prediction.

Moreover, we provide additional results for three strong
deep learning baselines: (1) fine-tuning SciBERT using the
[CLS] token of individual sentences as in [24] (referred to
as SciBERT-[CLS]), (2) original implementation of Jin and
Szolovits [41] and (3) the SciBERT-based approach of Cohan
et al. [17].

5 Results and discussion

In this section, we present and discuss the experimental
results for our proposed cross-domain multi-task learning
approach for sequential sentence classification. The results
for different variations of our approach, the respective base-
lines and several state-of-the-art methods are depicted in
Table 4. The results are discussed in the following three
subsections regarding the unified approach without trans-
fer learning (Sect. 5.1), with sequential transfer learning
(Sect. 5.2) and multi-task learning (Sect. 5.3). Section5.5
analyses the semantic relatedness of classes for the four anno-
tation schemes.
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Table 4 Experimental results
for the proposed approaches (in
per cent): our SciBERT-HSLN
model without transfer learning,
parameter initialisation (INIT)
and multi-task learning (MULT
ALL and MULT GRP)

PMD [F1] NIC [F1] DRI [F1] ART [Acc] ∅

Previous state of the art [86] 93.1 [75] 86.8 [5] 72.5 [52] 51.6 76.0

SciBERT-[CLS] 89.6 78.4 69.5 51.5 72.3

Jin and Szolovits [41] (HSLN) 92.6 84.7 75.3 49.3 75.5

Cohan et al. [17] 92.9 84.8 74.3 54.3 76.6

SciBERT-HSLN 92.9 84.9 78.0 58.0 78.5

BERT-Base-HSLN 92.6 82.9 74.0 55.0 76.1

BERT-Large-HSLN 92.4 83.3 74.4 55.1 76.3

RoBERTa-Base-HSLN 92.4 83.2 69.4 52.5 74.4

RoBERTa-Large-HSLN 92.6 81.5 67.1 49.5 72.7

INIT 1 PMD to T – 84.8 81.2 57.7 –

INIT 2 PMD to T – 84.8 80.1 58.0 –

INIT 1 NIC to T 92.9 – 81.9 57.6 –

INIT 2 NIC to T 92.9 – 79.6 57.2 –

INIT 1 DRI to T 92.9 83.5 – 57.8 –

INIT 2 DRI to T 92.9 83.8 – 57.6 –

INIT 1 ART to T 93.0 84.7 82.2 – –

INIT 2 ART to T 92.9 84.7 81.0 – –

MULT ALL 93.0 86.0 81.8 57.7 79.6

PMD, NIC 93.0 86.1 – – –

PMD, DRI 92.9 – 80.6 – –

PMD, ART 93.0 – – 58.0 –

NIC, DRI – 84.2 80.7 – –

NIC, ART – 84.4 – 57.9 –

DRI, ART – – 82.0 57.6 –

PMD, NIC, DRI 93.0 86.2 81.0 – –

PMD, NIC, ART 93.0 86.3 – 58.0 –

PMD, DRI, ART 93.0 – 82.7 57.8 –

NIC, DRI, ART – 84.7 82.0 57.7 –

MULT GRP 93.0 86.1 83.4 58.8 80.3

P,N,D,A 92.9 85.4 84.4 58.0 80.2

(P,D),(N,A) 93.0 86.0 81.1 58.5 79.7

(P,A),(N,D) 92.9 85.8 83.6 58.0 80.1

(P,N,D),(A) 92.9 86.0 80.6 58.2 79.4

(P,N,A),(D) 93.0 86.0 84.1 58.1 80.3

(P,D,A),(N) 92.9 85.5 82.2 58.0 79.6

(N,D,A),(P) 92.9 85.9 83.3 58.5 80.1

Previous state of the art (see Table 3), SciBERT-[CLS], original HSLN approach of Jin and Szolovits [41]
and the approach of Cohan et al. [17] are the baseline results. For PMD (P), NIC (N) and DRI (D), we report
weighted F1 score and for ART (A) accuracy. The average of all scores is denoted by ∅. Italics depicts
whether the result is better than the baseline, bold if the transfer method improves SciBERT-HSLN, underline
the best overall result

5.1 Unified approach without transfer learning

For the full paper datasetsDRI andART, ourSciBERT-HSLN
model significantly outperforms the previously reported
best results and the deep learning baselines from Jin and
Szolovits [41], Cohan et al. [17] and SciBERT-[CLS]. The
previous state-of-the-art approaches for DRI and ART [5,

52] require feature engineering, and a sentence is enriched
only with the context of the previous sentence. In SciBERT-
[CLS], each sentence is classified in isolation. The original
HSLN architecture [41] uses shallow word embeddings pre-
trained on biomedical texts. Thus, incorporating SciBERT’s
contextual word embeddings into HSLN helps improve per-
formance for the DRI and ART datasets. The approach of
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Cohan et al. [17] can process only about ten sentences at
once since SciBERT supports sequences of up to 512 tokens.
Thus, long text has to be split into multiple chunks. Our deep
learning approach can process all sentences of a paper at
once so that all sentences are enriched with context from
surrounding sentences.

For the PMD dataset, our SciBERT-HSLN results are
equivalent to the current state of the art [86], while they
are slightly lower for NIC [75]. In addition, we test the
HSLN model with BERT [24] and RoBERTa [54] to eval-
uate the influence of the embedding model. The base and
large versions of BERT and RoBERTa, respectively, show
similar performance. In three out of four cases, BERT-Large
has a non-significant higher performance of up to 0.4% than
BERT-Base. Comparing the RoBERTa models, it is visible
that the base model performs better in almost all cases and
has up to 3% higher performance. Reasons for that could
be (a) fluctuations in the training data causing a decrease in
performance or (b) the larger model leading to more gen-
eralisation and thus, decreased accuracy on scientific text.
Comparing the best values between BERT and RoBERTa,
BERT performs better on the NIC, DRI and ART datasets,
being up to 5% more accurate. One possible reason could be
the different training approaches of the models. RoBERTa
is a modification of BERT, which uses different hyperpa-
rameters, training data, prediction objectives and masking
patterns. These changes could cause the performance dif-
ference of RoBERTa. Using the BERT or RoBERTa models
consistently performs worse than SciBERT as they are not
adapted to scientific text. Overall, our proposed approach
SciBERT-HSLN is competitive with the current approaches
for sequential sentence classification in abstracts.

Our unified deep learning approach is applicable to
datasets consisting of different text types, i.e. abstracts and
full papers, without any feature engineering (#RQ7).

5.2 Sequential transfer learning (INIT)

Using the INIT approach, we can only improve the baseline
results for theDRIdataset in all settings. The approach INIT1
performs better than INIT 2 in most cases which indicates
that transferring all parameters is more effective.

However, the results suggest that sequential transfer
learning is not a very effective transfer method for sequential
sentence classification (#RQ2).

5.3 Multi-task learning (MULT)

Next, we discuss the results of our multi-task learning
approach and the effects of multi-task learning on smaller
datasets and individual sentence classes.
MULT ALL Model: All tasks were trained jointly in this set-
ting, sharing all possible layers. Except for the ART task, all

results are improved using the SciBERT-HSLN model. For
the PMD task, the improvement is marginal since the base-
line results (F1 score) were already at a high level. Pairwise
MULT ALL combinations show that the models for PMD
and NIC, respectively, benefit from the (respective) other
dataset, and the DRImodel, especially from the ART dataset.
The PMD and NIC datasets are from the same domain, and
both contain abstracts, so the results are as expected. Fur-
thermore, DRI and ART datasets both contain full papers,
and DRI has more coarse-grained classes. However, ART is
a larger dataset with fine-grained classes, and presumably,
therefore, the model for ART does not benefit from other
datasets. In triple-wise MULT ALL combinations, the mod-
els for PMD and DRI, respectively, benefit from all datasets,
and the model for NIC only if the PMD dataset is present.

The results suggest that sharing all possible layers
between multiple tasks is effective except for bigger datasets
with more fine-grained classes (#RQ3, #RQ4).
MULT GRP Model: In this setting, the models for all tasks
were trained jointly, but only models for the same text type
share the context enrichment layer, i.e. (PMD, NIC) and
(DRI, ART). Here, all models benefit from the other datasets.
In our ablation study, we also provide results for sharing
only the sentence encoding layer, referred to as MULT GRP
P,N,D,A, and all pairwise and triple-wise combinations shar-
ing the context enrichment layer. Other combinations also
yield good results. However, MULT GRP is effective for all
tasks.

Our results indicate that sharing the sentence encoding
layer between multiple models is beneficial. Furthermore,
sharing the context enrichment layer only betweenmodels for
the same text type is an even more effective strategy (#RQ3,
#RQ4).
Significance Test:We perform significance tests for our best
newmodels (MULTALL andMULTGRP) to compare them
with the previous state-of-the-art models (PSOTA). We use
McNemar’s test [56] which is commonly used for model
comparison [21, 26]. To apply the test, the predictions of
the models are needed at the sentence level. Therefore, we
asked the authors of the respective publications to provide
the source code in order to generate the predictions. We have
received the code for the previous state-of-the-art models
for NIC (PSOTA-NIC) and ART (PSOTA-ART) datasets. In
our tests, MULT ALL and MULT GRP models are com-
pared with each other, with PSOTA-NIC and PSOTA-ART,
andwith the different SciBERT-HSLNmodels. Additionally,
the significance between SciBERT-HSLN models and the
existing PSOTAs has been checked. The outcomes of the sig-
nificance test are shown in Table 5. Assuming a significance
level of p = 0.05, there is no significant difference between
the MULT ALL and MULT GRP model. The difference to
the various SciBERT-HSLN models is significant in three
out of four cases if compared to MULT ALL. The insignifi-
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Table 5 Significance test of the
different models using
McNemar’s test

First model Better Performance Second model p-value

MULT ALL < MULT GRP 0.096

MULT ALL > SciBERT-HSLN PubMed *0.005

MULT ALL > SciBERT-HSLN Nicta-piboso *0.000

MULT ALL > SciBERT-HSLN DRI *0.001

MULT ALL < SciBERT-HSLN ART 0.834

MULT ALL < PSOTA-NIC *0.003

MULT ALL > PSOTA-ART *0.000

MULT GRP > SciBERT-HSLN PubMed 0.629

MULT GRP > SciBERT-HSLN Nicta-piboso *0.011

MULT GRP > SciBERT-HSLN DRI *0.000

MULT GRP > SciBERT-HSLN ART 0.315

MULT GRP < PSOTA-NIC 0.386

MULT GRP > PSOTA-ART *0.000

SciBERT-HSLN Nicta-piboso < PSOTA-NIC 0.125

SciBERT-HSLN ART > PSOTA-ART *0.000

“PSOTA” is short for “Previous State-of-the-art” and “NIC” for “Nicta-piboso”. The column “Better Perfor-
mance” describes whether the first model (>) or the second model (<) has a higher performance. P-values
marked with a star signal that a significant difference exists

Table 6 Experimental results
(in per cent) for μPMD, NIC,
DRI and μART with our
SciBERT-HSLN model and our
proposed multi-task learning
approaches

μPMD [F1] NIC [F1] DRI [F1] μART [Acc] ∅

SciBERT-HSLN 90.9 84.9 78.0 52.2 76.5

MULT ALL 91.1 85.7 81.0 53.8 77.9

MULT GRP 91.1 85.9 82.2 55.1 78.6

Bold signifies an improvement over SciBERT-HSLN

cant case is between MULT ALL and SciBERT-HSLN ART,
where SciBERT-HSLN has a slightly higher performance.
For MULT GRP, the difference to SciBERT-HSLN is sig-
nificant in two out of four cases. Here, it is noticeable that
for the ART dataset, the higher performance of MULT GRP
is not relevant. In comparison with PSOTA-NIC, MULT
ALL performs significantly worse. For bothMULTGRP and
SciBERT-HSLN, there is no significant difference toPSOTA-
NIC. In all cases, the performance difference to PSOTA-ART
is significantly better since the p-value is always 0.0. This
shows the relevancy of our approaches.

Overall, the results show that the proposedmodels achieve
a significant improvement with regard to the datasets. How-
ever, especially for the PMDand theNICdataset themarginal
F1 score difference of less than one is not significant.
Effect of Dataset Size: The NIC and DRI models benefit
more from multi-task learning than PMD and ART. How-
ever, PMD and ART are bigger datasets than NIC and DRI.
The ART dataset also has more fine-grained classes than the
other datasets. This raises the following question:

How would the models for PMD and ART benefit from
multi-task learning if they were trained on smaller datasets?

To answer this question, we created smaller variants of
PMD and ART, referred to as μPMD and μART, with a

comparable size with NIC and DRI. Within each fold, we
truncated the training data to 1

20 for μPMD and 1
3 for μART

while keeping the original size of the validation and test
sets. As shown in Table 6, all models benefit from the other
datasets,whereas theMULTGRPmodel again performsbest.

The results indicate that models for small datasets benefit
from multi-task learning independent of differences in the
granularity of the classes (#RQ1).
Effect for each Class: Figure3 shows the F1 scores per class
for the investigated approaches.Classes,which are intuitively
highly semantically related (*:Background, *:Results, *:Out-
come), and classes with few examples (DRI:FutureWork,
DRI:Challenge, ART:Hypothesis, NIC:Study Design) tend
to benefit significantly from multi-task learning. The classes
ART:Model, ART:Observation and ART:Result have worse
results than SciBERT-HSLN when using MULT ALL, but
MULT GRP yields better results. This can be attributed to
sharing the context enrichment layers only between datasets
with the same text type.

The analysis suggests that especially semantically related
classes and classes with few examples benefit frommulti-task
learning (#RQ1).
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Fig. 3 F1 scores (in per cent)
per class for the datasets PMD,
NIC, DRI and ART for the
approaches SciBERT-HSLN,
MULT ALL, MULT GRP and
the best combination for the
respective dataset. Numbers at
the bars depict the F1 scores of
the best classifiers and in
brackets the number of
examples for the given class.
The classes are ordered by the
number of examples

Fig. 4 Each row represents a
semantic vector representation
as described in Sect. 3.3 for a
class computed with theMULT
ALL classifier

5.4 Qualitative results and case study

To give better suggestions for future work, we complement
the above quantitative results with a qualitative evaluation.
For this purpose, we use two example texts for each, the
MULT ALL and the MULT GRP model as case studies. We
selected texts by their label diversity, choosing one which
contains multiple different labels and one with only few
assigned labels. Figures5 and 7 show the annotated ground
truth labels for the text examples. If one compares the two
texts, it becomes apparent that the sentences in the text of
Fig. 5 have many different classes, whereas the sentences in
Fig. 7 have little variation in terms of classes. We have cho-
sen such different examples to investigate how the models
behave differently with low and high class variation. In con-

trast, Figs. 6 and 8 show the predicted labels from theMULT
ALL model. The difference between Figs. 5 and 6 demon-
strates that the model’s predictions are unstable if text with
many different classes is used. By comparing Figs. 7 and 8,
it can be seen that the model has problems distinguishing
between background and outcome. A possible explanation
is that background and outcome often have a similar writing
style, which means that it is not possible to differentiate it
exactly and it tends to be estimated as outcome. For example
“this suggests” is used inside a sentence labelled as back-
ground, a phrasing which might also be used to discuss an
outcome. Figures10 and 9 depict the results for the MULT
GRP model. We see thatMULT GRP has the capacity to pro-
vide more fine-grained predictions, even when the sentence
classes vary. Nevertheless, misclassifications do occur. One
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Fig. 5 True labels with background (yellow), motivation (grey), goal
(blue), method (brown), model (green) (colour figure online)

possible explanation is that GRP ALL is trained using all
datasets with one shared layer. Accordingly, more variations
might have been seen, leading to more adaption. This model,
however, shows weaker results when class variation is low
(see Fig. 9). This can be explained by the fact that due to the
many texts seen in the training, it is no longer possible to pay
close attention to small differences if they are very similar to
other classes. This could also explain the misclassifications
of the previous example.

5.5 Semantic relatedness of classes across
annotation schemes

In this section,wefirst evaluate our proposed approach for the
semi-automatic identification of semantically related classes
in the datasets PMD, NIC, DRI and ART. Based on the
analysis, we identify six clusters of semantically related
classes. Then, we present a new dataset that is compiled
from the investigated datasets and is based on the identified
clusters. As a possible downstream application, this multi-

Fig. 6 Predicted labels with background (yellow), object (purple),
method (brown), model (green) of the modelMULT ALL (colour figure
online)

domain dataset with a generic set of classes could help to
structure research papers in a domain-independent manner,
supporting, for instance, the development of academic search
engines. As a last step, we compare the semi-automatic
approach to a fully automatic approach with the k-means
algorithm.
Analysis of Semantic Relatedness of Classes: Based on the
annotation guidelines of the investigated datasets PMD [22],
NIC [45], DRI [29] and ART [53], we identified six core
clusters of semantically related classes, which are depicted
in Fig. 11. The identification process of the clusters followed
the intuition thatmost research papers independent of the sci-
entific domain (1) investigate a research problem (Problem),
(2) provide background information for the problem (Back-
ground), (3) apply or propose certain methods (Methods),
(4) yield results (Results), (5) conclude the work (Conclu-
sions) and (6) outline future work (Future Work).

Figure 4 shows the set of semantic vectors for all classes
present in the datasets, computed with the MULT ALL
model, exemplarily. Already in the matrix representation, it
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Fig. 7 True labels with background (green), outcome (yellow) (colour
figure online)

can be observed that some semantic vectors look similar, e.g.
PMD:Background and DRI:Background.

For an easier-to-inspect representation, we computed the
semantic vectors for SciBERT-HSLN, MULT GRP and
MULT ALL, and projected them onto a 2D space using
principal component analysis (PCA) [42]. The resulting 2D
representations are shown in Fig. 11. The results for all classi-
fiers enable the identification of semantically related classes.
For instance, already the results for the SciBERT-HSLN
classifier (see Fig. 11a) yield a rather clear Results and Con-
clusions cluster. From all the proposed models, the MULT
ALL model creates the most meaningful clusters. Except
Problem, all clusters for semantically related classes are well
identifiable in Fig. 11c. AlthoughMULTGRP performs best,
the clusters are not consistent in Fig. 11b. The semantic vec-
tor for ART:Hypothesis is an outlier in the Problem cluster in
Fig. 11c, because ART:Hypothesis is confused mostly with
ART:Conclusion and ART:Result (see Fig. 4) and has also a
very low F1 score (see Fig. 3).

To quantify the consistency of the clusters provided by the
different classifiers, we calculate Silhouette coefficients [68]
for each cluster. Let v ∈ Cl be a semantic vector (see Eq.14)
in cluster Cl . First, we define a(v) as the mean distance
between v and all other data points in the same cluster, and
b(v) as the mean distance of v to the nearest other cluster as

Fig. 8 Predicted labels with background (green), outcome (yellow) of
the model MULT ALL (colour figure online)

Table 7 Silhouette scores per cluster and overall computed for the
semantic vectors with the SciBERT-HSLN, MULT GRP and MULT
ALL classifiers

SciBERT-HSLN MULT GRP MULT ALL

Background 0.45 0.18 0.48

Problem −0.27 −0.04 −0.29

Methods 0.19 −0.03 0.31

Results −0.38 0.01 0.32

Conclusions 0.92 −0.49 0.02

Future Work 0.00 0.00 0.00

Overall 0.10 −0.02 0.20

Bold depicts the best overall result

follows:

a(v) = 1

|Cl | − 1

∑

k∈Cl ,k �=v

d(v,k) (16)

b(v) = min
l ′ �=l

⎧
⎨

⎩

1

|Cl ′ |
∑

k∈Cl′
d(v,k)

⎫
⎬

⎭
(17)
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Fig. 9 Predicted labels with background (green), outcome (yellow) of
themodelMULTGRP. The true labels are shown in Fig. 7 (colour figure
online)

Then, the Silhouette score for v ∈ Cl is defined as:

s(v) =
{

b(v)−a(v)
max{a(v),b(v)} if |Cl | > 1

0 if |Cl | = 1
(18)

As a distance metric d, we use semantic_relatedness as
defined in Eq.15. Now, we can compute the Silhouette score
for a clusterCl as the arithmetic mean of all Silhouette scores
in this cluster:

s(Cl) = 1

|Cl |
∑

v∈Cl

s(v) (19)

A positive Silhouette coefficient indicates that objects homo-
geneously lie well within the cluster and do not interfere with
other clusters,while a negative score indicates that the objects
are merely somewhere in between clusters.

Table 7 shows the Silhouette scores [68] for each cluster.
This evaluation uses our assignment of the datasets’ anno-
tation classes to one of the six core clusters identified based
on the respective annotation guidelines. It can be seen that
MULT ALL has the highest Silhouette coefficient (SC) and
thus forms better clusters than SciBERT-HSLN and MULT
GRP. The best overall result forMULTALL ismainly caused
by the relatively good cluster quality for the classes Back-

Fig. 10 Predicted labels with background (yellow), motivation (grey),
object (purple), method (brown), model (green) of the model MULT
GRP. The true labels are shown in Fig. 5 (colour figure online)

ground (SC = 0.48), Results (SC = 0.32) and Methods (SC
= 0.31). In contrast, the quality of the three other clusters
is not good. For SciBERT-HSLN, the cluster quality is rela-
tively good for the class Background (SC = 0.45) and even
very good for the class Conclusions (SC = 0.92), but the SC
scores for the other four clusters are between−0.38 and 0.19.
For MULT GRP, the results are the worst with an overall SC
score of −0.02, whereby the best SC score (among MULT
GRP clusters) is obtained for Background (SC = 0.18). The
class Background achieved relatively good scores across all
three methods. We hypothesise that MULT ALL can cap-
ture the semantic relatedness of classes better than the other
approaches since it is enforced to learn a generic feature
extractor across multiple datasets.

Themulti-task learning approach sharing all possible lay-
ers can recognise semantically related classes (#RQ5).
Domain-independent Sentence Classification: Based on the
identified clusters, we compile a new dataset G-PNDA from
the investigated datasets PMD, NIC, DRI and ART. The
labels of the datasets are collapsed according to the clus-
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Fig. 11 Semantic vectors of classes computed by a SciBERT-HSLN
modelwithout transfer learning,bMULTGRPmodel, and cMULTALL
model and projected to 2D space using PCA. The semantic vectors are
assigned to generic clusters of semantically related labels

ters in Fig. 11. Table 8 summarises the characteristics of the
compiled dataset. To prevent a bias towards bigger datasets,
we truncate PMD to 1

20 and ART to 1
3 of their original size.

Table 9 depicts our experimental settings and results for
the generic dataset G-PNDA. We train a model for each
dataset part, and the multi-task learning models MULT ALL

Table 8 Characteristics of the domain-independent dataset G-PNDA
that was compiled from the origin datasets PMD, NIC, DRI and ART

Text Type G-PMD G-NIC G-DRI G-ART
Abstract Abstract Full paper Full paper

# Papers 1000 1000 40 67

# Sentences 11,738 9771 8777 9528

∅ # Sentences 11 10 219 142

Background 1220 2548 1760 1657

Problem 953 0 449 529

Methods 3927 2700 5038 2752

Results 3760 4523 1394 3672

Conclusions 1878 0 0 918

Future work 0 0 136 0

and MULT GRP. Since we have common sentence classes
now,we train alsomodels that share the output layers between
the dataset parts, referred to as MULT ALL SHO andMULT
GRP SHO (see Sect. 3.2). For training and evaluation, we
split each dataset part into train/validation/test sets with the
portions 70/10/20, average the results over three random
restarts and use the same hyperparameters as before (see
Sect. 4.2).

Table 9 shows that the proposed MULT GRP model out-
performs all other settings. Surprisingly, sharing the output
layer impairs performance in all settings. We can attribute
this to the fact that the output layer learns different transition
distributions between the classes.

Thus, in a domain-independent setting a separate output
layer per dataset part helps to capture the individual rhetor-
ical structure of the domains (#RQ3, #RQ6).
Automatic Domain-Independent Clustering: To further val-
idate the quality of the calculated semantic vectors for
different annotation schemes, we conducted an additional
experiment apart from the visual analysis performed before.
For this, the vectors as shown in Fig. 4 are used for automatic
clusteringwith the k-means algorithm.We initialise the algo-
rithm with 1000 different random seeds and vary the number
of clusters from two to ten to find the optimal clustering (i.e.
highest Silhouette coefficient) and compare it with the semi-
automatic approach. The MULT GRP, SCIBERT-HSLN and
MULTALLmodels performsimilarlywith the best Silhouette
scores ranging from 0.51 to 0.59, respectively. To investigate
the difference between the best automatic clustering and the
semi-automatically assigned clusters, we compare the best
automatic clusters of the MULT ALL model to the semi-
automatic ones in Table 10. The k-means clusters for three,
five and seven clusters have the best cluster quality.

To evaluate the semi-automatic and automatic clustering
results, we compare the resulting clusters. For this purpose,
we count the number of overlapping cluster assignments: The
automatically computed cluster that has the largest overlap to
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Table 9 Experimental results in
terms of F1 scores (in per cent)
for our proposed approaches for
the generic dataset G-PNDA:
baseline model SciBERT-HSLN
with one separate model per
dataset and the multi-task
learning models MULT ALL
SHO, MULT ALL, MULT GRP
SHO and MULT GRP

G-PMD G-NIC G-DRI G-ART ∅

SciBERT-HSLN (one model per dataset) 90.1 89.3 81.7 70.8 83.0

MULT ALL SHO (shared output layer) 89.8 89.1 83.5 67.1 82.4

MULT ALL (separate output layer) 90.5 89.8 84.9 70.5 83.9

MULT GRP SHO (shared output layer) 90.0 89.9 86.1 70.4 84.1

MULT GRP (separate output layer) 90.6 89.7 87.2 71.0 84.6

Bold depicts whether the approach improves the baseline, underline the best overall result

Table 10 Clusters for MULT ALL via k-means for different numbers of clusters (n)

n (SilSc) Clusters Assigned labels

6 (0.20) ART:Background, ART:Motivation, DRI:Background, PMD:Background, NIC:Background Background

ART:Hypothesis, ART:Goal, ART:Object, DRI:Challenge, PMD:Objective Problem

ART:Experiment, ART:Model, ART:Method, DRI:Approach, PMD:Methods, NIC:Intervention,
NIC:Study Design, NIC:Population, NIC:Other

Methods

ART:Observation, ART:Result, DRI:Outcome, PMD:Results, NIC:Outcome Results

ART:Conclusion, PMD:Conclusions Conclusions

DRI:FutureWork Future Work

3 (0.59) PMD:Methods, NIC:Intervention, NIC:Study Design, NIC:Population, NIC:Other, DRI:Approach,
DRI:FutureWork, ART:Goal, ART:Object, ART:Experiment, ART:Model, ART:Method

Methods

PMD:Results, PMD:Conclusions, NIC:Outcome, DRI:Outcome, ART:Hypothesis, ART:Observation,
ART:Result, ART:Conclusion

Results

PMD:Background, PMD:Objective, NIC:Background, DRI:Background, DRI:Challenge,
ART:Background, ART:Motivation

Background

5 (0.57) ART:Experiment, NIC:Other, PMD:Methods, NIC:Population, NIC:intervention, NIC:Study
Design

Methods

NIC:Outcome, ART:Result, PMD:Conclusions, ART:Hypothesis, DRI:Outcome, ART:Conclusion,
ART:Observation, PMD:Results

Results

PMD:Objective, NIC:Background, PMD:Background, DRI:Challenge Background / Problem

ART:Goal, DRI:FutureWork, ART:Method, DRI:Approach, ART:Model, ART:Object Methods

ART:Motivation, ART:Background, DRI:Background Background

7 (0.57) ART:Experiment, NIC:Population, NIC:Other, PMD:Methods, NIC:Intervention, NIC:Study
Design

Methods

NIC:Outcome, ART:Result, PMD:Conclusions, ART:Hypothesis, DRI:Outcome, ART:Conclusion,
ART:Observation, PMD:Results, NIC:Background, PMD:Background, DRI:Challenge

Results

ART:Goal, ART:Object Problem

ART:Motivation, ART:Background, DRI:Background Background

NIC:Background, PMD:Background, DRI:Challenge Background

ART:Model, DRI:FutureWork, DRI:Approach, ART:Method Method

PMD:Objective Problem

This Silhouette score is shown in the first column in parentheses (SilSc). To compare the clusters with the semi-automatic ones, the cluster with the
biggest overlap is indicated in the “Assigned Labels” column with overlapping classes indicated in bold. The first row (n = 6) contains the results
of the semi-automatic clustering

a semi-automatically determined cluster is assumed to be its
correspondence and will be assigned the respective label. In
the case of the k = 3 clustering, for instance, cluster 0 shares
nine assigned classes with cluster 2 (“Methods”) from the
semi-automatic clustering. We thus assume that cluster 0 is
the correspondent of the semi-automatic “Methods” cluster.
Table 10 shows this assignment in the “Assigned labels” col-
umn. The overlapping classes are highlighted in bold.

The automatic clustering with k = 3 clusters can differen-
tiate well between the concepts “Background”, “Methods”
and “Results”. The majority of concepts have been correctly
assigned; all incorrect assignments are due to the small num-
ber of clusters, i.e. concepts which do not fit the three “main”
clusters had to be assigned to one of the available clusters. For
k = 5 clusters, the two labels “Methods” and “Background”
were assigned to two clusters each (in one case being on
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par with “Problem”), resulting in a total of three different
labels considered. There are two possible interpretations of
this behaviour: The predominance of the three classes could
be caused by an imbalance in the training set (that might
impact the semantic vectors): Table 8 shows that these three
labels are the most frequently assigned to sentences in the
used datasets. Another issue could be the usage of k-means
clustering, an approach that tends to find clusters of simi-
lar size [89], In our unified annotation schema, the clusters
“Conclusions” and “Future Work” have a smaller size than
the three above.

When using k = 7 clusters, we observe a similar effect.
However here, the “Problem” class is split aswell. The results
indicate that k-means has trouble correctly identifying (or
unifying) semantically similar classes for a higher number
of five or more clusters. Semantically meaningful classes
such as “Conclusions” or “Future Work” are not identified.
Nevertheless, the results of our exploration of k-means clus-
tering indicate that the semantic vectors correctly encode the
semantic difference between “Background”, “Methods” and
“Results”, and to less extent for “Problem”.

5.6 Limitations

The datasets used in this paper depend on the annotation
schemes and the distribution of classes in research papers. As
sections on “Background” are typically longer than for, for
example, “Hypothesis”, they do not have the same number of
sample phrases (e.g. 4290 “ART:Background” samples and
488 “ART:Hypothesis” in the training data set). This bias is
present in themodel as well. Figure4 illustrates this problem.
The values in the “ART:Hypothesis” column are generally
low and often even zero. Thus, this class is rarely predicted.
The row for that class shows that even sentences with that
ground truth label are often predicted as other, more common
ART classes such as “ART:Conclusion” or “ART:Result”.

The classes for the generic dataset described in Sect. 5.5
are based on the general rhetorical structure of research
papers and are derived from ontologies such as [19, 35, 82].
While different scientific disciplines use different formats,
we could not test all of them. Nevertheless, the presented
approach allows for the easy adoption and validation of other
annotation schemes. The comparison with the k-means clus-
tering shows that the semi-automatic clusters which had a
high Silhouette score in Table 7 were also well detected auto-
matically (e.g. for k-means with three clusters in Table 10).
This supports the general structure of the semi-automatic
approach which is semantically more fine-grained in terms
of classes like “Future Work”.

The examples in Sect. 5.4 show that the models often
identify the correct boundary of topics but occasionally mis-
classify the labels. It also demonstrates that the distinction
between classes is not always obvious, even to humans.

As described in Sect. 4.1, the four datasets were chosen as
they cover different scientific domains, annotation schemes,
and include full-text papers as well as abstracts. Four datasets
were chosen for practical reasons but other datasets presented
in Table 1 could be used to extend the study.

6 Conclusions

In this paper, we have presented a unified deep learning
architecture for sequential sentence classification. The uni-
fied approach can be applied to datasets that contain abstracts
as well as full articles. For datasets of full papers, the uni-
fied approach significantly outperforms the state of the art
without any feature engineering (#RQ7).

Furthermore,we have tailored two common transfer learn-
ing approaches to sequential sentence classification and com-
pared their performance. We found that training a multi-task
model with multiple datasets works better than sequential
transfer learning (#RQ2). Our comprehensive experimental
evaluation with four different datasets offers useful insights
under which conditions transferring or sharing of specific
layers is beneficial or not (#RQ3). In particular, it is always
beneficial to share the sentence encoding layer between
datasets from different domains. However, it is most effec-
tive to share the context enrichment layer, which encodes the
context of neighbouring sentences, only between datasets
with the same text type. This can be attributed to different
rhetorical structures in abstracts and full papers.

Our tailored multi-task learning approach makes use of
multiple datasets and yields new state-of-the-art results for
two full paper datasets, i.e. DRI [29] with 84.4%F1 (+11.9%
absolute improvement) and ART [53] with 58.8% accuracy
(+7.2% absolute improvement) (#RQ4). In particular, mod-
els for tasks with small datasets and classes with few labelled
examples benefit significantly from models of other tasks.
We investigated the differences and problems ofMULT ALL
and MULT GRP through multiple examples. Our analysis
suggests that the classes of the different dataset annotation
schemes are semantically related, even though the datasets
come from different domains and have different text types
(#RQ1). This semantic relatedness is an important prerequi-
site for transfer learning in NLP tasks [58, 62, 69].

Finally, we have presented an approach to
semi-automatically identify semantically related classes from
different datasets to support manual comparison and inspec-
tion of different annotation schemes across domains. We
demonstrated the usefulness of the approach with an anal-
ysis of four annotation schemes and compared it to fully
automatic clustering using k-means. The results showed that
the cross-domain categories (as defined by us) with more
than two concepts are also represented in clusters with rel-
atively high precision by k-means (in a single cluster for
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k = 3; in some cases in two clusters). The semi-automatic
approach can support the investigation of annotation schemes
across disciplines without re-annotating datasets (#RQ5).
From the analysis, we have derived a domain-independent
consolidated annotation scheme and compiled a domain-
independent dataset. This allows for the classification of
sentences in research papers with generic classes across dis-
ciplines, which can support, for instance, academic search
engines (#RQ6).

In future work, we plan to integrate other tasks (e.g. scien-
tific concept extraction) into themulti-task learning approach
to exploit further datasets. Furthermore,we intend to evaluate
the domain-independent sentence classifier in an information
retrieval scenario and to evaluate its impact on retrieval per-
formance in academic search engines.

Since its first presentation during the Joint Conference on
Digital Libraries’22 [2], this work has also been adopted for
legal sequential sentence classification [44]. Kalamkar et al.
present a new corpus for the automatic structuring of legal
documents and evaluate several baseline algorithms for sen-
tence classification, of which our SciBERT-HSLN performs
best. This result shows that the here-presented approaches
can potentially be adopted for further sentence classification
tasks.

Funding Open Access funding enabled and organized by Projekt
DEAL.
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