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RESEARCH ARTICLE

Evaluation of economics journals based on structural 
equation dimension reduction method
Gongxing Wua, Bismark Addaib, Liping Yua and Jiarui Rana

aSchool of Statistics and Mathematics, Zhejiang Gongshang University, Hangzhou, China; bSchool of 
Economics and Management, Changsha University of Science and Technology, Changsha, China

ABSTRACT
Evaluation of economic journals is helpful to improve the quality of 
these journals. In this study, we adopt a new structural equation 
dimension reduction method to evaluate economics journals. We 
classify evaluation indexes based on cluster analysis and factor analysis 
to establish a structural equation model, normalize the regression 
coefficients to obtain the weight, and then weigh and summarize the 
first-level evaluation indexes for the ultimate dimension reduction and 
evaluation. The evaluation based on JCR 2019 Economics journals 
shows that the structural equation dimension reduction method over
comes the randomness of manual classification of evaluation indica
tors. The linear dimension reduction method is conducive to preserving 
a large amount of information of the original indicators; evaluating the 
first-level indicators facilitates the comprehensive evaluation of jour
nals; the first-level indicators evaluation approach is more objective 
and reflects systematic academic evaluation. It should be noted that 
the stability of the structural equation has a significant impact on 
evaluation, which is generally suitable for a relatively mature academic 
evaluation.
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1. Introduction

Academic journals demonstrate scientific research achievements and play an essential role in 
academia and other spheres of life. As the media of scholarly communication, academic 
journals have the critical mission of knowledge innovation and value creation. Selecting a 
number of indicators from a bibliometric perspective, classifying them, and evaluating 
journals on this basis can help to grasp the influence and timeliness of journals, as well as 
the overall score and ranking of journals, which is conducive to the competition among 
journals, improving the quality of academic journals, and author’s contribution. The selection 
and evaluation of journals also have a specific potential significance for the development of the 
related disciplines.

As a discipline to study human social behavior, economics plays a vital role in the 
development of human society and economy. Domestic and foreign economists have done 
extensive and in-depth research on journal evaluation. Foreign scholars mainly study the 
quality and influence of journals from the perspective of statistical data analysis and 
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innovation in journal evaluation method (Quandt, 1976; Stigler & Friedland, 1975). Hawkins, 
Ritrer, and Walter (1973) ranked economic journals through questionnaires to economists. 
Liebowitz and Palmer (1984) controlled the size and age of journals from the perspective of 
journal professionals, and constructed a measure of journal impact. Laband and Piette (1994) 
further analyzed the mutual effect of economic journals based on review of previous studies. 
Kim, Morse, and Zingales (2006) summarized modern economics research characteristics and 
speculated the future research trend and development through excellent papers based on cited 
frequency. Axarloglou and Theoharakis (2004) collected 2103 American Economic 
Association members’ perceptions of journal quality and analyzed the reasons for the 
differences. Hirsch (2005) proposed h-index to evaluate the quality of scientific research. 
Palacios - Huerta and Volij (2004) studied academic influence through internet search engine 
ranking. Domestic scholars are mainly engaged in the innovation of journal evaluation system 
and research methods. Wang and Chu (2005) established a set of evaluation indexes suitable 
for Chinese economic journals. Tang, Wu, and Wang (2014) studied the relationship between 
zero citation rate and journal influence. Yu and Zhang (2020) established an evaluation 
method to evaluate journals and proposed an index that reflects academic journals’ research 
hotspots. Research on the evaluation of economic journals is not only conducive to the 
development of economic journals but also academic communication. For the development 
of journals, journal evaluation can improve the quality of journals, expand academic influence, 
and enhance value creation for academic research. For readers, journals can provide them 
with representative, innovative and applicable high-quality journals, a timely understanding 
of the academic frontier trends, provide the theoretical basis for academic research, and 
promote the application of economics.

The multi-attribute evaluation of academic journals has gone through a long process of 
development. Since Garfield (1963) pioneered bibliometric research, academic evaluation was 
carried out using a single bibliometric indicator such as Total Cites, Journal Impact Factor, 
Citing Half-life, and Immediacy Index. Later, the use of the single indicator evaluation 
developed to include multimeric indexes that contain a large amount of information, such 
as the h index (Hirsch, 2005), mean cited times of academic articles FCSm (Moed, De Bruin, & 
Van Leeuwen, 1995), article count impact factor ACIF (Markpin et al., 2008), and the 
normalized mean citation rate NMCR (Braun & Glanzel, 1990). The use of the multi-attribute 
evaluation method to evaluate academic journals has a broader perspective than a single 
indicator, and the former is more comprehensive than the latter.

Multi-attribute evaluation is widely used in the evaluation of academic journals. Shotton 
(2012) proposed five journal evaluation indicators, including journal content richness, peer 
review, open access, data, and computer-readable metadata. Sombatsompop, Kositchaiyong, 
Markpin, and Inrit (2013) evaluated academic journals from three perspectives: Journal 
Impact Factor (JIF), Article Impact Factor (AIF), and Position Impact Factors (PIF). Mayr 
(2006) constructed open access journal evaluation indicators from three angles: search engine, 
direct path, and back path. The study established that network usage indicator is an essential 
measure to promote the acceptance and use of open access research.

The evaluation of academic journals by multi-attribute evaluation method has its advan
tages, such as its comprehensive evaluation due to the use of multiple evaluation indicators, 
but there are also some problems associated with the method. First, it is difficult to classify 
some evaluation indicators. In the evaluation of academic journals, for various reasons, the 
classification of some indicators is unclear. They can be classified into type A and type B, but 
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different classifications will undoubtedly affect the evaluation results. For example, the 
Immediacy Index is the mean cited times of the published article in that year. It has the 
characteristics of the academic journal’s impact indicators and the characteristics of the 
academic journal’s timeliness index. The existing research tends to classify them subjectively 
and rarely uses objective classification or the combination of subjective and objective classi
fication. Second, the evaluation of the first-level indicators is not given much attention. In the 
evaluation of academic journals, many evaluation methods can only produce the compre
hensive evaluation scores of journals, but not the scores of first-level indicators. For example, 
evaluation methods such as the gray correlation, VIKOR, and entropy weight evaluation 
methods often only obtain comprehensive evaluation results.

Third, the evaluation of the first-level indicators lacks objectivity. For the evaluation of 
existing academic journals, most of the underlying indicators are summarized by linear 
weighted aggregate method. For example, the summarized weights of the underlying indica
tors is used to obtain the first-level indicators such as the influence value and timeliness value 
of academic journals. The weight of the underlying indicators is determined by subjective or 
objective methods. The problem is that there are dozens of methods at present to obtain the 
weights, so how do we choose the appropriate method? For example, if only Journal Impact 
Factor and Total Cites are used to evaluate the influence of the journal, the manual weight 
impact factor is 0.8, and Total Cites 0.2. If the entropy weight method is used to determine the 
weight, Journal Impact Factor is 0.675, and Total Cites is 0.325. Also, the weight of Total Cites 
is 0.573 and Journal Impact Factor is 0.427 if the discrete coefficient method is used o obtain 
the weight. There may be more methods to obtain the weights, so how do we choose the right 
method to get the weights to ultimately ascertain the influence value of academic journals?

In order to solve the above problems, we must first solve the problem relating to the 
classification of evaluation indicators, and then solve the problem associated with first-level 
indicators evaluation. Since the first-level indicator is the overall classification of academic 
journal evaluation indicators, the number is often small. The solution to this problem is 
beneficial in the evaluation of journals from the perspective of first-level indicators, enhances 
the objectivity of the evaluation of first-level indicators, greatly reduces the difficulties involved 
in comprehensive evaluation of academic journals.

The primary contribution of this study is the application of a new structural equation 
dimension reduction method to evaluate economics journals. The new evaluation 
method overcomes the randomness of manual classification of indicators, retains a lot 
of information about the original indicators and reduces the correlation between indi
cators. The new method also guarantees the objectivity and rationality of the evaluation 
results and embodies a systematic evaluation of academic journals. In this study, we first 
classify the evaluation indicators of academic journals based on factor analysis and 
cluster analysis, and then we use the structural equation dimension reduction method 
to evaluate first-level indicators. Finally, we do a comprehensive evaluation of economic 
journals using the TOPSIS evaluation method proposed by Hwang and Yoon (1981).

2. Materials and method

This section contains the classification of journal evaluation indicators, the structural 
equation method, the structural equation dimension reduction method, the evaluation 
steps, the TOPSIS method, and the research data.
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2.1. Subjective and objective classification of academic journal evaluation 
indicators

The subjective classification of evaluation indicators is the qualitative classification of 
journals based on the perception and judgment of experts or active researchers in a 
certain field (Walters, 2017). The advantage of this method is the use of peer opinions to 
evaluate academic journals, and it reflects the accumulated opinions of representative 
experts in a certain field. During the survey, experts are usually given the weight of each 
index (Yu, Pan, & Wu, 2010). The evaluation forms are mainly divided into off-line and 
online questionnaires, which are generally scored using a Likert scale (Kohl & Davis, 
1985; Manzari, 2013).

The objective classification of evaluation indicators is essentially a machine-assisted 
classification. Luhn (1957) pioneered research on automatic classification and proposed 
the idea of applying word frequency statistics to automatic classification. Maron and 
Kuhns (1960) studied the automatic classification of the keywords of articles, which 
marked the birth of the automatic classification discipline. Cluster analysis and factor 
analysis are two typical objective classification methods. In the case of multi-attribute 
evaluation, the objective classification can better augment the manual classification 
method. The objective classification is not devoid of issues, but the nature of the problem 
depends on how the manual classification is done. A combination of subjective and 
objective classification methods is better than just singling out any of these classification 
methods.

Cluster analysis is a common classification method. System clustering includes Q-type 
clustering and R-type clustering. Q-type clustering is the clustering of samples. R-type 
clustering is the clustering of variables and indicators and this is usually used to classify 
evaluation indicators.

Factor analysis is essentially a data mining method that can be used for both data 
analysis and evaluation. In addition, factor analysis can also classify the evaluation 
indicators; that is, for the common factors whose feature root is greater than 1.0, the 
analysis of the evaluation indicators and their relationship can assist in the classification.

The classification results of cluster analysis and factor analysis are not necessarily the 
same. According to the two classification results, supplemented by manual analysis, the 
evaluation indicators of academic journals can be better classified. Compared with the 
existing manual classification of indicators in academic journal evaluation, classification 
based on the combination of cluster analysis, factor analysis, and manual analysis is more 
reasonable.

2.2. Structural equation model

The Structural Equation Model (SEM) is an analytical technique for establishing, esti
mating, and testing causality models. It includes multiple regression analysis, factor 
analysis, path analysis, and multiple variance analysis techniques, and it has been used 
widely in economics (Hellier, Geursen, Carr, & Rickard, 2003), management (Liu, Yi, & 
Wang, 2020), sociology (Ijaiya, Dayang, & Ramli, 2016), psychology (Gerino, Rollè, & 
Sechi, 2017), behavioral science (Hussey & Eagan, 2007), academic evaluation (Servet & 
Çelik, 2021), and other fields (Hermida, 2015).
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The structural equation model includes two major elements: structural model and 
measurement model. The structural model can be specified as: 

η ¼ Bηþ Γ� þ ζ (1) 

The structural model mainly measures the causal relationship between the latent variables, 
where ξ is the exogenous latent variable in the model, η is the endogenous latent variable in the 
model, and Γ and Β are structural coefficient vectors, respectively representing the relation 
between the exogenous latent variable ξ and the endogenous latent variable η, while ζ is the 
residual. For the purpose of this study, the structural model is adopted to measure the 
relationship between the timeliness indicators and the impact indicators of academic journals.

The measurement model is expressed as: 

Xη ¼ πηηþ ε (2) 

X� ¼ π�� þ δ (3) 

The measurement model mainly measures the relationship between the latent variable 
and the explicit variable. Equation (2) represents the relationship between the endogen
ous latent variable and the corresponding explicit variable, πη is the measured coefficient 
vector while ε is the residual vector. Equation (3) represents the relationship between the 
exogenous latent variable and the corresponding explicit variable, π� is the measured 
coefficient vector while δ is the residual vector.

The structural equation model estimates the coefficient value of the linear regression 
model by verifying the covariance between the observed variables and tests whether the 
hypothesized model is suitable for the research process, that is, tests the fitting degree 
between covariance vector of the observed variables and the extended covariance vector 
after fitting the model. From this perspective, the structural equation model is a con
firmatory technique, not an exploratory technique, and it is more suitable for studying 
the complex relationship between the latent variables in a given theoretical framework. 
The structural equation model adopted in this study is asymptotically distribution-free. 
This method was proposed by Browne (1984), and compared with the least-square 
estimation method used in traditional multiple regression; it has lower requirements 
on data distribution and greater advantages when dealing with data that involve fewer 
observations, more variables, and complex relationships.

Some of the concerns that arise from the use of the SEM are sensitivity of the method 
to data and distribution of the data. The periodical index deviates from normal distribu
tion, resulting in large error between the individual index and the structural factor. 
Under normal circumstances, the data processed by SEM are large samples. As a rule 
of thumb, if the sample size is less than 200, the conclusion could be unstable, and the 
data size above 200 can be considered as a medium-sized sample. Of course, as the 
number of subjects and indicators vary, the requirements for sample size will also change, 
which can be analyzed on a case-by-case basis. The asymptotically distribution free SEM 
(with lower requirement on data distribution) and the sample used in this study help to 
overcome these limitations usually associated with the method.
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2.3. Structural equation dimension reduction method

In structural equations, latent variables are estimated by explicit variables, and the 
regression coefficients of explicit variables can be observed. In essence, this is the weight. 
In other words, if the structural equation model has passed the main statistical test, then 
the latent variable is objective to some extent, and the regression coefficient of the 
evaluation index, which is the explicit variable related to the latent variable, is known, 
then the latent variable can be accurately calculated. The latent variable is the first-level 
indicator. By using the structural equation model and adopting the objective method, the 
classification and the weight problems associated with journal indicators evaluation are 
skillfully solved, and the effect of dimension reduction is achieved. At the same time, the 
relationship between different types of journal indicators is considered systematically. In 
this paper, the structural equation method used is called the structural equation dimen
sion reduction method.

2.4. Evaluation steps

The evaluation steps are shown in Figure 1. First, determine the purpose and the object of 
evaluation. The evaluation object of this study is economics journals, which is mainly 
evaluated by means of the literature measurement indicators that can be obtained from 
the JCR database.

Second, the screening of evaluation indicators. From the perspective of evaluation, the 
more the indicators, the better, but some indicators have high acquisition costs, and that 
should be properly taken into account. There are some subjective indicators, and the 
researcher must pay attention to them to ensure the data quality. In addition, the 
researcher must pay attention to indicator data types. Generally, the selection of non- 
parametric indicators needs to be done cautiously. For example, some indicators are 
sorting serial numbers, which are generally not suitable.

Third, comprehensive classification of evaluation indicators. Cluster analysis and 
factor analysis are used to classify the indicators, then compare the results of the two 
and combine manual judgment, and carefully determine the indicator classification, 
which is essential to determine the first-level indicators.

Fourth, structural equation modeling. Based on the classification results, the relation
ship among the first-level indicators is carefully analyzed to model the structural equa
tion. Import the data and perform a preliminary estimate, and at the same time test the 
important statistics, if necessary, further adjust the model and get the final estimate.

Fifth, calculate the first-level indicator. Normalize the regression coefficients of 
the explicit variable (first-level indicator) and the latent variable (evaluation indi
cator) in the structural equation estimation results to obtain the weights, and 
standardize the evaluation indicators, then summarize the weights to obtain the 
values of first-level indicators.

Sixth, conduct a comprehensive evaluation. Based on the existing first-level indicators, the 
comprehensive evaluation of the journal can be conducted to obtain the total score and 
ranking.
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2.5. The TOPSIS method

TOPSIS is a sort method of approaching an ideal solution, which is mainly used for 
multi-objective decision-making of finite schemes (see Hwang & Yoon, 1981). The 
method is employed to find out the ideal positive solution and the ideal negative solution 
based on the normalized original data matrix (Chen, Lin, & Huang, 2006). The TOPSIS 
approach estimates the ideal alternative that has the furthest distance from the ideal 
negative solution and the closest from the ideal positive solution. By calculating the 
distance between the evaluation object and the best scheme and the worst scheme, the 
proximity between the evaluation object and the best scheme can be obtained. The 
method is advantageous because it has no strict requirements on the distribution and 

Academic evaluation 

Indicator screening 

Indicator classification 

Cluster analysis Factor analysis 

Structural equation modeling 

Regression coefficients normalization 

Model adjustment 

Calculate first-level indicators 

Select evaluation method 

Comprehensive evaluation result 

Evaluation purpose Evaluation object 

Figure 1. Dimension reduction evaluation process.
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size of samples, it can make full use of information in the original data information, and it 
can also rank the advantages and disadvantages of each evaluation object, making the 
outcome more consistent with reality. In line with studies that have applied the method 
in selection and evaluation criteria (see e.g., Chen et al., 2006; Hwang & Yoon, 1981; 
Wang & Elhag, 2006), the TOPSIS is calculated as follows: 

Ci ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1
wiðxij � xjÞ

2

s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1
wjðxij � xþj Þ

2
s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1
wjðxij � x�j Þ

2

s (4) 

Where Ci represents the evaluation result of TOPSIS; n is the number of evaluation 
indexes, i is the serial number of the evaluation target, j is the serial number of the 
evaluation index; xij is the standardized evaluation index, xþj is the maximum value after 
the standardization, which is the positive ideal solution; x�j is the negative ideal solution, 
that is the minimum value after the standardization; wj is the weight. The numerator 
represents the distance from the evaluation object to the negative ideal solution, and the 
denominator is the sum of the distance from the evaluation object to the positive and 
negative ideal solutions.

2.6. Research data

Based on JCR 2019 database, this paper evaluates economic journals. There are 373 
economic journals in the database; however, due to the non-availability of data on 
some journals, 36 journals were excluded from our study. Thus, this study employs a 
sample of 337 economics journals. There are 12 indicators in the JCR 2019 report: 
Total Cites (TC), Journal Impact Factor (JIF), Impact Factor without Journal Self 
Cites (IFW), 5-Year Impact Factor (IF5), Immediacy Index (II), Eigenfactor Score 
(ES), Article Influence Score (AIS), Normalized Eigenfactor (NES), Cited Half-Life 
(CHL1), Citing Half-life (CHL2), Average Journal Impact Factor Percentile (AJIFP), 
and Citable Items (CI).

It should be noted that the Cited Half-Life rate period and the Citing Half-Life rate 
period are reverse indicators. The larger the value, the worse the timeliness of academic 
journals. Therefore, the values must be reversed through standardization. We adopt the 
reverse index standardization method proposed by Yu et al. (2010). The standardization 
method is specified as follows: 

yk ¼ 1 �
xk

maxðxkÞ
þ 1 � max 1 �

xk

maxðxkÞ

� �� �

(5) 

Where xk is the original index, yk is the standardized index, K is the index serial number.
Table 1 provides the descriptive statistics of the indicators used in this study.
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3. Empirical results

3.1. Indicator selection

First, the primary selection of indicators should be done. Among the 12 indicators, Citable 
Items is the only indicator that is not suitable to be selected because that indicator simply 
reflects the scale of academic journals, and it has nothing to do with academic quality. When 
evaluating academic journals, Citable Items is generally not used as an evaluation indicator 
(see Kiesslich, Weineck, & Koelblinger, 2016). The results of this analysis point out the 
potentially delusive effect of IF increases gained through effective shrinkage of publication 
output. The difference between the total number of articles and “citable” articles when 
calculating the impact factor is significant. For example, 22 percent of entries in the Science 
Citation Index fall into the “unquotable” category. In the Social Sciences Citation Index, these 
non-quotable items make up 46% of the total entries, and in the Humanities and Arts Citation 
Index (which has no JCR counterpart), the percentage is even higher (70.5%) (Jacsó, 2001).

To some extent, the larger the Citable Items, the lower the impact of academic journals.
Second, the Average Journal Impact Factor Percentile is calculated. This indicator is 

further calculated based on the order of the size of the Journal Impact Factor. The 
calculation formula of Clarivate Analytics is as follows: 

AJIFP ¼
ðN � Rþ 0:5Þ

N
� 100% (6) 

Where AJIFP is the Average Journal Impact Factor Percentile, N is the number of subject 
journals, and R is the order of Journal Impact Factor in descending order. The Average 
Journal Impact Factor Percentile belongs to the ranking indicator and has non-para
metric properties, so it should not be evaluated together with the indicators of other 
parameter properties.

3.2. Indicator classification

Cluster analysis is carried out to classify the indicators, and the system clustering 
approach is used. The cluster method uses inter-group connection, and the distance 
function uses the Pearson correlation coefficient. The results are shown in Figure 2.

Table 1. Descriptive statistics of the indicators.
Evaluation indicators Variable Mean Min Max Std. Dev.

Total Cites TC 3269.210 111 56,685 6523.601
Journal Impact Factor JIF 1.843 .184 11.375 1.523
Impact Factor without Journal Self Cites IFW 1.688 .124 11.125 1.465
5-Year Impact Factor IF5 2.252 .262 16.095 1.958
Immediacy Index II .538 .000 6.000 .584
Cited Half-Life CHL1 10.083 2.200 31.500 4.332
Citing Half-life CHL2 10.849 4.900 36.600 3.070
Eigenfactor Score ES .005 .000 .121 .010
Article Influence Score AIS 1.287 .019 22.016 2.110
Normalized Eigenfactor NES .596 .006 14.760 1.237
Average Journal Impact Factor Percentile AJIFP 48.930 1.023 99.866 28.330
Citable Items CI 61.05 4 746 70.005
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The results of cluster analysis can be roughly divided into five categories: the first category is 
Eigenfactor Score, Normalized Eigenfactor and Total Cites; the second category is Journal 
Impact Factor, Impact Factor without Journal Self Cites, 5-Year Impact Factor, Article 
Influence Score; the third is Immediacy Index; the fourth is the Cited Half-Life; the fifth is 
the Citing Half-Life. The results of the cluster analysis signify that the first, second, and third 
categories are essentially the influential indicators of academic journals, which can be 
combined into one category to reflect the influence of journals; while the fourth and fifth 
categories, which reflect the timeliness of journals, can be collectively referred to as the 
timeliness index of journals, and the two indicators, Cited Half-Life and Citing Half-Life are 
combined. From the cluster analysis, we can see that a completely objective evaluation method 
does not exist and as such manual intervention is also needed.

The KMO test and Bartlett test are needed for factor analysis. The results show that the 
KMO test value is 0.821, the Bartlett test value is 9677.087, and the associated probability is 
0.000, which meets the preconditions of factor analysis. There are two factors with an 
eigenvalue greater than 1.0 in factor analysis. The variance contribution rate of the first factor 
is 59.80%, and that of the second factor is 15.831%. The total contribution rate of the two 
factors is 75.63%. The factor rotation matrix is shown in Table 2.

It can be seen from the rotation matrix that the first factor includes: Total Cites, Eigenfactor 
Score, Normalized Eigenfactor, Journal Impact Factor, Impact Factor without Journal Self 
Cites, 5-Year Impact Factor, Immediacy Index, Article Influence Score; the second factor 
includes Cited Half-Life and Citing Half-Life. The results of the classification and cluster 
analysis are consistent. The two classification methods do not classify the immediacy index 
into the timeliness index; that is, they are classified as Cited Half-Life and the Citing Half-Life.

Based on the results of the cluster analysis and the factor analysis, the first, second, and 
third categories in the cluster analysis are the same as the first factor in factor analysis, 
which is essentially an academic journal’s influential indicators. Therefore, they are com
bined into one category, which is collectively referred to as academic journal influence, and 

Figure 2. Cluster analysis result.

JOURNAL OF APPLIED ECONOMICS 601



they include Total Cites, Eigenfactor Score, Normalized Eigenfactor, Journal Impact Factor, 
Impact Factor without Journal Self Cites, 5-Year Impact Factor, Immediacy Index, and 
Article Influence Score. In other words, the first level index of economic journals is divided 
into two indicators: influence and timeliness.

3.3. Structural equation model estimation

The result of the structural equation model is illustrated in Figure 3. The AVE value of 
influence is 0.805, the combination reliability is 0.966, the AVE value of timeliness is 0.421, the 
combination reliability is 0.748, the model has high reliability. Except for Immediacy Index 
and Cited Half-Life, the regression coefficients of other indexes all passed the statistical test. 
Since this article is based on evaluation, the statistical test requirements for the model can be 
appropriately reduced (Yu, 2020; Yu, Chen, & Pan, 2009).

Table 2. Factor rotation matrix.
Evaluation indicators Abbreviation Factor 1 Factor2

Total Cites TC 0.872 0.185
Eigenfactor Score ES 0.907 0.172
Normalized Eigenfactor NES 0.907 0.172
Journal Impact Factor JIF 0.839 −0.437
Impact Factor without Journal Self Cites IFW 0.844 −0.420
5-Year Impact Factor IF5 0.892 −0.332
Immediacy Index II 0.655 −0.384
Article Influence Score AIS 0.879 −0.013
Cited Half-Life CHL1 0.377 0.675
Citing Half-Life CHL2 −0.177 0.711

1.000

1.031*** 

Citing Half-life 

1.000

R2=0.362 

0.940*** 

0.443*** 

0.248*** 

0.443*** 

1.355*** 

1.402*** 

1.496*** 

0.508*** 

Total Cites 

Journal Impact Factor 

Impact Factor without 

Journal Self Cites 

5-Year Impact Factor 

Eigenfactor Score 

Article Influence Score 

Normalized Eigenfactor 

Cited Half-Life 

Immediacy Index 

Journal 

influence 
Journal 

timeliness 

Figure 3. Structural equation model estimation result.
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The timeliness indicator of journals is an important factor influencing the impact of 
journals. It is generally believed that the stronger the timeliness of an academic journal, the 
more attention given to such journals, which makes it easier to attract readers and enhance the 
journal’s influence. The elasticity coefficient of timeliness to influence is 0.940, which means 
that for every 1% increase in journal timeliness, the influence increases by 0.940%. The 
timeliness of journals explains 36.2% of the influence, and the goodness of fit is 0.362.

3.4. Weight normalization

The weight normalization results of the academic journal influence index are shown in Table 
3. The indexes with larger weight are Journal Impact Factor, Impact Factor without Journal 
Self Cites, and 5-Year Impact Factor and the weight of Article Influence Score is the smallest.

The weight normalization results of timeliness index of academic journals are shown in 
Table 4. The weight of Citing Half-Life is 0.508, and the weight of Cited Half-Life is 0.492.

3.5. Final evaluation result

All the evaluation indicators were standardized and then weighted and aggregated based 
on the weights to obtain journals’ influence and timeliness. Then, by the TOPSIS 
approach, the influence and timeliness were evaluated to obtain the final evaluation 
results for the top 30 economic journals, as shown in Table 5.

It can be seen from Table 5 that the top five journals in total (TOPSIS) ranking are Q J 
ECON, J ECON PERSPECT, ECON GEOGR, BROOKINGS PAP ECO AC, and J FINANC; 
the top five journals based on their influence are J FINANC, Q J ECON, J FINANC ECON, 
AM ECON J-APPL ECON, J ECON PERSPECT; the top five journals in terms of timeliness 
are SOCIO-ECON PLAN SCI, REV ECON STAT, ECOL ECON, ECON POLICY, J 
ECON LIT.

The ranking of influence, timeliness ranking, and the overall ranking of economic 
journals are segregated so that we can analyze the influence, timeliness, and the overall 
ranking of each journal more clearly, and provide more comprehensive information. If 
we only focus on the overall comprehensive evaluation, the influence, timeliness and 
other further details will be ignored.

Table 3. The weight of journal influence indicators.
Influence indicator Notation Regression coefficient Normalized weight Weights ranking

Total Cites TC 0.508 0.074 5
Eigenfactor Score ES 0.443 0.064 6
Normalized Eigenfactor NES 0.443 0.064 6
Journal Impact Factor JIF 1.496 0.217 1
Impact Factor without Journal Self Cites IFW 1.402 0.203 2
5-Year Impact Factor IF5 1.355 0.197 3
Immediacy Index II 1.000 0.145 4
Article Influence Score AIS 0.248 0.036 8

Table 4. The weight of journal timeliness indicators.
Timeliness indicator Regression coefficient Normalized weight Weights ranking

Cited Half-Life 1.000 0.492 2
Citing Half-Life 1.031 0.508 1
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The correlation coefficients for journal influence, timeliness, and total evaluation 
score are shown in Table 6. The correlation coefficient between influence and total 
evaluation is 0.688, and that of timeliness and total evaluation is 0.426. When 
journals with greater influence have more advantages in the overall evaluation. 
The correlation coefficient between influence and timeliness is 0.114, which is the 
lowest, and the reason may be that journals with good timeliness are generally 
relatively easy to obtain good influence, but journal influence essentially depends on 
the quality of papers, so it is normal that the correlation coefficient is the lowest.

4. Research conclusion

4.1. It is of great significance to use the indicator system to evaluate economics 
journals

The use of the indicator system to evaluate economic journals can be analyzed from many 
perspectives, avoiding the lack of information when the evaluation indicators such as Journal 
Impact Factor and h index are used for evaluation. The first-level indicator evaluation can 
provide some information to make the evaluation more comprehensive. The evaluation 
results are conducive to the analysis of the various economic journals, so as to further improve 
the quality of the journals, and also provide reference for scholars when they choose journals 
to submit their articles.

Table 5. Comparison of evaluation results for the top 30 economic journals.
JCR Abbreviated Title Influence Rank Timeliness Rank TOPSIS Rank

Q J ECON 94.38 2 71.73 24 0.84 1
J ECON PERSPECT 91.90 5 73.87 21 0.84 2
ECON GEOGR 89.17 7 77.41 19 0.83 3
BROOKINGS PAP ECO AC 88.32 9 79.97 18 0.83 4
J FINANC 99.30 1 69.09 26 0.82 5
J ECON LIT 86.14 12 90.20 5 0.82 6
REV ENV ECON POLICY 86.41 11 87.56 12 0.82 7
J FINANC ECON 94.31 3 65.09 27 0.81 8
AM ECON REV 84.40 14 89.85 7 0.79 9
J POLIT ECON 88.50 8 70.93 25 0.79 10
ENERG ECON 85.34 13 80.58 17 0.78 11
J ASSOC ENVIRON RESO 89.92 6 63.35 28 0.77 12
ENERG POLICY 82.48 16 89.47 8 0.75 13
AM ECON J-APPL ECON 93.65 4 49.29 29 0.75 14
J POLICY ANAL MANAG 81.87 18 83.71 14 0.73 15
REV ECON STUD 82.74 15 73.59 22 0.71 16
SMALL BUS ECON 80.13 19 87.94 11 0.71 17
TRANSPORT RES B-METH 79.82 20 88.98 9 0.70 18
VALUE HEALTH 82.36 17 72.41 23 0.70 19
TRANSPORT RES E-LOG 78.99 23 90.06 6 0.69 20
REV FINANC STUD 87.21 10 45.35 30 0.69 21
J ECON GROWTH 79.75 21 81.88 16 0.69 22
NBER MACROECON ANNU 78.79 24 83.31 15 0.67 23
ECON POLICY 77.73 25 90.28 4 0.67 24
CAMB J REG ECON SOC 79.45 22 75.76 20 0.66 25
ECOL ECON 76.91 27 91.76 3 0.66 26
REV ECON STAT 76.56 28 93.49 2 0.66 27
FOOD POLICY 77.02 26 85.46 13 0.65 28
SOCIO-ECON PLAN SCI 75.97 29 93.61 1 0.65 29
ECONOMETRICA 74.93 30 88.63 10 0.62 30
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4.2. The structural equation dimension reduction is of great significance in 
academic evaluation

This article proposes the use of cluster analysis and factor analysis to assist the manual 
classification of evaluation indicators, and then use the structural equation model to summar
ize the weights of evaluation indicators, so as to obtain the first-level indicators for dimension 
reduction. The significance of this work is shown along the following six angles:

First, the classification methods overcome the randomness of manual classification of 
evaluation indicators. Due to the complexity of evaluation indicators, it is often difficult to 
appraise manual classification, and it may be misleading to rely on subjective classification. 
Combining cluster analysis and factor analysis for classification improves the scientific 
classification of evaluation indicators.

Second, in the case of numerous academic evaluation indicators and complex attri
butes, the linear dimension reduction approach greatly reduces the number of indicators 
through classification and aggregation, making the original hundreds of indicators 
become a few first-level indicators. Unlike factor analysis, principal component analysis 
and other dimension reduction techniques, structural equation dimension reduction is 
essentially a linear dimension reduction of the evaluation indicator, without sacrificing 
the large amount of information contained in the original indicator.

Third, the study approach facilitates comprehensive evaluation by making it easier to 
obtain the weights of indicators. In the past, all indicators were weighted and then evaluated. 
When the indicators were numerous, the work was very complicated and even surpassed 
human’s resolution capability. The dimension reduction reduces the complexity of the 
evaluation system, making the comprehensive evaluation become an evaluation of a few 
first-level indicators so that only the first-level indicators should be weighted. Thus the 
evaluation efficiency is improved, the complexity of obtaining the weights is reduced, and 
possible errors are avoided.

Fourth, the correlation between first-level indicators is reduced. Unlike the factor analysis 
dimension reduction, a kind of non-linear dimension reduction that sacrifices a lot of 
information in the original indicators and eliminates correlation among factors, the indicators 
of structural equations dimension reduction are still related, but the correlation is greatly 
reduced. The structural equation dimension reduction is a linear dimension reduction. 
Therefore, the attributes of the first-level indicators are distinct, which is convenient for 
further evaluation and also facilitates the quantitative analysis that may be required, which can 
reduce the multi-collinearity.

Table 6. Correlation coefficients between evaluation results and 
first-level indicators.

Total score Influence Timeliness

Total score 1.000
–

Influence 0.688** 1.000
0.000 –

Timeliness 0. 426** 0.114** 1.000
0.000 0.002 –

**Correlation is significant at the 0.01 level (2-tailed)
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Fifth, the evaluation of first-level indicators is unique and objective. In this article, based 
on the structural equation model, the first-level indicator is regarded as the latent variable, 
and the related evaluation indicators are regarded as the explicit variable. The regression 
coefficient estimated by the structural equation model is used as the “weight”, and then the 
first-level indicator is calculated. This method is objective and unique and it avoids the 
influence of multi-attribute evaluation methods that result in many evaluation results.

Sixth, the approach reflects the systematic thinking of academic evaluation. In academic 
evaluation, different types of indicators are often interrelated, such as the timeliness of journals 
affecting the influence of journals, Journal Impact Factories related to 5-Year Impact Factor, 
and Eigenfactor Score is related to h-index, but all academic evaluation so far is based on 
indicators, they seldom consider the internal relationship between different types of indica
tors, lack of systematic thinking. Structural equation dimension reduction essentially reflects 
the systemic thinking of academic evaluation, which is a systematic evaluation.

4.3. The stability of the structural equation has a significant influence on 
evaluation

In a mature academic evaluation domain, the structural equation model is relatively stable, 
such as academic journal evaluation, university science and technology performance evalua
tion, and enterprise innovation evaluation, but the reality is not always the case. For some 
novel evaluation objects, if the evaluation mechanism is not stable, the relationship between 
different types of indicators is not clear enough, then it is not appropriate to use this method 
for evaluation.

It is important to emphasize that in academic evaluation, the structural equation model 
helps in the classification and aggregation of indicators which plays a dimension reduction 
role, and it does not simply focus on the relationship between different latent variables. 
Therefore, the requirements for too many statistical tests for the stability of the equation 
can conveniently be lowered.
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