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Abstract

We examine the trade-off between functionality and data privacy inherent in many AI prod-

ucts by conducting a randomized survey experiment with 1,734 participants from the US and

several European countries. Participants’ willingness to adopt a hypothetical, AI-enhanced

app is measured under three sets of treatments: (i) installation defaults (opt-in vs. opt-out),

(ii) salience of data privacy risks, and (iii) regulatory regimes with different levels of data pro-

tection. In addition, we study how the willingness to adopt depends on individual attitudes

and preferences. We find no effect of defaults or salience, while a regulatory regime with

stricter privacy protection increases the likelihood that the app is adopted. Finally, greater

data privacy concerns, greater risk aversion, lower levels of trust, and greater skepticism to-

ward AI are associated with a significantly lower willingness to adopt the app.
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1 Introduction

Recent technological developments have made artificial intelligence (AI) a crucial feature of many
commercial products—from autonomous vehicles to health and smart home devices, from apps
for real-time language translation and editing to software for financial transactions, such as wire
transfers and stock market analysis. AI enables functionalities that were previously inconceivable.
So, it is no surprise that products like ChatGPT have been welcomed with great enthusiasm,
since their launch to the public, and attracted the attention of users at an unprecedented speed.1

However, official estimates suggest that there still is reluctance to use AI for productive activities
in Western economies, both in Europe2 and North America.3 AI-enhanced products and services
may attract excited early adopters, but there seems to be a considerable share of the population
–in fact, the majority on both continents on either side of the Atlantic– that is not yet convinced.
In this paper, we explore the factors that may hinder the adoption of an AI-enhanced product
or service. We focus on individual consumers’ privacy concerns regarding such products, which
are notoriously data-intensive (Whang et al., 2023), as well as other personal characteristics, and
derive important managerial implications. To the best of our knowledge, this study is the first
attempt to systematically explore and compare such factors, specifically in the United States and
continental Europe.

For this exploration, we conducted a cross-country randomized experiment. It focuses on a
specific hypothetical product, an AI-enhanced email app, in order to provide participants with a
scenario as close as possible to a real-world choice whether to adopt an AI-enhancement.4 Con-
sistent with existing literature on the adoption of AI products, such as in health management ser-
vices (Hong and Cho, 2023) or autonomous vehicles (Kyriakidis, Happee, and de Winter, 2015),
we introduce a hypothetical AI-based app called “Smart-Scan”. In our experiment, participants
are offered the possibility to adopt this app which learns from email correspondence to simplify
the writing and enhance the quality of personalized emails in various languages. This scenario
is timely, as such text generators are currently one of the fastest-growing AI-based technologies.
In several treatments, we explore the relevance of defaults, salience, and regulatory regimes for
participants’ willingness to use Smart-Scan. We study default settings because the behavioral eco-
nomics literature suggests that they generally have strong behavioral effects (Jachimowicz et al.,
2019) and, at the same time, the defaults set by providers—of technology in general and AI prod-
ucts in particular—can have important privacy implications (Acquisti et al., 2017). Regulating
default settings is also a low-cost policy intervention. Furthermore, we evaluate whether increas-

1ChatGPT, e.g., reached 100 million users within one year from its release in the Fall of 2022 (https://www.th
everge.com/2023/11/6/23948386/chatgpt-active-user-count-openai-developer-conference,
last accessed on January 15, 2025), making it the fastest growing technology in the field until Threads arrived.

2https://ec.europa.eu/eurostat/web/products-eurostat-news/w/ddn-20240529-2, last
accessed on January 15, 2025.

3https://www.census.gov/library/stories/2023/11/businesses-use-ai.html, last accessed on
January 15, 2025.

4We do not consider cases where the consumer must adopt the AI-enhancement, or where full privacy preservation
is guaranteed. We are also focusing on private consumers rather than business application of AI (see, e.g., Cuéllar et al.,
2024).
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ing the salience of data privacy risks makes a difference, since previous research has demonstrated
a significant asymmetry between providers and users of a product or service regarding their aware-
ness of privacy trade-offs (Acquisti, Brandimarte, and Loewenstein, 2020). Does the remarkably
fast and widespread adoption of technologies like large language models result from a true lack
of privacy concerns or rather from a lack of transparency regarding the relevant privacy trade-
offs, as previous literature may suggest (Tsai et al., 2011)? Moreover, we test for effects of various
regulatory regimes because the level of protection they entail for AI-related technology impacts
consumers and firms differently, as the introduction of the European General Data Protection
Regulation (GDPR; Godinho de Matos and Adjerid 2022; Johnson, Shriver, and Goldberg 2023)
illustrates. However, it is crucial to not only compare regulatory regimes, but also to study re-
spondents from countries governed by different regulatory frameworks to test for heterogeneous
preferences across these populations. Finally, we study how participants’ adoption of Smart-Scan
is influenced by personal characteristics, such as risk preferences, trust, privacy concerns, and
views on algorithmic decision-making. The experiment was conducted online with participants
from the United States and several continental European countries. Interestingly, our main find-
ing is that while defaults and salience are not decisive factors, the applicable privacy regime and
individuals’ privacy concerns and economic attitudes significantly affect their willingness to adopt
an AI-enhancement.

Our work has important managerial and policy implications. First, understanding whether
users have concerns regarding data sharing with providers of AI technologies offers crucial in-
sights to investors in and developers of such technologies, potentially shaping the design of prod-
ucts and services (Alkhatib et al., 2020) as well as innovation and industry competitiveness (Voss
and Houser, 2019). Second, understanding user preferences regarding existing privacy regimes can
guide the design of privacy policies in general and business decisions regarding the choice of busi-
ness and server locations more specifically. Finally, user preferences over regulatory regimes can
inform policy decisions regarding the design of regulatory frameworks that govern cross-country
data sharing, such as the EU-US Data Privacy Framework.

The remainder of the paper is structured as follows. Section 2 lays the theoretical founda-
tions for the adoption decision of AI technology in light of privacy concerns, and it derives a set
of hypotheses for empirical testing. Section 3 explains the experimental design and its practical
implementation. The empirical analysis is presented in Section 4. Section 5 discusses key man-
agerial and policy implications of our findings. Section 6 points to limitations of the study and
outlines directions for future research, before Section 7 concludes. The Online Appendix contains
experimental instructions as well as supplementary empirical results.

2 Theoretical background

Technology acceptance has a long history in the information systems literature, dating back to the
late 1980s and the seminal Technology Acceptance Model (Davis, Bagozzi, and Warshaw, 1989),
which identified ease of use and especially perceived short-term usefulness (Chau, 1996) as the
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main determinants of individuals’ intention to use a technology. Venkatesh et al. (2003) expanded
the model by integrating other major theories of technology acceptance and established a unified
theory of acceptance and use of technology, identifying four direct determinants: performance
and effort expectancy (analogous to usefulness and ease of use), social influence (especially rel-
evant social norms), and facilitating conditions (i.e., external constraints). However, even the
expanded version of the model does not account for potential consumers’ attitudes and prefer-
ences that could be relevant to technology adoption. More recent work by Dhagarra, Goswami,
and Kumar (2020) has incorporated individuals’ privacy concerns into the Technology Acceptance
Model in the context of healthcare. Their results confirm that, in addition to perceived usefulness
and ease of use, trust and privacy concerns are significant predictors of patients’ technology ac-
ceptance. Similarly, earlier work found that the strongest drivers of the acceptance of biometric
identification systems are trust in technology and perceived privacy risk (Miltgen, Popovič, and
Oliveira, 2013). We build on this literature by examining whether privacy concerns and other
economic attitudes, specifically risk attitudes and trust, play a role in individuals’ willingness to
adopt AI-enhanced products.

A large body of research in behavioral economics has shown that human behavior can be af-
fected by the architecture of choice sets (Thaler and Sunstein, 2008). In particular, default effects
strongly affect choices and behaviors in a variety of contexts, from retirement plans (Madrian
and Shea, 2001; Beshears et al., 2009) to organ donations (Johnson and Goldstein, 2003), but also,
specifically, privacy decision-making (Anaraky et al., 2018; Graßl et al., 2021). Because of the un-
certainties surrounding privacy trade-offs, privacy default settings for services and products may
be especially effective (Acquisti et al., 2017), at times encouraging errors in judgment (e.g., since
an option is offered as default, one may assume that it is sufficiently protective of one’s privacy;
see Leon et al. 2012). Therefore, we expect the following:

Hypothesis 1 (Default). Individuals are more willing to adopt Smart-Scan if the app is activated by

default.

Privacy risks associated with sharing personal information are uncertain and difficult to grasp,
resulting in many people discounting or ignoring them altogether (Acquisti and Grossklags, 2007).
A more salient presentation of privacy risks, however, has been shown to significantly affect
privacy-related choices (Tsai et al., 2011). Thus, we expect that explaining what personal informa-
tion would be shared with a system will decrease individuals’ willingness to use it. In other words,
we expect that:

Hypothesis 2 (Salience). Individuals are less willing to adopt Smart-Scan if data privacy risks are de-

scribed in more detail.

Public policies can significantly impact the perceived trustworthiness and acceptance of an
information system (e.g., in public health, see Meredith et al., 2007), as they can reassure citizens
of their legally protected privacy rights. The European Union’s GDPR, for instance, was shown to
have positive effects on European citizens’ willingness to share data with service providers, who
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are now forced to be transparent in their privacy policies and request informed consent for data
collection and use (Godinho de Matos and Adjerid, 2022), and led to some privacy improvements
for consumers (Johnson, 2024). Therefore, we compare the effects of applicable data protection
laws based on data stored in jurisdictions with different levels of de facto protection of privacy,
and hypothesize that the willingness to use a system that requires sharing personal information is
higher if laws strictly regulate the market for personal information, especially policies restricting
government access to stored personal data:

Hypothesis 3 (Regulatory regime). Individuals are more willing to adopt Smart-Scan if shared personal

information is more strictly protected by local data protection law.

Besides the strictness of the regulatory framework, there are also other reasons why users may
prefer data storage in a particular jurisdiction—typically in their country of residence. This home
bias effect can be observed, for example, in finance when investors deviate from an optimally
diversified portfolio and prefer to over-invest in domestic assets (Gaar, Scherer, and Schiereck,
2020). A home bias could exist due to greater familiarity with the legal system, the expectation
of judiciaries being biased towards protecting the interests of local citizens, or behavioral factors,
such as patriotism (Enke, 2020). In our context, these considerations imply that:

Hypothesis 4 (Home bias). Individuals are more willing to adopt Smart-Scan if their data is stored in

their home jurisdiction.

Furthermore, not only properties of the AI technology in question, but also individual at-
titudes and preferences of potential consumers play a key role in the decision to adopt it. We
consider three types of attitudes; (i) general concerns about privacy, (ii) attitudes towards the
risks and trust entailed in sharing data with others, and (iii) specific concerns about AI technol-
ogy. First of all, individuals who are generally more concerned about privacy are expected to be
less willing to use technologies that require users to share personal information:

Hypothesis 5 (Privacy concerns). Individuals with higher levels of privacy concern are less willing to

adopt Smart-Scan.

Attitudes that are generally important for economic decision-making (Falk et al., 2018), such
as risk-aversion and generalized trust, may also be relevant to the adoption of AI-based products.
Here, risk can be defined as the potential of incurring a loss while in pursuit of a desired outcome
from using a technology (Featherman and Pavlou, 2003). Given the significant uncertainty asso-
ciated with sharing personal data, more risk-averse individuals should be less inclined to expose
themselves to the possible consequences. It is difficult to anticipate who gains access to one’s per-
sonal data once it is shared, what it will be used for, and what harm it could cause (Pew Research
Center, 2019).

Hypothesis 6 (Risk aversion). More risk-averse individuals are less willing to adopt Smart-Scan.

Trust is a fundamental building block of relationships, not only among humans but also be-
tween humans and non-human entities (Dinev, McConnell, and Smith, 2015). Trust can be defined
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as “... the extent to which one feels secure and psychologically comfortable about depending on
the trustee” (Komiak and Benbasat, 2006). An individual who is generally more trusting should
be more willing to adopt technologies that entrust others with their personal data:

Hypothesis 7 (Trust). More trusting individuals are more willing to adopt Smart-Scan.

Finally, artificial intelligence may, just like other significant technological innovations (e.g.,
GMOs or mRNA vaccines), be met with serious skepticism by many. AI may be rejected not
only because of its feared consequences for one’s privacy, but also because of how it is expected
to affect society more broadly, for example, in terms of creating, changing, and displacing jobs
or by compromising the verifiability of information in the public sphere (Acemoglu, 2024). If
motivated by these general concerns, the decision not to adopt AI technology may be considered
expressive behavior (Hillman, 2010).

Hypothesis 8 (AI skepticism). Individuals who are generally concerned about the use of AI-based algo-

rithms are less willing to adopt Smart-Scan.

3 Survey experiment

3.1 Design

In our pre-registered randomized survey experiment, participants are told about a hypothetical
new AI-based app called Smart-Scan that would become available free of charge with the next
update of their email app. Its functionalities, privacy-related costs, and important aspects of its
operation are explained. Participants learn that Smart-Scan enhances email communication and
offers various features, such as personalized grammar and spell check, automated full-text trans-
lation, a high-quality dictionary, and thesaurus functions. However, it needs access to the user’s
email correspondence to learn about their writing style. Users only need to write a prompt for
Smart-Scan to quickly and conveniently formulate error-free, professional, yet authentic text in
any language (the complete experiment is documented in Appendix A).

Embedded in the survey instructions are experimental manipulations following a 2 (opt-in
vs. opt-out of usage) x 2 (more vs. less salient privacy costs) x 3 (jurisdiction in which user data
is stored) between-subject factorial design. Default varies whether Smart-Scan needs to be acti-
vated by the user by explicitly opting in, or whether it is automatically activated. In either case,
Smart-Scan can be deactivated anytime. Salience varies whether subjects are given more detailed
information on the privacy risk entailed in using Smart-Scan. Specifically, such risk is described as
deriving from sharing personal data as well as data of contacts with whom participants exchange
emails. Finally, regulatory regime varies the location of the servers on which the data is stored (EU,
US, or Hong Kong) and thus the level of de facto legal privacy protection. The EU and the US are
chosen because of their influential and yet very different data protection frameworks. The EU’s
GDPR offers a higher standard of data protection (Frankenreiter, 2022), whereas the US provides
legal protection only via state and local regulation. Therefore, the US regulatory framework pro-
vides law enforcement agencies with easier access to private data, and firms are less burdened with
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costly mandatory data protection measures. The EU and the US still represent cases from different
poles of the Western democratic spectrum of data regulation. Outside of Western democracies,
many regimes are characterized by political control over data that far exceeds that in the EU or the
US (Guriev and Treisman, 2022). Hong Kong is selected here as the third server location because
it is a jurisdiction that digital services providers may have realistically chosen, as it historically
enjoyed a high degree of political autonomy, allowing it to provide a relatively generous data pro-
tection regime. At the same time, Hong Kong’s government retains extensive powers to access
citizens’ and organizations’ data.5 Therefore, Hong Kong offers the weakest protection of data
privacy among the three server locations in our experiment.

After having presented the survey instructions, we ask participants a series of questions that
are identical across treatment conditions. One of these questions asks whether they would adopt
Smart-Scan, and the answer to this question (yes/no) serves as our main dependent variable. Fur-
ther questions concern participants’ attitudes, preferences, and demographic characteristics. First,
we use two survey items from the preference survey module developed and validated by Falk et al.
(2018, 2023) to elicit participants’ risk preferences and generalized trust. Second, we measure
their concerns regarding the use of algorithms in general based on two questions introduced by
Horowitz and Kahn (2021). Specifically, we ask how participants judge the relative importance
of data collection versus the protection of privacy in governments’ use of algorithms, as well as
how concerned participants are about bias in algorithms. Third, we elicit privacy concerns using
the questions from the well-established Internet Privacy Concerns (IPC) scale (Hong and Thong,
2013), which consists of six sub-scales, each calculated from three questions: Collection, Secondary
usage, Errors, Improper access, Control, and Awareness. Finally, participants are asked to provide
their age, gender, ethnic background, country of residence, and level of education.

3.2 Implementation

The survey experiment was run in April 2024. It was programmed in Qualtrics and participants
were recruited via Prolific.6 To ensure the participation of experienced Prolific users, we required
that participants had previously completed at least ten tasks on the platform. Participants were
paid a flat fee of £1.5 (approximately $1.9). On average, they earned a wage equivalent to £9.5
per hour (plus a possible bonus payment), which exceeds the hourly wage of £9 recommended by
Prolific for high-quality data.

To test whether respondents carefully read the basic instructions, participants were only al-
lowed to continue with the study after passing a comprehension check, which was shown just
before the instruction screens including the treatments. Out of a list of four statements, partic-
ipants had to select those that were consistent with the instructions. If their answers were not

5Since Hong Kong has introduced a new national security law, law enforcement agencies can search electronic
devices and online speech without a warrant. National security authorities can compel the deletion of data. Public
authorities can legally access corporate information without the firms’ knowledge (see Wright, 2023, for an assessment
of data protection in Hong Kong).

6Subjects recruited via Prolific have been repeatedly shown to provide better quality data than, e.g., MTurk work-
ers (Albert and Smilek, 2023; Douglas, Ewell, and Brauer, 2023; Peer et al., 2017, 2021).
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correct, participants had to re-read the instructions and answer the comprehension check again
until they passed.7 Finally, to ensure that participants answered the questions carefully, we in-
cluded three attention checks. In line with Prolific’s regulations, the 16 participants who failed
more than one attention check were excluded from the survey, and all other participants were
paid.

4 Empirical analysis

This section contains the empirical analysis. Section 4.1 explains the key variables, while the main
results are presented in Section 4.2. Finally, Section 4.3 reports robustness tests and additional
results.

4.1 Variables

Our treatment indicators are based on the version of the instructions survey participants were
randomly exposed to. The treatment indicator for Default indicates whether respondents were
asked to opt-in (1) or opt-out (0) of using Smart-Scan. Salience is represented by a binary indicator
that takes the value 1 if additional information was provided on the potential privacy costs of
using Smart-Scan, and 0 otherwise. The Regulatory regime is captured by two binary variables
indicating whether the personal data collected by Smart-Scan is stored on servers in the United
States or the European Union, with Hong Kong being the reference category. Building on this
information, we create an additional indicator to capture heterogeneous treatment effects. This
binary indicator takes the value 1 either if the participant lives in the US and the data is stored
on servers in the US or if the participant lives in continental Europe (including Switzerland) and
the data is stored on servers in the EU. We call this indicator Home bias, as it captures whether
European and US residents have a systematically different evaluation than others of the desirability
of data storage in their home jurisdiction.

To determine the latent factors underlying respondents’ answers to the 18 questions that make
up Hong and Thong’s (2013) IPC scale, we conduct an exploratory factor analysis, as detailed in
Appendix B. The resulting scree plot in Figure B.1 identifies only three factors, rather than six as in
the IPC scale. The first factor represents concerns regarding the protection of personal data, and
subsumes four IPC-sub-scales (Collection, Improper access, Control, and Awareness). The second
factor corresponds to the sub-scale Secondary usage and describes respondents’ trust in the good
privacy practices of organizations entrusted with personal data. The third factor corresponds to
the sub-scale Errors, which reflects an expectation that organizations should invest in the quality
of the personal data in their databases. We expect that the privacy concerns captured in factor
1 discourage the adoption of Smart-Scan, whereas the trust in organizations holding personal
data and the concern about the quality of that data expressed in factors 2 and 3 seem to favor

769% of participants passed at the first attempt, 92% cumulatively by the second, 97% by the third, and 99% had
passed by the fourth attempt.
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the adoption of an AI-based app. In the empirical analysis, we use all three factors to represent
privacy attitudes, although only the first factor is suitable for testing Hypothesis 5.

Table 1: Descriptive statistics
Full sample Europe US Non-users Users

Mean SD Min Max Mean Mean Mean Mean
Would you use the app? 0.35 0.48 0 1 0.35 0.34 0.00 1.00
Opt-in needed (treat) 0.50 0.50 0 1 0.49 0.50 0.50 0.48
Privacy risk salient (treat) 0.50 0.50 0 1 0.49 0.51 0.52 0.48
US server location (treat) 0.33 0.47 0 1 0.34 0.32 0.32 0.34
EU server location (treat) 0.32 0.47 0 1 0.32 0.33 0.30 0.37
Home bias 0.32 0.47 0 1 0.32 0.32 0.29 0.38
IPC: Collection 5.73 1.07 1 7 5.69 5.76 5.96 5.29
IPC: Secondary usage 2.67 1.66 1 7 2.54 2.79 2.41 3.14
IPC: Control 4.84 1.35 1 7 4.51 5.15 4.70 5.10
IPC: Errors 6.47 0.81 1 7 6.46 6.48 6.61 6.22
IPC: Improper access 5.80 0.92 2.3 7 5.71 5.88 5.93 5.55
IPC: Awareness 6.25 0.80 2.7 7 6.17 6.32 6.38 6.00
Willingness to take risks 4.81 2.39 0 10 5.04 4.60 4.47 5.47
Generalized trust level 4.91 2.49 0 10 4.85 4.96 4.68 5.32
Gov use of AI 3.87 1.02 1 5 3.81 3.93 4.08 3.48
Concern about AI 3.23 1.03 1 5 3.19 3.27 3.41 2.89
Gender: Female 0.40 0.49 0 1 0.36 0.45 0.42 0.38
Gender: Other or n/a 0.03 0.17 0 1 0.03 0.03 0.04 0.01
25-34 years old 0.39 0.49 0 1 0.47 0.31 0.39 0.38
35-44 years old 0.22 0.41 0 1 0.18 0.25 0.23 0.19
45-54 years old 0.12 0.32 0 1 0.06 0.18 0.12 0.11
55-64 years old 0.06 0.25 0 1 0.02 0.11 0.07 0.05
65+ years old 0.04 0.20 0 1 0.01 0.07 0.04 0.03
US sample 0.51 0.50 0 1 0.00 1.00 0.52 0.51

Number of observations in. . . Full sample: N = 1,734, Europe: N = 844, US: N = 890, Non-users: N = 1,129, Users: N = 605. The table
shows mean values of the six IPC dimensions instead of the factor scores (which by construction have a mean of 0 and a standard deviation of 1
and are thus not suitable for comparison between our sample and other subjects).

4.2 Results

Our analysis relies on data from those 1,734 participants who passed all attention checks.8 Table 1
shows the descriptive statistics for this sample. About 35% of participants, both in the US and
Europe, indicate that they would use Smart-Scan. The distribution of treatments is consistent
with a random assignment of conditions with equal probabilities. 51% of the participants are US
residents and the other 49% come from seven continental European countries.9 32% of participants
have the possibility to exhibit a home bias, because they are US (European) residents and they are
informed that the servers would be located in the US (the EU). 40% of participants are female
(45% in the US) and 56% of participants are between 18 and 34 years old. This age distribution
is typical for online experiments and still closer to the age distribution in the general population
than that of typical university labs’ subject pools.

8In total, we collected 2,068 participants’ responses in the experiment (1,035 from the US and 1,033 from Europe).
9Germany (32%), France (5%), Netherlands (5%), Austria (3%), Switzerland (2%), Belgium (1%), and Luxembourg

(0.1%).
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Figure 1 presents first descriptive evidence for treatment effects. In line with our predic-
tions, participants who have to opt-in to use the app (Hypothesis 1) or who are provided with
more information about its privacy risks (Hypothesis 2) are less willing to adopt the app. Also
the regulatory regime regarding data privacy (Hypothesis 3) shows the expected association with
technology adoption: A server location in the US or the EU, respectively, is associated with a 7 or
11 percentage points higher willingness to adopt than if the server was in Hong Kong.

Figure 1: Share of participants willing to adopt the app by treatment conditions
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In a next step, we use regression analysis to formally test our hypotheses. Table 2 shows our
main results. The average marginal effects are calculated based on Probit estimates with robust
standard errors in parentheses. The binary dependent variable indicates whether a participant is
willing to use Smart-Scan. The model underlying Column 1 includes the four experimental treat-
ments and a dummy variable for whether a participant is a US resident. In Column 2, we account
for a possible home bias by allowing the server-location treatment effect to vary depending on
whether it coincides with the participant’s home jurisdiction (which we assume is the EU for con-
tinental Europeans). In Column 3, we add controls for participants’ age and gender. Column 4
includes the three factor variables introduced above (f1, f2, and f3), as well as the other attitudes
and preferences expected to be relevant for participants’ willingness to use the app.

Consistent with the descriptive results depicted in Figure 1, we find negative estimates for
the opt-in treatment (Hypothesis 1) and the salient privacy cost treatment (Hypothesis 2), but
neither effect is statistically significant. We do find support for Hypothesis 3, as a server location
in Hong Kong is associated with a reduced willingness to use the app. However, the difference
between servers in Hong Kong and the US is no longer statistically significant once we account
for a potential home bias. The probability that a participant wants to use Smart-Scan is 8 to 11
percentage points higher if the data is stored in the EU rather than in Hong Kong. The home bias
effect itself is statistically significant at the 5% or 10% level, depending on the model specification,
and indicates that a server being located in one’s home jurisdiction increases the willingness to
use the app by 4 to 6 percentage points. This effect is estimated under the assumption that there
is one homogeneous home bias.

In a more detailed analysis, we allow the home biases of US residents and Europeans to differ.
The results, based on a sample split between European and US residents, are visualized in the
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Table 2: Willingness to use the app
(1) (2) (3) (4)

Opt-in needed (treat) -0.018 -0.018 -0.019 -0.023
(0.023) (0.023) (0.022) (0.020)

Privacy risk salient (treat) -0.033 -0.035 -0.031 -0.032
(0.023) (0.023) (0.022) (0.020)

US server location (treat) 0.073** 0.041 0.039 0.034
(0.028) (0.031) (0.031) (0.028)

EU server location (treat) 0.113*** 0.082** 0.083** 0.084**
(0.028) (0.031) (0.030) (0.028)

Home bias 0.063* 0.063* 0.041(+)

(0.028) (0.027) (0.024)
Data protection (f1) -0.089***

(0.011)
Personal information correct (f2) 0.057***

(0.011)
Trust secondary usage (f3) 0.078***

(0.013)
Willingness to take risks 0.027***

(0.004)
Generalized trust level 0.012**

(0.004)
Gov use of AI -0.050***

(0.010)
Concern about AI -0.062***

(0.010)
Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
Nagelkerke R-sq. 0.016 0.020 0.055 0.300

Notes: Average marginal effects based on Probit models with robust SE in parentheses. Binary dependent variable: Would you use the app?
(yes/no). (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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right panel of Figure 2.10 While we find no home bias of European participants, as European and
US participants agree on how to rate EU servers relative to Hong Kong servers, US residents do
exhibit a home bias in the sense that Europeans do not share Americans’ preference for US servers
over Hong Kong servers. Hence, our results partially support Hypothesis 4 (i.e., for participants
from the US, but not for European residents).

Figure 2: Willingness to use the app
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Opt-in needed (treat)
Privacy risk salient (treat)
US server location (treat)
EU server location (treat)

Home bias

Gender: Female
Gender: Other or n/a

25-34 years old
35-44 years old
45-54 years old
55-64 years old

65+ years old

Data protection (f1)
Personal information correct (f2)

Trust secondary usage (f3)
Willingness to take risks

Generalized trust level
Gov use of AI

Concern about AI

Treatments

Demographic

Attitudes

-.4 -.2 0 .2 -.4 -.2 0 .2

full sample subsamples

US Europe

Notes: Plots display coefficient estimates with corresponding 95%-confidence intervals. Left panel: results are based on the full sample and
correspond to those shown in Column 4 of Table 2. The US sample dummy identifies differences between European and US participants after
accounting for treatments and participant characteristics. Right panel: results are produced separately for the subsamples of US and European
participants. They correspond to the regressions shown in Columns 2 and 3 of Table D.7. (+) : p< 0.10, ∗ : p< 0.05, ∗∗ : p< 0.01, ∗∗∗ : p< 0.001.

Column 4 of Table 2 shows that participants’ attitudes and preferences are powerful predic-
tors of their propensity to use Smart-Scan, as theoretically expected (see also the left panel of
Figure 2). The three factors derived from the IPC scale indicate that participants who prefer
strong data protection, who do not trust websites regarding the secondary use of data, or who do
not prefer websites to maintain correct personal data are less willing to use the app. Subjects who
want governments to prioritize privacy concerns over generating more information when using
algorithms are also less likely to use Smart-Scan. These results are consistent with Hypothesis 5.
Participants’ willingness to use the app is also affected by general economic attitudes. A higher

10The corresponding regression results are shown in Columns 2 and 3 of Table D.7 in the Online Appendix. The
interaction model in Columns 4 tests whether effects differ between the two subsamples.
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willingness to take risks (Hypothesis 6) and a higher level of trust (Hypothesis 7) are both pos-
itively related to the adoption of Smart-Scan. Finally, participants who are generally concerned
about AI are less interested in using Smart-Scan (Hypothesis 8). Table 3 summarizes our results
for all eight Hypotheses.

Table 3: Summary of hypothesis tests
Hypothesis Willingness to adopt Smart-Scan is higher, when . . . Finding
H1 (Default) it is activated by default ✕

H2 (Salience) more information about data privacy risks is provided ✕

H3 (Regulatory regime) data is better protected by law ✓

H4 (Home bias) data is stored in individuals’ home jurisdiction ✓

H5 (Privacy concerns) individuals are less concerned about data privacy ✓

H6 (Risk aversion) individuals exhibit low risk aversion ✓

H7 (Trust) individuals exhibit high trust ✓

H8 (AI skepticism) individuals are less concerned about AI-based algorithms ✓

Notes: For each hypothesis (row), the last column indicates whether the hypothesis is empirically supported (“✓”) or not supported (“✕”).

4.3 Robustness tests and extensions

In this section, we report our findings from various robustness tests and extended analyses (see
Appendix D for details).

In a first robustness test, we repeat the main regression analysis in Table 2 using two alter-
native dependent variables measuring (i) how convinced participants are of Smart-Scan (5-point
Likert scale) and (ii) how many other participants they expect to adopt it (five intervals: <20%,
20%–39%, . . . ). The latter question is incentivized, as five randomly selected participants who
chose the correct interval received a bonus payment of £40 (about US$50). As can be seen from
Tables D.1 and D.2, the results are very similar to the main analysis. The only difference is that
participants expect others to have a strong preference for servers being located in the US or the
EU. Respondents have no significant preference for an EU server location over servers located in
the US, and they exhibit no home bias regarding others’ expected willingness to use Smart-Scan.
This difference in results may be due to the fact that we have not informed participants where the
other participants (whose decision they are asked to anticipate) are from. The fact that the results
from the incentivized question are otherwise comparable to our non-incentivized questions lends
additional support to our research design.

In a second set of robustness tests, we estimate linear probability models (OLS) instead of pro-
bit models for our main model specification as well as the two models using alternative dependent
variables. We find virtually identical results (see Tables D.3 to D.5).

As a third robustness test, we repeat the main regression analysis as in Column (4) of Table 2,
while varying how well participants had to have performed in the comprehension check for them
to be included in the regression sample. Recall that participants were not excluded for failing
the comprehension check even repeatedly, but they had to re-read the instructions and answer
the same comprehension check question again until they passed it. As shown in Column 4 of
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Table D.6, there are two differences compared to our findings in the main analysis: First, the
salience of the privacy costs of using Smart-Scan now reduces participants’ willingness to use the
app. Second, participants now also prefer US server location over data storage in Hong Kong. All
other results remain qualitatively unchanged.

As an extension, we investigate whether the results presented in Table 2 differ between partic-
ipants from Europe and the US. The results are shown in Column 5 of Table D.7. Apart from the
difference in home bias already discussed in Section 4.2, we find only two other differences. US
participants who are concerned about the quality of personal information stored by businesses
are more likely to use Smart-Scan than other participants from the US, but the same does not
apply to Europeans. Moreover, the negative effect of concerns about AI on the willingness to use
Smart-Scan is twice as pronounced among participants from Europe as compared to those from
the US.

Finally, we have implemented a second salience treatment in which randomly selected par-
ticipants receive (together with their randomly assigned server location) additional information
about what characterizes data protection in the respective jurisdiction.11 For EU servers, high
data protection standards are emphasized by the information treatment, for servers in the US
and Hong Kong, it is pointed out that data can under certain circumstances be accessed by third
parties in the interest of public safety. The results of this extension are shown in Table D.8. The
regressions include a binary variable for whether the participant was treated, and this dummy
variable is also interacted with the variables for US and EU sever location. As can be seen, the
coefficients for location salience and the two interaction terms between location salience and lo-
cation are not significantly different from zero, indicating that participants do not react to the
additional information (irrespective of the server location and the dependent variable). This may
indicate that they were already well aware of the levels of data protection in the three jurisdic-
tions. That would be in line with our interpretation of the location treatments as reflecting to a
large extent differences in perceived data protection, as opposed to any other relevant differences
between storing data in these jurisdictions.

5 Discussion

The results of our experiment have several implications and can inform both policymakers and
companies in the area of (international) data privacy regulation.

First, default settings and salience were not significant factors in our experiment. This is in
line with some previous findings in the literature on data privacy risks. For example, Hermstrüwer
and Dickert (2017) found no effect of the default design in the context of the right to be forgot-
ten, specifically regarding deletion requests for personal data. Moreover, Buckman, Bockstedt,
and Hashim (2019) found that privacy valuation is not significantly affected by a more salient
explanation of privacy risks. The difficulty of communicating privacy risks when AI is concerned
makes manipulation of salience a less effective strategy. However, we cannot rule out that our

11This treatment has been pre-registered, but it is omitted from the main models for the sake of conciseness.
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experimental manipulations were too subtle. Hence, it would be premature to conclude that de-
faults and salience do not matter for consumer choices in our context. Of course, they do matter
from a regulatory compliance perspective. For example, existing regulation in Europe already
has requirements regarding privacy by design and by default (e.g., Art. 25 GDPR). More recent
European legislation continues this trend, for instance with the Data Act pursuing a strategy of
’accessibility (of data) by design.’ The European AI Act also stipulates that individuals affected by
the decision of certain high risk AI systems have a right to ’clear and meaningful explanations of
the role of the AI system in the decision-making procedure and the main elements of the decision
taken’ (Art. 86). Therefore, the EU-US Data Privacy Framework, which regulates data exchanges
across the Atlantic, effectively requires US providers of commercial AI-based services who wish
to maintain their customer base in the EU to prioritize transparency.

Second, from a managerial perspective, server location matters. While participants in general
see no difference between locations in the US and Hong Kong, they prefer server locations in the
EU over the other two countries. This seems to indicate that the stronger data protection afforded
by the GDPR and related legislation assuages concerns about sharing data with a data-intensive
application like Smart-Scan. Therefore, there may be good reasons for locating servers in the
EU, and maintaining data centers there might be a profitable enterprise in spite of higher costs.
Alternatively, organizations that decide to keep their servers in their home location may have to
implement data protection solutions that are similar to those required by GDPR if they want to
convince privacy-concerned customers to adopt their AI-based products. Company strategies like
that of Microsoft to announce12 that they would increase the data protection requirements to all
customers worldwide may indeed make economic sense (Voss and Houser, 2019). They call this
business strategy one of “advantage,” reducing regulatory compliance costs by having a harmonized
strategy for all customers, based on the expectation that other countries would eventually follow
suit to the standards of the GDPR anyway. Indeed, Davis and Marotta-Wurgler (2024) provide
empirical support for such a regulatory spillover from the EU to the US. As another strategy,
namely “transformation,” US companies can leverage their compliance with the GDPR to change
and improve their corporate culture and reputation, leading to greater trust among consumers—
something that has recently been eroded by incidents such as the Cambridge Analytica scandal
(Brown, 2020).

Third, our study shows the impact of personal characteristics on adoption decisions. Smart or
AI-enhanced products have some inherent data privacy risks, and consumers’ willingness to adopt
such products depends, among other factors, on privacy concerns, risk preferences, trust, and
general attitudes towards AI algorithms. We find that such factors indeed play an important role
in the adoption decision. This suggests that superior functionality of a new product alone may not
be enough to penetrate a market, if consumers can choose between novel and incumbent products.
For example, in the context of autonomous vehicles (AVs), there is robust survey evidence that data
privacy, the fear of data misuse, and trust in the product are important factors for consumers’

12https://blogs.microsoft.com/on-the-issues/2018/05/21/microsofts-commitment-to-gdp
r-privacy-and-putting-customers-in-control-of-their-own-data/
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willingness to pay for such products (Kyriakidis, Happee, and de Winter, 2015; Shabanpour et al.,
2018; Cunningham et al., 2019).13 Importantly, the willingness to adopt a new AI technology is
affected by individual attitudes, which cannot easily be changed through policy. This might make
it even more important to create clear and transparent data governance structures, clarifying user
rights and provider responsibilities to users, since these factors appear to be crucial for adoption. It
remains to be seen if EU legislation on data protection around AI will successfully counter citizens’
concerns about AI products without stifling companies’ innovativeness and competitiveness.

6 Limitations and directions for future work

This study investigates the willingness to adopt AI-based products by introducing survey partici-
pants to a hypothetical enhancement of their preferred email-app. Such vignette studies are com-
monly used for testing theories of technology adoption, but they cannot measure actual adoption.
Future research may attempt to measure actual adoption by implementing a field experiment,
perhaps in collaboration with a provider of an AI-enhanced product or service.

Furthermore, it is possible that the findings of this study generalize to any kind of data-
intensive technology, not necessarily AI-based. However, the focus of this work is specifically
on AI-enhanced products. The motivation for this choice is twofold. First, AI products consti-
tute one of the most rapidly evolving types of technology, with high potential for – yet limited
evidence of – widespread adoption. Secondly, privacy-functionality trade-offs are particularly in-
teresting in the context of AI products. Fair information management, which can be beneficial
for both consumers and companies (Lee, Ahn, and Bang, 2011), and privacy-enhancing technolo-
gies (Acquisti, Taylor, and Wagman, 2016) can partially resolve the trade-off between privacy and
functionality when it comes to most technological products. For instance, if one wants to use
social media but is concerned about platforms exploiting one’s data, one can choose a decentral-
ized privacy-preserving competitor; if one wants to search, browse, and shop online but does not
want one’s search, browse, or purchase history to feed targeted advertising, privacy-preserving
search engines and browsers may offer a solution. For many transactions involving information
technology, there are solutions for the privacy-concerned customer to enjoy the technology’s ben-
efits without giving up too much of their privacy. In contrast, resolving the convenience-privacy
trade-off becomes more difficult when it comes to AI, as typical AI commercial applications can
only function if they are fed vast amounts of data. To understand how individuals deal with this
trade-off, it is crucial to identify the factors that determine user acceptance. Existing work has
analyzed the impact of privacy concerns on adoption of other types of data-intensive technology,
such as product or service personalization (Chellappa and Sin, 2005), but more work is needed in
order to extend the present results to all new and emerging technologies.

Finally, we acknowledge the possibility that our experimental manipulation of the server lo-
cation may effectively constitute a manipulation of more than just the data protection regime.

13Dawid and Muehlheusser (2022), Dawid et al. (2024), and Feess and Muehlheusser (2024) use game-theoretic
models to study how the safety of a novel smart product (AV) and the regulatory framework affect consumers’ adop-
tion decisions, and hence the market penetration of such products.

16



Indeed, from a managerial perspective, data protection regulation is only one of many factors
that an organization must take into account when deciding where to locate their servers. Con-
siderations of climate, purely economic costs, workforce availability, etc. play a considerable role.
However, from a user perspective, which is the one taken here, the regulatory regime is arguably
one of the most (if not the only) relevant factor affecting the willingness to adopt a free AI-based
app: accessibility or other information safety concerns may vary with the specific provider but,
keeping the provider constant, those concerns also stay constant. Future work might explore the
effect of trust/loyalty towards specific providers on the adoption of AI-based and similar products.

7 Conclusion

AI has tremendous potential to increase the quality of products and services, making users more
satisfied, more productive, and more efficient. However, AI also presents new privacy risks due
to the amount of data—both personal and organizational—it requires to deliver such benefits. In
this paper, we present the results of a randomized survey experiment, with participants from the
US and Europe, investigating whether privacy-relevant factors affect the willingness to adopt an
AI-enhanced email app.

Interestingly, we find that while default settings (opt-in vs. opt-out) and salience (explicit,
transparent information on the type of data shared with the system) do not show significant ef-
fects, the regulatory framework governing data protection is an important factor in adoption
decisions. When it comes to the server location, strict data protection regulation, such as the
European GDPR positively affects participants’ willingness to adopt the technology compared to
less stringent regulatory frameworks such as those in force in the US or Hong Kong.

Our findings suggest that high data protection constitutes a potential strategic advantage for
organizations, which may therefore decide to locate their servers in the EU. From a policy per-
spective, they also indicate that strict regulation in the EU may have de facto spillovers into other
regions, with non EU-based organizations adopting tighter standards of protection for their cus-
tomers worldwide.
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Online Appendix

A Instructions

In this Appendix, we provide the instructions of our online experiment. Headings (in bold) start-

ing with “Screen” separate the screens, but these headings are not shown to participants. We also

include several clarifying comments (also not shown to participants), which begin with “Note:”

and are set in italics.

Screen 1 (Welcome)

Welcome to our study! This page contains important information.

Purpose: Your answers will be used by researchers at [OMITTED] for research purposes only and

you will remain completely anonymous.

Topics: Our questions concern your interest in using smart products as well as some socio-demographic

characteristics.

Time and payment: This survey takes about 10 minutes of your time. You will get a fixed payment

of £1.5 (about $1.9) for completing the survey and some questions allow you to earn bonus pay-

ments, which will be paid out after our data collection is completed. We intersperse some simple

questions to test if you are paying attention. Note that your payment and bonus payment depend

on correctly answering these questions. Details concerning the bonus are provided in the survey.

Your payment is processed by Prolific.

For questions, concerns, or complaints about the study you may contact [OMITTED].

By continuing, you agree to take part in our study and that your anonymized data will be used by

researchers at [OMITTED] for research purposes only.

Additional information: You can leave the study at any time. In this case, you will not get paid

and your data is erased.

Do you agree to the above terms?
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- Yes, I agree.

- No, I do not agree.

Based on the above description, does your payment depend on answering the attention checks

correctly? (Note: Attention check 1)

- Yes

- No

What is your Prolific ID? – Please note that this response should auto-fill with the correct ID. Enter your

ID if this is not the case. The ID is only used to authorize your payment.
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Screen 2 (App description)

Consider that a new software add-on called Smart-Scan becomes available.

It works for all common email apps and on all devices on which you use email (e.g., computer,

tablet, and mobile phone).

What are the benefits of Smart-Scan?

Smart-Scan offers a variety of novel features, such as personalized grammar and spell check, au-

tomatic full-text translation, a high-quality dictionary, and thesaurus functions. Smart-Scan is

based on an AI algorithm that improves the quality of your writing. It is able to quickly and

conveniently formulate error-free, professional, yet authentic texts.

Smart-Scan will continuously improve its understanding of good writing, and it will learn from

your e-mail correspondence about your personal writing style.

Moreover, Smart-Scan supports many common languages and hence can also assist you with any

correspondence you might have in a foreign language (e.g., during a stay abroad).

How much does it cost?

In contrast to pricey commercial products with comparable functions, Smart-Scan is free of charge.
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Screen 3 (App description)

How does Smart-Scan work?

Smart-Scan is based on a powerful AI algorithm that has been trained with a large number of

anonymized documents (e.g., incoming and outgoing emails, attachments, and other documents)

written by millions of users around the globe. This allows Smart-Scan to formulate natural text,

detect and correct common spelling errors, as well as grammar and translation issues.

For example, suppose you want to write an email message to your landlord asking for a personal

meeting to discuss an issue concerning your lease.

1. You input some text as a prompt. 2. Then, Smart-Scan will propose a message draft which you

can modify as you please. 3. Before sending the message, Smart-Scan will check its spelling and

give stylistic recommendations.

Prompt:

write a letter to my landlord to schedule a personal meeting

Output:

Dear [Landlord],

I hope this email finds you well. I am writing to request a personal meeting with you to discuss

an issue concerning my lease. I would like to schedule a meeting at your earliest convenience,

either in person or via phone/video call. Please let me know a few dates and times that work

for you, and I will do my best to accommodate your schedule.

I appreciate your consideration and look forward to discussing this matter with you.

Sincerely,

[Your Name]
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Screen 4 (comprehension)

Which of the following characteristics describe Smart-Scan? (Choose all answers that are correct.)

(Note: Comprehension check. If a subject gave an incorrect answer, they were transferred back to Screen 2.

The order of the answers was randomized in each round.)

- Smart-Scan costs the same as a cup of coffee per year. (Note: false)

- Smart-Scan does not access any of your data. (Note: false)

- Smart-Scan is free of charge. (Note: correct)

- Smart-Scan will improve by analyzing your e-mail correspondence. (Note: correct)
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Screen 5 (Treatments)

(Note: Screens 5 and 6 include information treatments, as indicated below. These were randomly chosen,

i.e., with a probability of 33% or 50%, depending on the number of variants.)

How can I get Smart-Scan?

Smart-Scan is available with the next update of your email app.

You need to activate it before you can use it. (Note: Only shown in opt-in treatment.) It is automati-

cally activated and ready to use. (Note: Only shown in opt-out treatment.)

You can deactivate it at any time.

However, once shared with Smart-Scan, your shared data cannot be retracted.
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Screen 6 (Treatments)

Which data is shared?

In order to function properly, Smart-Scan requires access to your email correspondence. It will

process both your data and the data of the people you correspond with.

This includes their names, (email) addresses, personal information, and the content of documents

you exchange with each other. (Note: Only shown in salient treatment.)

Where is my data stored?

Your data will be stored on servers located in . . . [1] US-location-treatment: “the United States”

(US) ; [2] EU-location-treatment: “the European Union” (EU) ; [3] HK-location-treatment: “Hong

Kong”. It is protected in compliance with current data protection legislation.

(Note: The following “location-salience” treatment is added with 50% probability and matches the location

allocated in the location treatment.)

Public safety is high on the agenda of US lawmakers and servers can be accessed by third parties

in certain circumstances. (Note: Only shown in location-salient treatment and if location treatment is

US.)

Data protection is high on the agenda of EU lawmakers and servers can be accessed by third parties

only in exceptional circumstances. (Note: Only shown in location-salient treatment and if location

treatment is EU.)

Public safety is high on the agenda of Hong Kong lawmakers and servers can be accessed by third

parties in certain circumstances. (Note: Only shown in location-salient treatment and if location treat-

ment is HK.)
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Screen 7 (Decisions / evaluations)

In light of its costs and benefits, how convincing do you find Smart-Scan?

- Not at all convincing

- Somewhat convincing

- Convincing

- Very convincing

- Extremely convincing

Given what you know about Smart-Scan, would you . . . opt-in treament: “activate it?” ; opt-out

treatment: “keep it activated?”

- Yes

- No
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Screen 8 (Decisions / evaluations)

Why do you not want to use Smart-Scan? Choose all options that apply. (Note: Shown only to

subjects who answered the previous question with “No”.)

- I already have a comparable program

- I have no need for such a program

- I have privacy concerns

What do you think: How many other survey participants would . . . opt-in treament: “activate

Smart-Scan?” ; opt-out treatment: “keep Smart-Scan activated?”

Five randomly selected participants who chose the correct interval will receive a bonus payment

of £40 (about $50).

- Less than 20%

- 20% to 39%

- 40% to 59%

- 60% to 79%

- 80% or more
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Screen 9 (Decisions / evaluations)

Suppose that Smart-Scan is not yet available, but there is a crowdfunding campaign to finance

its development. How much would you be willing to contribute (in $)?

How much do you think other participants of our survey would contribute (in $)?
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Screen 10 (Economic attitudes)

(Note: The next two questions are from the Global Preference Survey (GPS) by Falk et al. 2018; 2023.)

How do you see yourself: Are you a person who is generally willing to take risks, or do you try to

avoid taking risks?

Please use a scale from 0 to 10, where a 0 means you are “completely unwilling to take risks” and

a 10 means you are “very willing to take risks”. You can also use the values in-between to indicate

where you fall on the scale.

How well does the following statement describe you as a person? As long as I am not convinced

otherwise, I assume that people have only the best intentions.

Please use a scale from 0 to 10, where 0 means “does not describe me at all” and a 10 means

“describes me perfectly”. You can also use the values in-between to indicate where you fall on the

scale.

How well does the following statement describe you as a person? I am someone who pays atten-

tion to this survey. (Note: Attention check 2)

Please use a scale from 0 to 10, where 5 means “I am paying attention to this survey” and any other

value means “I have not read this text”. Please select 5 for us to be able to pay you.
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Screen 11 (AI attitudes)

(Note: The next two questions are from Horowitz and Kahn 2021.)

Artificial Intelligence Concerns

In the following section you will be given statements about the use of algorithms. Please answer

the questions about your possible concerns.

In thinking about adopting the use of algorithms, how should governments balance the potential

to gain useful information that could improve public safety with the potential to violate people’s

individual privacy?

- Strongly support gaining information over the risk to privacy

- Somewhat support gaining information over the risk to privacy

- Equally important

- Somewhat support protecting privacy over gaining information

- Strongly support protecting privacy over gaining information

How concerned are you about the potential for bias in algorithms?

- Not at all concerned

- Slightly concerned

- Moderately concerned

- Very concerned

- Extremely concerned
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Screen 12 (Privacy attitudes)

(Note: Of the following 19 questions, 18 are from the Internet Privacy Concerns (IPC) scale by Hong and

Thong 2013, and one is an attention check. The order of question blocks and questions within blocks is

randomized.)

Internet Privacy Concerns

In the following section, you will be given several statements about online privacy. Please select

to what extent you agree or disagree with each statement.

Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

When websites ask me for personal information, □ □ □ □ □ □ □

I sometimes think twice before providing it.

I am concerned that websites are collecting □ □ □ □ □ □ □

too much personal information about me.

It usually bothers me when websites ask me □ □ □ □ □ □ □

for personal information.

Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

When people give personal information to a website for some reason, □ □ □ □ □ □ □

the website would never use the information for any other purpose.

Websites would never share personal information with other companies unless □ □ □ □ □ □ □

it has been authorized by the individuals who provided the information.

Websites would never sell the personal information □ □ □ □ □ □ □

in their computer databases to other companies.

Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

Websites should take more steps to make sure that the □ □ □ □ □ □ □

personal information in their files is accurate.

This is an attention check. Select disagree to pass. □ □ □ □ □ □ □

(Note: Attention check 3)

Websites should have better procedures to correct □ □ □ □ □ □ □

errors in personal information.

Websites should devote more time and effort to verifying □ □ □ □ □ □ □

the accuracy of the personal information in their databases.
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Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

Websites should take more steps to make sure that unauthorized □ □ □ □ □ □ □

people cannot access personal information in their computers.

Websites should devote more time and effort to preventing □ □ □ □ □ □ □

unauthorized access to personal information

Website databases that contain personal information □ □ □ □ □ □ □

should be protected from unauthorized access.

Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

I believe that online privacy is invaded when control is lost or □ □ □ □ □ □ □

unwillingly reduced as a result of a marketing transaction with websites.

Consumer control of personal information lies □ □ □ □ □ □ □

at the heart of consumer privacy.

Consumer online privacy is really a matter of consumers’ right

to exercise control and autonomy over decisions about how □ □ □ □ □ □ □

their information is collected, used, and shared by websites.

Strongly Disagree Somewhat Neither agree Somewhat Agree Strongly

disagree disagree nor disagree agree agree

Websites seeking personal information online should disclose the □ □ □ □ □ □ □

way the data are collected, processed, and used.

A good consumer online privacy policy should have a clear □ □ □ □ □ □ □

and conspicuous disclosure.

It is very important to me that I am aware and knowledgeable □ □ □ □ □ □ □

about how my personal information will be used by websites.
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Screen 13 (Socio-demographic questionnaire)

How old are you?

- Under 18

- 18-24 years old

- 25-34 years old

- 35-44 years old

- 45-54 years old

- 55-64 years old

- 65+ years old

What is your gender?

- Female

- Male

- Non-binary / third gender

- Prefer not to say

Choose one or more races to indicate what you consider yourself to be.

- Asian

- Black

- Hispanic or Latino

- White / Caucasian

- Other

- Prefer not to say

In which country were you born?

(Note: Country list provided.)

In which country do you currently reside?

(Note: Country list provided.)
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What is the highest level of education that you have completed?

- Some primary education

- Completed primary

- Some secondary education

- Completed secondary

- Vocational or similar

- Some university but no degree

- University bachelors degree

- Graduate or professional degree (MA, MS, MBA, PhD, JD, MD, DDS etc.)

- Prefer not to say
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B Factor analysis

Figure B.1: Scree plot of eigenvalues after factor analysis
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Table B.1: Rotated factor loadings (loadings smaller than 0.3 omitted)
Factor1 Factor2 Factor3 Uniqueness

IPC: Collection, Q1 0.571 . . 0.673
IPC: Collection, Q2 0.578 . . 0.663
IPC: Collection, Q3 0.578 . . 0.663
IPC: Secondary usage, Q1 . . 0.769 0.363
IPC: Secondary usage, Q2 . . 0.820 0.309
IPC: Secondary usage, Q3 . . 0.779 0.384
IPC: Errors, Q1 . 0.882 . 0.213
IPC: Errors, Q2 . 0.804 . 0.342
IPC: Errors, Q3 . 0.868 . 0.238
IPC: Improper access, Q1 0.677 . . 0.495
IPC: Improper access, Q2 0.722 . . 0.441
IPC: Improper access, Q3 0.697 . . 0.461
IPC: Control, Q1 0.578 . . 0.660
IPC: Control, Q2 0.575 . . 0.667
IPC: Control, Q3 0.617 . . 0.613
IPC: Awareness, Q1 0.648 . . 0.548
IPC: Awareness, Q2 0.617 . . 0.594
IPC: Awareness, Q3 0.714 . . 0.470
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C Full descriptive statistics

In addition to the variables reported in Table 1 in main text, Table C.1 below also shows informa-

tion on the factor scores as well as all further variables that are only used in the additional analysis

conducted in Appendix D.

Table C.1: Full descriptive statistics
Full sample Europe US Non-users Users

Mean SD Min Max Mean Mean Mean Mean
Would you use the app? 0.35 0.48 0 1 0.35 0.34 0.00 1.00
How convincing is the app? 2.66 1.21 1 5 2.69 2.62 2.07 3.75
How many others would use the app? 2.70 1.09 1 5 2.78 2.62 2.29 3.46
Opt-in needed (treat) 0.50 0.50 0 1 0.49 0.50 0.50 0.48
Privacy risk salient (treat) 0.50 0.50 0 1 0.49 0.51 0.52 0.48
Location salient (treat) 0.51 0.50 0 1 0.52 0.50 0.51 0.51
US server location (treat) 0.33 0.47 0 1 0.34 0.32 0.32 0.34
EU server location (treat) 0.32 0.47 0 1 0.32 0.33 0.30 0.37
Home bias 0.32 0.47 0 1 0.32 0.32 0.29 0.38
Home bias in the US 0.17 0.37 0 1 0.00 0.32 0.15 0.19
Home bias in Europe 0.15 0.36 0 1 0.32 0.00 0.14 0.19
IPC: Collection 5.73 1.07 1 7 5.69 5.76 5.96 5.29
IPC: Secondary usage 2.67 1.66 1 7 2.54 2.79 2.41 3.14
IPC: Control 4.84 1.35 1 7 4.51 5.15 4.70 5.10
IPC: Errors 6.47 0.81 1 7 6.46 6.48 6.61 6.22
IPC: Improper access 5.80 0.92 2.3 7 5.71 5.88 5.93 5.55
IPC: Awareness 6.25 0.80 2.7 7 6.17 6.32 6.38 6.00
Data protection (f1) -0.00 0.95 -4.9 1.6 -0.06 0.05 0.21 -0.39
Personal information correct (f2) 0.00 0.90 -1.5 2.8 -0.07 0.06 -0.11 0.20
Trust secondary usage (f3) -0.00 0.93 -2.8 1.7 -0.22 0.21 -0.10 0.19
Willingness to take risks 4.81 2.39 0 10 5.04 4.60 4.47 5.47
Generalized trust level 4.91 2.49 0 10 4.85 4.96 4.68 5.32
Gov use of AI 3.87 1.02 1 5 3.81 3.93 4.08 3.48
Concern about AI 3.23 1.03 1 5 3.19 3.27 3.41 2.89
Gender: Female 0.40 0.49 0 1 0.36 0.45 0.42 0.38
Gender: Other or n/a 0.03 0.17 0 1 0.03 0.03 0.04 0.01
25-34 years old 0.39 0.49 0 1 0.47 0.31 0.39 0.38
35-44 years old 0.22 0.41 0 1 0.18 0.25 0.23 0.19
45-54 years old 0.12 0.32 0 1 0.06 0.18 0.12 0.11
55-64 years old 0.06 0.25 0 1 0.02 0.11 0.07 0.05
65+ years old 0.04 0.20 0 1 0.01 0.07 0.04 0.03
US sample 0.51 0.50 0 1 0.00 1.00 0.52 0.51

Notes: Number of observations: Full sample: N = 1,734, Europe: N = 844, US: N = 890, Non-users: N = 1,129, Users: N = 605. .
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D Robustness tests and additional results

D.1 Robustness test 1: Alternative dependent variables

Table D.1: How convincing is the app
(1) (2) (3) (4)

Opt-in needed (treat) -0.070 -0.072 -0.077 -0.103*
(0.050) (0.050) (0.051) (0.051)

Privacy risk salient (treat) -0.071 -0.074 -0.067 -0.071
(0.050) (0.050) (0.051) (0.052)

US server location (treat) 0.187** 0.124(+) 0.117(+) 0.119(+)

(0.062) (0.068) (0.068) (0.069)
EU server location (treat) 0.216*** 0.156* 0.161* 0.178*

(0.061) (0.068) (0.069) (0.070)
Home bias 0.125* 0.128* 0.104(+)

(0.062) (0.062) (0.062)
Data protection (f1) -0.113***

(0.030)
Personal information correct (f2) 0.131***

(0.030)
Trust secondary usage (f3) 0.146***

(0.031)
Willingness to take risks 0.059***

(0.013)
Generalized trust level 0.033**

(0.012)
Gov use of AI -0.216***

(0.030)
Concern about AI -0.173***

(0.029)
Cutoff 1 -0.825*** -0.828*** -1.134*** -2.091***

(0.064) (0.064) (0.082) (0.187)
Cutoff 2 0.039 0.037 -0.252** -1.095***

(0.062) (0.062) (0.080) (0.185)
Cutoff 3 0.591*** 0.589*** 0.308*** -0.468*

(0.064) (0.064) (0.081) (0.184)
Cutoff 4 1.525*** 1.526*** 1.252*** 0.561**

(0.072) (0.072) (0.087) (0.187)
Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
Nagelkerke R-sq. 0.012 0.015 0.043 0.220

Notes: Ordered Probit regression coefficients with robust SE in parentheses. Ordered categorical dependent variable indicates: How con-
vincing is the app? - extremely/.../not at all. (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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Table D.2: How many others would use the app
(1) (2) (3) (4)

Opt-in needed (treat) 0.016 0.016 0.012 0.003
(0.050) (0.050) (0.050) (0.051)

Privacy risk salient (treat) -0.094(+) -0.094(+) -0.091(+) -0.082
(0.050) (0.051) (0.051) (0.051)

US server location (treat) 0.326*** 0.325*** 0.332*** 0.334***
(0.062) (0.069) (0.069) (0.069)

EU server location (treat) 0.346*** 0.345*** 0.350*** 0.373***
(0.062) (0.070) (0.070) (0.071)

Home bias 0.001 -0.000 -0.027
(0.062) (0.061) (0.062)

Data protection (f1) -0.081**
(0.031)

Personal information correct (f2) 0.073*
(0.031)

Trust secondary usage (f3) 0.086**
(0.030)

Willingness to take risks 0.065***
(0.012)

Generalized trust level 0.036**
(0.011)

Gov use of AI -0.063*
(0.029)

Concern about AI -0.021
(0.027)

Cutoff 1 -1.004*** -1.004*** -1.248*** -1.051***
(0.066) (0.066) (0.089) (0.182)

Cutoff 2 0.008 0.008 -0.228** 0.001
(0.063) (0.063) (0.086) (0.181)

Cutoff 3 0.776*** 0.776*** 0.545*** 0.807***
(0.065) (0.065) (0.087) (0.182)

Cutoff 4 1.800*** 1.800*** 1.580*** 1.883***
(0.077) (0.077) (0.096) (0.188)

Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
Nagelkerke R-sq. 0.032 0.032 0.047 0.110

Notes: Ordered Probit regression coefficients with robust SE in parentheses. Ordered categorical dependent variable indicates: How many
others would use the app? - 20% intervals. (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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D.2 Robustness test 2: Linear probability models (OLS)

Table D.3: Willingness to use the app (OLS)
(1) (2) (3) (4)

Opt-in needed (treat) -0.018 -0.019 -0.020 -0.023
(0.023) (0.023) (0.023) (0.020)

Privacy risk salient (treat) -0.033 -0.035 -0.030 -0.027
(0.023) (0.023) (0.023) (0.021)

US server location (treat) 0.071** 0.038 0.038 0.033
(0.027) (0.031) (0.030) (0.028)

EU server location (treat) 0.113*** 0.081** 0.083** 0.085**
(0.028) (0.031) (0.031) (0.028)

Home bias 0.066* 0.066* 0.052*
(0.029) (0.028) (0.025)

Data protection (f1) -0.097***
(0.012)

Personal information correct (f2) 0.061***
(0.012)

Trust secondary usage (f3) 0.067***
(0.011)

Willingness to take risks 0.028***
(0.004)

Generalized trust level 0.011**
(0.004)

Gov use of AI -0.053***
(0.011)

Concern about AI -0.055***
(0.010)

Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
R-sq. 0.011 0.015 0.040 0.218

Notes: OLS regression coefficients with robust SE in parentheses. Binary dependent variable indicates: Would you use the app? - yes/no.
(+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.

21



Table D.4: How convincing is the app (OLS)
(1) (2) (3) (4)

Opt-in needed (treat) -0.076 -0.077 -0.082 -0.099(+)

(0.058) (0.058) (0.057) (0.052)
Privacy risk salient (treat) -0.074 -0.078 -0.070 -0.065

(0.058) (0.058) (0.058) (0.053)
US server location (treat) 0.216** 0.137(+) 0.127(+) 0.116(+)

(0.071) (0.078) (0.077) (0.070)
EU server location (treat) 0.251*** 0.176* 0.181* 0.179*

(0.070) (0.078) (0.078) (0.071)
Home bias 0.157* 0.158* 0.123(+)

(0.072) (0.071) (0.064)
Data protection (f1) -0.129***

(0.031)
Personal information correct (f2) 0.133***

(0.031)
Trust secondary usage (f3) 0.139***

(0.030)
Willingness to take risks 0.062***

(0.012)
Generalized trust level 0.036**

(0.012)
Gov use of AI -0.219***

(0.030)
Concern about AI -0.166***

(0.029)
Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
R-sq. 0.011 0.014 0.040 0.209

Notes: OLS regression coefficients with robust SE in parentheses. Ordered categorical dependent variable indicates: How convincing is the
app? - extremely/.../not at all. (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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Table D.5: How many others would use the app (OLS)
(1) (2) (3) (4)

Opt-in needed (treat) 0.020 0.020 0.016 0.008
(0.052) (0.052) (0.051) (0.050)

Privacy risk salient (treat) -0.103* -0.102* -0.099(+) -0.086(+)

(0.052) (0.052) (0.052) (0.050)
US server location (treat) 0.331*** 0.332*** 0.336*** 0.325***

(0.062) (0.070) (0.070) (0.068)
EU server location (treat) 0.351*** 0.352*** 0.354*** 0.364***

(0.063) (0.071) (0.070) (0.069)
Home bias -0.002 -0.002 -0.026

(0.064) (0.063) (0.062)
Data protection (f1) -0.080**

(0.031)
Personal information correct (f2) 0.079**

(0.030)
Trust secondary usage (f3) 0.083**

(0.029)
Willingness to take risks 0.065***

(0.012)
Generalized trust level 0.035**

(0.011)
Gov use of AI -0.061*

(0.029)
Concern about AI -0.018

(0.027)
Age and gender dummies No No Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,734 1,734 1,734
R-sq. 0.030 0.030 0.044 0.105

Notes: OLS regression coefficients with robust SE in parentheses. Ordered categorical dependent variable indicates: How many others would
use the app? - 20% intervals. (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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D.3 Robustness test 3: Excluding lower quality observations

Table D.6: Willingness to use the app (comprehension check)
(1) (2) (3) (4)

Opt-in needed (treat) -0.023 -0.028 -0.021 -0.036
(0.020) (0.020) (0.021) (0.024)

Privacy risk salient (treat) -0.032 -0.034(+) -0.039(+) -0.053*
(0.020) (0.020) (0.021) (0.024)

US server location (treat) 0.034 0.041 0.052(+) 0.080*
(0.028) (0.028) (0.028) (0.032)

EU server location (treat) 0.084** 0.085** 0.085** 0.113***
(0.028) (0.028) (0.029) (0.033)

Home bias 0.041(+) 0.039 0.035 0.022
(0.024) (0.024) (0.025) (0.028)

Data protection (f1) -0.089*** -0.091*** -0.085*** -0.084***
(0.011) (0.011) (0.012) (0.013)

Personal information correct (f2) 0.057*** 0.058*** 0.054*** 0.046***
(0.011) (0.011) (0.011) (0.013)

Trust secondary usage (f3) 0.078*** 0.076*** 0.074*** 0.060***
(0.013) (0.013) (0.013) (0.015)

Willingness to take risks 0.027*** 0.028*** 0.027*** 0.025***
(0.004) (0.004) (0.004) (0.005)

Generalized trust level 0.012** 0.012** 0.013** 0.012*
(0.004) (0.004) (0.004) (0.005)

Gov use of AI -0.050*** -0.049*** -0.051*** -0.058***
(0.010) (0.010) (0.011) (0.012)

Concern about AI -0.062*** -0.064*** -0.066*** -0.069***
(0.010) (0.010) (0.010) (0.012)

Age and gender dummies Yes Yes Yes Yes
US sample dummy Yes Yes Yes Yes
Respondents 1,734 1,688 1,600 1,200
Nagelkerke R-sq. 0.300 0.308 0.303 0.309

Notes: Average marginal effects based on Probit models with robust SE in parentheses. Binary dependent variable indicates: Would you use
the app? - yes/no. (1): full sample, (2): took less than four comprehension checks to pass, (3): ... less than three, (4): passed at the first attempt.
(+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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D.4 Additional results 1: Willingness to use the app across subsamples

Table D.7: Willingness to use the app (subsamples)
(1) (2) (3) (4) (5)

Opt-in needed (treat) -0.079 -0.081 -0.030 -0.125 -0.030
(0.068) (0.068) (0.098) (0.096) (0.098)

Privacy risk salient (treat) -0.106 -0.102 -0.192* -0.024 -0.192*
(0.068) (0.068) (0.098) (0.096) (0.098)

US server location (treat) 0.116 -0.016 0.001 0.389*** 0.001
(0.094) (0.120) (0.121) (0.116) (0.121)

EU server location (treat) 0.285** 0.417*** 0.309** 0.417*** 0.309**
(0.094) (0.119) (0.120) (0.120) (0.120)

Home bias 0.138(+)

(0.082)
Home bias in the US 0.403*

(0.166)
Home bias in Europe -0.128

(0.168)
Data protection (f1) -0.301*** -0.302*** -0.242*** -0.347*** -0.242***

(0.039) (0.039) (0.057) (0.057) (0.057)
Personal information correct (f2) 0.192*** 0.193*** 0.089 0.258*** 0.089

(0.037) (0.038) (0.058) (0.050) (0.058)
Trust secondary usage (f3) 0.264*** 0.264*** 0.212*** 0.338*** 0.212***

(0.044) (0.044) (0.061) (0.067) (0.061)
Willingness to take risks 0.093*** 0.094*** 0.097*** 0.092*** 0.097***

(0.015) (0.015) (0.024) (0.020) (0.024)
Generalized trust level 0.041** 0.042** 0.056** 0.027 0.056**

(0.014) (0.014) (0.022) (0.020) (0.022)
Gov use of AI -0.167*** -0.167*** -0.187*** -0.152** -0.187***

(0.036) (0.036) (0.050) (0.051) (0.050)
Concern about AI -0.209*** -0.208*** -0.321*** -0.146** -0.321***

(0.035) (0.035) (0.053) (0.048) (0.053)
US * Opt-in needed (treat) -0.095

(0.137)
US * Privacy risk salient (treat) 0.169

(0.137)
US * US server location (treat) 0.388*

(0.168)
US * EU server location (treat) 0.107

(0.170)
US * Data protection (f1) -0.105

(0.080)
US * Personal information correct (f2) 0.169*

(0.076)
US * Trust secondary usage (f3) 0.125

(0.091)
US * Willingness to take risks -0.005

(0.031)
US * Generalized trust level -0.029

(0.029)
US * Gov use of AI 0.035

(0.072)
US * Concern about AI 0.175*

(0.071)
Age and gender dummies Yes Yes Yes Yes Yes
US sample dummy Yes Yes No No Yes
Respondents 1,734 1,734 844 890 1,734
Nagelkerke R-sq. 0.300 0.302 0.312 0.313 0.313

Notes: Probit regression coefficients with robust SE in parentheses. Binary dependent variable indicates: Would you use the app? - yes/no.
(1): main model as in Column 4 of Table 2, (2): location-specific home biases, (3): Europe sample, (4): US sample, (5): Test effect differences
between EU and US (interaction model). (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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D.5 Additional results 2: Treatment with location salience

Table D.8: Willingness to use the app (location salience)
(1) (2) (3)

US server location (treat) 0.027 0.110 0.293**
(0.037) (0.096) (0.093)

EU server location (treat) 0.073(+) 0.161(+) 0.287**
(0.039) (0.095) (0.091)

Location salient (treat) -0.027 -0.115 -0.097
(0.034) (0.090) (0.084)

Salience * US server location (treat) 0.011 0.006 0.063
(0.049) (0.129) (0.121)

Salience * EU server location (treat) 0.022 0.026 0.151
(0.051) (0.129) (0.123)

Location-unrelated independent variables Yes Yes Yes
Respondents 1,734 1,734 1,734
R-sq. 0.218 0.210 0.106

Notes: OLS regression coefficients with robust SE in parentheses. (1): Binary dependent variable indicates: Would you use the app? - yes/no.
(2): Ordered categorical dependent variable indicates: How convincing is the app? - extremely/.../not at all. (3): Ordered categorical dependent
variable indicates: How many others would use the app? - 20% intervals. (+) : p < 0.10, ∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001.
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