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Abstract
This paper examines the phenomenon of residential segregation in Berlin over time
using a dynamic clustering analysis approach. Previous research has examined the
phenomenon of residential segregation in Berlin at a high spatial and temporal
aggregation and statically, i.e. not over time. We propose a methodology to
investigate the existence of clusters of residential areas according to migration
background, age group, gender, and socio-economic dimension over time. To this
end, we have developed a sequential mixed methods approach that includes a
multivariate kernel density estimation technique to estimate the density of
subpopulations and a dynamic cluster analysis to discover spatial patterns of
residential segregation over time (2009-2020). The dynamic analysis shows the
emergence of clusters on the dimensions of migration background, age group,
gender and socio-economic variables. We also identified a structural change in 2015,
resulting in a new cluster in Berlin that reflects the changing distribution of
subpopulations with a particular migratory background. Finally, we discuss the
findings of this study with previous research and suggest possibilities for policy
applications and future research using a dynamic clustering approach for analyzing
changes in residential segregation at the city level.

Keywords: Berlin; Data Science; Dynamic Fuzzy C–Means; Residential Segregation;
Data Visualization

1 Introduction
This manuscript examines the phenomenon of residential segregation in Berlin from a
dynamic perspective, using data science to identify patterns in its human geography.
Previous research on residential segregation in Berlin has analyzed its different dimen-

sions. For example, research has focused on residential segregation driven by ethnicity,
[1–29]; residential segregation driven by age-group [1, 6, 7, 12, 20, 21, 23, 24, 29]; resi-
dential segregation driven by gender [4, 8, 15]; segregation driven by socio-economic fac-
tors [2, 3, 10, 12–15, 17, 18, 20, 23, 27, 29]; as well as residential segregation driven by
digital segregation [24]. Demography, economics, sociology, geography, and ethnographic
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studies have explored all these dimensions, among other disciplines. They all support the
notion that there is an uneven, clustered, or patchy spatial distribution of subpopulations
in residential areas of Berlin.
We focus on the case of Berlin, a city in which historical events have changed both the

city and its society. First, we are motivated by the Berlin case because a large body of re-
search examines changes in residential segregation before and during the fall of the Berlin
Wall. In fact, before the fall of the Wall, studies were based exclusively on data fromWest
Berlin, as no unified public statistics were available. Then, after the fall of the Wall, data
from both parts of the city became available for the first time, and research focused on
understanding the structural changes that occurred as a result of the city’s reunification.
Finally, Berlin has served as a reference point for other comparative studies of residential
segregation in other German cities in the context of immigration policy. Further details
on the historical and research development of the phenomenon of residential segregation
in Berlin can be found in [3, 29, 30].
Second, from a conceptual point of view, residential segregation occurs over time and

space. However, to the best of our knowledge, there is no research in the case of Berlin
that has carried out an analysis that includes these two components. For example, in Hel-
big’s research on residential segregation [23], the author conducts a time series analysis
but does not include the geographical dimension of residential areas. Another example
is the work of Marcińczak and Bernt [28], in which they use hierarchical clustering on
temporal data, which does not allow the identification of the emergence of new clusters
or the disappearance of clusters over time. New methodological approaches are therefore
needed to study the dynamics of residential segregation.
Third, we are motivated to explore the possible impact of the 2015 European migrant

crisis on residential segregation in Berlin. As the city that received the highest number
of refugees in Germany during the crisis, we are interested in examining whether the mi-
gration process led to the creation or elimination of clusters that shape the demographic
composition of residential areas. The type of changes may include, for example, changes
in the number of clusters over time (i.e. macrodynamics) and internal changes in sub-
populations over time and space (i.e. microdynamics). Past studies looking at this period
have not reported the existence of structural and internal changes within clusters, and one
possibility for this situation may be the use of aggregate data or static clustering methods.
To reveal both structural and internal changes within clusters, we propose an ex-

ploratory analysis based on data science using a dynamic clustering algorithm. The ob-
jectives of this paper are:
• Estimate population density according to dimensions such as migration background,
age group, gender, and socio-economics.

• Dynamically determine the number of clusters over time according to dimensions
such as migration background, age group, gender, and those reflecting the
socio-economic conditions.

• Identify structural as well as intra-cluster changes over time.
• Determine the variables that are over- or under-represented for each cluster in a given
year.

As a result, our approach has led to discoveries about residential segregation. First, at
a macro or structural level, a new cluster emerged in 2015, which we interpret as a re-
sult of the so-called European migrant crisis. At a micro or intra-cluster level, we report
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which subpopulations are under or over-represented in each cluster over time, revealing
a rich dynamic of change in the city. By applying data science principles, it is possible to
explore the phenomenon of residential segregation in an unsupervised and dynamic way.
The contribution of this research is to present a dynamic analysis of the existing clusters in
Berlin for the first time. In other words, the contribution of this paper is that it allows us to
dynamically determine the number of clusters and the attributes that are more important
over time in this analytical context. In this sense, an approach based on data science offers
a huge field of application for the identification of changes in the city.
The remainder of the article is organized as follows. Section 2 provides an overview of

previous research. Section 3 presents the methodological approach used to estimate pop-
ulation densities in residential areas and perform dynamic clustering based on calculating
different subpopulations in Berlin. Section 4 presents the results, the clusters found, the
criteria used to validate them, and the interpretation of the results. Finally, Sect. 5 presents
a discussion and conclusions based on the research objectives.

2 Literature review
Data science is used to address complex problems related to sociological, economic and
demographic factors. In particular, it is used to study residential segregation using unsu-
pervised approaches.Multivariate and unsupervisedmethods are often preferred because
there is no single view or way of quantifying residential segregation, and there is no base-
line or ground truth for conducting supervised analyses.
A range of methodological approaches from the field of data science have been em-

ployed to study residential segregation. Spatial concentration patterns have been studied
for a long time using a factorial approach [31, 32], which is now better known as factorial
ecology [33]. Modern urban data science approaches also use this method. For instance,
Benassi et al. [34] developed a composite index usingmultiple principal component analy-
ses, which has been a revival of this approach. Recently, non-supervised machine learning
methods have been employed to recognize patterns of residential segregation. For exam-
ple, Olteanu-Raimond et al. [35] used traditional self-organizing maps, a type of neural
network, to identify emerging patterns. Other researchers (see for example [36]) have used
data science to improve the visualisation of changes in segregation and diversity in 61 ma-
jor US cities between 1990 and 2020. Finally, Masías et al. [29] used unsupervised algo-
rithms commonly used in image processing and remote sensing to generate visualizations
and human-understandable information, based on concepts of cognitive psychology.
Approaching the study of residential segregation from a data science perspective, tak-

ing into account its spatial and temporal dimensions is a multidimensional problem.
In the case of Berlin, for example, several dimensions of residential segregation have
been studied. These include the ethnic dimension, which has been studied in Ger-
many under the concept of migration background [1–29]; age or age-group segregation
[1, 6, 7, 12, 20, 21, 23, 24, 29], which corresponds to the fact that different age groups
are clustered in different parts of the city; gender segregation [4, 8, 15], which is a phe-
nomenon associatedwith unbalanced gender ratios across space; social or socio-economic
segregation [2, 3, 10, 12–15, 17, 18, 20, 23, 27, 29], where people are grouped with others
with similar socio-economic characteristics, reflecting their economic opportunities; and
the digital segregation dimension [24], which attempts to map access to social media and
other digital technologies. The different emphases of some previous publications are sum-
marised below (see Table 1).
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Table 1 Previous research on the dimensions of residential segregation in Berlin

Work Migration background Age-group Gender Socio-economic Digital

[1] ✓ ✗ ✗ ✗ ✗

[3] ✓ ✗ ✗ ✗ ✗

[4] ✗ ✓ ✗ ✗ ✗

[5] ✓ ✗ ✗ ✗ ✗

[6] ✓ ✓ ✗ ✗ ✗

[7] ✓ ✓ ✗ ✗ ✗

[8] ✗ ✓ ✓ ✗ ✗

[9] ✓ ✗ ✗ ✗ ✗

[2] ✓ ✗ ✗ ✓ ✗

[10] ✓ ✗ ✗ ✓ ✗

[11] ✓ ✗ ✗ ✗ ✗

[12] ✓ ✓ ✗ ✓ ✗

[13] ✓ ✗ ✗ ✓ ✗

[14] ✓ ✗ ✗ ✓ ✗

[15] ✗ ✓ ✓ ✓ ✗

[16] ✓ ✗ ✗ ✗ ✗

[17] ✓ ✗ ✗ ✓ ✗

[18] ✓ ✗ ✗ ✓ ✗

[19] ✓ ✗ ✗ ✗ ✗

[20] ✓ ✓ ✓ ✓ ✗

[21] ✓ ✓ ✗ ✗ ✗

[22] ✓ ✗ ✗ ✗ ✗

[23] ✓ ✓ ✓ ✓ ✗

[24] ✓ ✓ ✗ ✓ ✓

[25] ✓ ✗ ✗ ✗ ✗

[26] ✓ ✗ ✗ ✗ ✗

[27] ✓ ✗ ✗ ✓ ✗

[28] ✓ ✗ ✗ ✗ ✗

[29] ✓ ✓ ✓ ✓ ✗

As seen in Table 1, most previous studies focus on the ethnic aspect of residential seg-
regation. The study of segregation by age group is the second most common. The third
most studied aspect is social segregation. Finally, the least researched aspects are gender
segregation and digital segregation. However, as can be seen, previous research has also
been a study of more than one dimension at a time. Among the works cited, we would like
to highlight the following ones:
• Kemper [6, 7], Arin [3], and Yamamoto [5, 37] contribute to a conceptual, empirical
and historical understanding of the emergence of ethnic residential segregation in
Berlin from a geographical and economic perspective.

• Nakagawa [4, 8] and Kröhnert [15] understand gender segregation as a consequence of
ongoing migration processes within Germany from a socio-demographic perspective.

• Although Helbig’s [23] contribution does not consider the demographic spatial
dimension of residential areas (i.e. estimates of population density across residential
areas), his work emphasizes the temporal dimension of residential segregation.

• The contribution of Marcińczak [28], who conducted a cluster analysis of residential
segregation in Berlin, used hierarchical cluster analysis to examine several years of
demographic data. However, no dynamic analysis of cluster formation in Berlin was
carried out, due to the nature of the clustering method used, which is static.
Furthermore, this work is guided by a predefined interpretation of the clusters.

• Kurtenbach’s key study [24], which explored digital segregation in Berlin using data
from a social media service designed to organise community life in neighbourhoods.



Masías H. et al. EPJ Data Science           (2024) 13:21 Page 5 of 41

• Finally, innovative techniques for estimating population densities in residential areas
in Berlin have been developed. For example, Groß [21] has developed methods for
estimating anonymized spatial densities at a higher resolution. Building on this work,
Masías et al. [29] have used non-negative matrix factorization to study different facets
of residential segregation.

Previous studies on the city of Berlin have adopted a non-dynamic approach. The lack
of dynamic clustering methods has led other researchers to use, for example, hierarchical
cluster analysis, which does not allow the temporal aspect to be taken into account.
In this context, we aim to perform a data analysis which has the advantage of not being

a black box. This allows for a more direct interpretation of the clusters and takes into
account the existing dynamics, being more accessible to interpret, which is not the case
with factor analysis methods or those using black-box machine learning methods.

3 Methods
3.1 Methodological approach
The proposed methodological approach is three-fold: first, estimating the spatial density
of diverse subpopulations over Berlin, with the exclusion of non-residential areas, em-
ploying a Multivariate Kernel Density Estimation; second, the spatial densities estimated
in the first step are analyzed via a Dynamic Fuzzy C-Means clustering method; finally,
human-readable information about the composition of the clusters and their interpre-
tation is generated. The flow chart in Fig. 1 summarizes the methodological approach
followed throughout this work.

3.1.1 Data source
The register of residents (Einwohnerregister) from 2009 to 2020, available at the Statis-
tical Office of Brandenburg (see www.statistik-berlin-brandenburg.de), was used as the
input for this step. We only used the information regarding the migration background,
age group, gender, and socio-economic demographics for each LOR spatial planning area
(i.e., Die lebensweltlich orientierten Räume).

Figure 1 Methodological steps for the dynamic analysis of residential segregation phenomena

http://www.statistik-berlin-brandenburg.de
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As an indirect measure of the ethnic dimension of residential segregation, the category
of migration background has often been used in German sociology. It was first defined
in 2005, when it was used in the microcensuses. The official definition used in 2005 is as
follows: an individual with a migrant background is defined as “all migrants who entered
the current territory of the Federal Republic of Germany after 1949, and all foreigners
born in Germany and all those born in Germany as Germans with at least one parent who
immigrated to Germany or who was born as a foreigner in Germany” [38, p.6]. In this
context, the migrant background is instead referred to as a statistical category based on
citizenship and an indirect record of the place of birth of the individual’s parents.
Information on the demographic distribution by age group and gender in each LOR

area for each year was also used. To estimate the density of males and females in the city
of Berlin, we used data on the sex of individuals and information on the number of people
in a given age group living in a given LOR. As sex ratios vary from country to country,
and international or internal migration processes may have skewed age groups that differ
from the destination population, and as this phenomenon has previously been reported
as occurring in Berlin (see, [15]), we explore the possibility of residential segregation by
gender.
Finally, people experiencing economic hardship inGermany are entitled to receive social

benefits as defined in the Second and Third Book of the Social Code (SGB II and SGB III).
In principle, any EU or non-EU citizen with a valid residence permit is entitled to SGB II
and SGB III benefits after working in Germany for at least one year.
The SGB II (Sozialgesetzbuch Zweites Buch) and the SGB III (Sozialgesetzbuch Drittes

Buch) are the twomost fundamental laws of the German social security system. SGB II, or
“Hartz IV”, deals with social benefits for unemployed or low-income persons. SGB II also
regulates the payment of unemployment benefits and social assistance. SGB III deals with
employment promotion, vocational training, and education. It is aimed at helping people
to find and keep a job and to improve their vocational skills. SGB III provides variousmea-
sures to support job seekers, such as job counselling, placement services, and vocational
training programs. Funding provisions and support for companies to create jobs and train
their employees are also included.
In summary, while SGB II focuses on providing financial assistance to those in need,

SGB III aims to promote employment and vocational training. For this paper, the number
of people who obtained benefits under SGB II and SGB III in a given year and city location
is considered a proxy measure of social or socio-economic segregation.

3.1.2 Multivariate kernel density estimation in the presence of measurement error
The spatial density of inhabitants is estimated following the work of [39], where a method
is proposed to estimate the population density over areas with arbitrary shapes. That
method is, in turn, based on a previous publication of the same author in which demo-
graphic estimates from rectangular spatial grids of different sizes are computed while in-
troducing measurement error and data anonymization [21]. Other worth mentioning ar-
eas of application of the present method are the estimation of ethnic minority settlement
areas [21], regional childcare demand estimates [40], regional election analyses [41], or
estimates of the incidence of Coronavirus infections over time and space [42].
In the present study, Berlin is divided into spatial units (Planungsräume) whose cen-

troids contain the spatial coordinates (measured in degrees). The technique of [39] is then
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applied using the LORs (Lebensweltlich-Orientierte Räume) areas on the aggregated num-
ber of inhabitants with distinct migratory origins, age, gender, and socio-economic con-
ditions living in each of those spatial units. To obtain corrected density estimates, the
non-residential areas were discounted in the analysis (see [43]).
The model used in this work to estimate the corrected spatial density from heaped data

(i.e., the arbitrary aggregation of data in a spatial area) in polygons of an arbitrary shape is
based on a non-parametric estimationmethod: theMultivariate Kernel density estimation
technique. This approach estimates a finite sample’s joint probability density function of
two or more continuous random variables. In simpler words, it is used to estimate the dis-
tribution or spread of the data across more than one dimension when only a finite number
of data points are available.
Let X = {X1,X2, . . . ,Xn} be a sample from a multivariate a random variable with proba-

bility distribution described by the unknown density function f (x) to be estimated. Each
random variable is two-dimensional in our case, i.e., Xi = (Xi1,Xi2), i = 1, . . . ,n, being Xi1

and Xi2 the longitude and latitude coordinates, respectively, and X is the set containing
all the available spatial coordinates. Then, the multivariate kernel density estimate at the
two-dimensional point x is defined to be:

f̂H (x) =
1

n|H| 12
n∑

i=1

K
(
H– 1

2 (x –Xi)
)
, (1)

where:
• | · | denotes the determinant.
• K (·) is the kernel, a symmetric multivariate density function. This function assigns
weights to the observed data points based on their distance from the point where we
want to estimate the density. We use the standardmultivariate normal kernel, i.e.,
K (x) = (2π )– d

2 e– 1
2 x

TH–1x.
• H is the bandwidth d × d 1 matrix, characterized by being symmetric and positive
definite. It controls the window size in each dimension over which the kernel function
operates. A small bandwidth will result in a density estimate that is very sensitive to
the data (potentially too sensitive, resulting in over-fitting). In contrast, a large
bandwidth may smooth out important features of the data (under-fitting). Therefore,
the choice of H is critically important for the accuracy of the kernel density
estimations. There exists a lot of discussion in the literature about the selection of the
bandwidth matrix. Here, we use the approach of Wand and Jones, as it is done in [21].

In short, a function that returns high values for points close to the data point and low
values for points far away is created at each data point, the multivariate kernel. The final
density estimate at point x is the average contributions from all these kernel functions
centered at each data point Xi. In this way, the density is high, where many data points are
close together, and low, where the data points are spread out.
Since we have data spatially aggregated for each area of the city, rather than the exact

coordinates, we use the approach of Groß et al. [21], that introducesmeasurement error to
produce estimates of population density while anonymising the sensitive data. Formally,
the actual values X = {X1,X2, . . . ,Xn} are unknown, and only the aggregated values over

1In our study d = 2.



Masías H. et al. EPJ Data Science           (2024) 13:21 Page 8 of 41

each area can be utilized, which are denoted by W = {W1,W2, . . . ,Wn}. They can be seen
as ameasurement with an introduced error of the actual coordinates of individual i, where
i = 1, . . . ,n. The objective is to estimate the density f (x), from which X is drawn, only with
the valuesWi.
A naive kernel density estimator, which would use the aggregated values as the real co-

ordinates in Equation (1), may lead to a spiky density far from the actual density of the
true data. This effect becomes more noticeable as the sample size increases. Therefore, a
model which contemplates the measurement error must be used. Under the assumption
that the anonymization process is known, a measurement error model for W can be de-
fined as π (W |X) =∏n

i=1 π (Wi|Xi), where π (W |X) refers to the conditional distribution of
W given X, and

π (Wi|Xi) =

⎧
⎨

⎩
1 for Xi ∈ area(Wi),

0 otherwise,
(2)

with area(Wi) being the set of coordinates that lie within the area where Wi belongs. Us-
ing the Bayes theorem formulation π (Xi|Wi) ∝ π (Wi|Xi)π (Xi) (i.e. the probability of Xi

given Wi is proportional to the probability of Wi given Xi times the probability of Xi),
pseudo-samples of Xi can be drawn from π (Xi|Wi), which are used to estimate the density
function f (x). In particular, following an iterative procedure, Xi is drawn from the known
conditional distribution π (Wi|Xi) using π (Xi) as a weight. Since f (Xi) is unknown, and
thus, π (Xi) as well, the multivariate kernel density estimator f̂H (x) defined in Equation (1)
is used instead. At the beginning of the procedure, an estimate f̂ (0)H (x) is calculated ac-
cording to Equation (1) from the artificial geo-coordinatesWi. After drawing the pseudo-
samples, the multivariate kernel density estimator is applied to these samples to estimate
the density function f̂ (1)H (x). In the following iterations, the density estimate f̂ (N+1)

H (x) is re-
calculated by utilizing the drawn pseudo-samples in the previous iteration N . In this way,
the pseudo-samples provide a way to fill in the information lost due to data aggregation,
and the density estimate is refined in each iteration. For more details on the steps of the
algorithm, see [21].

3.1.3 Dynamic fuzzy c-means
This dynamic clustering algorithm, presented by Crespo andWeber [44] in 2005, relies on
updating the structure of the current clusters based on relevant changes in the dynamic
data. The period between the creation of a cluster structure and its update is called cycle,
and its definition makes it possible to adapt the algorithmmethodology to any probabilis-
tic clustering algorithm, i.e., any clustering algorithm that determines degrees of mem-
bership. The degree of membership of an item to the clusters is used to identify changes
in the structure of the clusters.
Changes in the structure of the clusters can be the creation of new clusters, elimination

of clusters, or movement of the centers of the clusters. The following are the basic steps
of the Dynamic Fuzzy C-Means:
• 1. Run the fuzzy c-means algorithm using the initial data set.
• 2. Receive new data and merge it with the current data.
• 3. Look for relevant changes in the structure of clusters.
• 4. If relevant changes exist, update the structure of clusters.
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• 5. Repeat until no new data arrive.
Inwhat follows, a detailed description of themathematical aspects of the algorithmused

here is provided. Let X0 be the initial data set and X1,X2, . . . ,Xt be the new datasets the
algorithm receives in each cycle t > 0. In the beginning, the traditional fuzzy c-means al-
gorithm is run on the first data set, X0, with c ≥ 2 clusters and fuzzifier m > 0, so that it
produces c clusters with its respective centers vj, for j = 1, 2, . . . , c, and the membership
matrix M0

n×c, being n the number of data points in X0. The components of this member-
ship matrix are the membership degrees, i.e., its component at position (i, j), i = 1, . . . ,n,
j = 1, 2, . . . , c, is the membership degree μi,j of the data point xi ∈ X0 to cluster j.
LetXt be the new data chunk arriving into the dataset at cycle t > 0, which could produce

changes in the current structure of the clusters because it contains data points that are
not well classified by the current clusters. Let ct be the number of clusters at cycle t, nt
the number of objects in the dataset Xt and i = 1, . . . ,nt the index of the new objects. To
identify the data points producing changes, the following must be calculated:
• pair-wise distance d(vj,vk) between each pair of the current centers vj and vk , for all
j,k = 1, 2, . . . , ct .

• distance d(xi,vj) between the new data point xi ∈ Xt and the current centers vj, for all
i = 1, . . . ,nt and j = 1, 2, . . . , ct .

• the membership degree μ̂i,j of the new object xi ∈ Xt to the cluster j, for all i = 1, . . . ,nt
and j = 1, 2, . . . , ct .

Then, conditions shown in Equation (3) and Equation (4) must be evaluated on the new
data to detect objects of Xt that are incorrectly assigned to the current clusters, i.e., those
objects that would involve a change in the current structure.

∣∣∣∣μ̂i,j –
1
ct

∣∣∣∣ ≤ α ∀i = 1, . . . ,nt , j = 1, 2, . . . , ct , (3)

where α > 0 is a threshold parameter fixed beforehand by the decision maker or dynami-
cally determined by the algorithm.

d(xi,vj) ≥ 1
2
min
vk �=vj

{
d(vj,vk)

} ∀i = 1, . . . ,nt , j = 1, 2, . . . , ct . (4)

The two above conditions are used to define the indicator function (see Equation (5)), that
is equal to one if, and only if, the data point xi ∈ Xt is correctly classified by the current
structure:

1IC(xi) =

⎧
⎨

⎩
1, if xi ∈ Xt fulfills Equation (3) and Equation (4)

0, otherwise
. (5)

If at least one new data object is not well classified, the criterion defined in Equation (6)
is applied to decide whether new clusters should be created or if, conversely, moving the
current centers is sufficient:

∑
xi∈Xt 1IC(xi)

|Xt| ≥ β , (6)
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where β ∈ [0, 1] is another threshold parameter that can be fixed previously or adjusted
dynamically, and | · | represents the number of elements of a set. Whenever the condi-
tion defined in Equation (6) fulfils, new clusters must be created, and, in other cases, it is
enough to update the centers of the current clusters.
If many new objects cannot be correctly assigned to the current clusters, i.e., new clus-

ters are to be created, the optimum number of new clusters has to be determined. To do
so, we select the number of clusters that maximize the structure strength [45], as it is
done in the original paper [44]. Nevertheless, any other procedure could be used to find
the new number of clusters. Once the optimum number is determined, the fuzzy c-means
algorithm is run from scratch using that number on the total dataset.
In other cases, when it is sufficient to move the current centers of the clusters, the cur-

rent centers are combined with those representing the new data. The cluster centers rep-
resenting only the new data are calculated using Equation (7) and combined with the pre-
vious centers as defined in Equation (8):

v∗
j =

∑
xi∈Xt [1 – 1IC(xi)](μ̂i,j)m · xi∑

xi∈Xt [1 – 1IC(xi)](μ̂i,j)m
∀j = 1, 2, . . . , ct , (7)

v̂j = λjv∗
j + (1 – λj)vj ∀j = 1, 2, . . . , ct , (8)

where λj is determined by Equation (9):

λj =

∑
xi∈Xt∩Cj

[1 – 1IC(xi)](μ̂i,j)
∑

xi∈Cj\Xt μi,j +
∑

xi∈Xt∩Cj
[1 – 1IC(xi)](μ̂i,j)

∀j = 1, 2, . . . , ct . (9)

Note that a data point xi is assigned to a cluster Cj if and only if j = argmaxk=1,2,...,ct {μi,k},
being Cj the set of data points that belongs to cluster j, ∀j = 1, 2, . . . , ct
As a last step of the algorithm, a cluster is deleted if it has been a predefined number of

cycles, T , without receiving new objects. For this purpose, each cluster has a counter that
includes the number of cycles it has been active without any update. When the counter
reaches the value T , it is deleted by removing its center and all the data belonging to it
from the data set.

3.1.4 Cluster interpretation
To characterize a cluster with numerical variables, e.g.X, value-tests (v-test) are computed
for each of those variables using the following statistic:

XC –X√
(1 – nC

n ) s2
nC

∼ tnC–1, (10)

where X is the mean of the variable X in the entire dataset, XC is the mean of X within the
cluster C, nC is the number of objects in C, and s2 is the global variance of X. The statistic
follows a Student’s t-distribution with nC – 1 degrees of freedom, denoted by tnC–1.
The v-test allows the interpretation of which variables characterize the clusters. If the

value of the statistic in Equation (10) for a variable X in a cluster C is larger than 1.96,
then it is interpreted that the variable characterizes the cluster. Additionally, the larger
the value of the statistic, the better that variable characterizes the cluster, and the sign of



Masías H. et al. EPJ Data Science           (2024) 13:21 Page 11 of 41

the test indicates whether the variable is underrepresented (i.e., a negative sign) or over-
represented (i.e., a positive sign) in the given cluster, in comparison with all the data avail-
able for a given year. This statistic is very intuitive, as specific subpopulationsmay be over-
or under-represented when all are compared at the city level.

4 Results
4.1 Results of the multivariate kernel density analysis
The results of the multivariate application of the kernel density estimation method are
presented in Table 2, which shows in aggregate form, over the years measured, the mean
values of the variables studied (i.e., migration background, age group, gender, and socio-
economic factors), the standard deviation, theminimum, themaximum, and selected per-
centiles.
As seen in Table 2, the residential densities of the German subpopulations have higher

mean values, while those of the Chinese subpopulations have the lowest mean values. It
can also be observed that the population densities of individuals with a migrant back-
ground from Turkey have a higher standard deviation over the years, meaning there have
been changes in the residential densities over time. Subpopulations with amigration back-
ground from Vietnam reach the maximum residential density, which can be interpreted
as these communities locating in the specific residential areas, while those from Ukraine
reach the minimum residential density. These statistics also show that, over time, Berlin
has an average population of young adults aged between 30 and 35, and the sub-population
of elderly people aged over ninety has lower average values.
In addition, the highest values are found in the population aged 50-55 years, which is the

population living in common areas of the city. Finally, there are only marginal differences
in the distribution between men and women in all the descriptive statistics. However, it
should be noted that in some areas of the city, the female population peaks almost twice as
high as the male population. Similarly, SGB II and SGB III show similar population densi-
ties reflecting socio-economic problems, although SGB II shows slightly higher values in
some descriptive statistics.

4.2 Results based on the dynamic fuzzy c-means
4.2.1 Cluster validation
The Bezdek partition coefficient, an indicator defined by James Bezdek, was used to val-
idate and quantify the quality of clustering solutions on our time-varying data sets. The
Bezdek partition coefficient of a fuzzy c-partition of n data points is defined as [46]:

F(U ; c) =
n∑

k=1

c∑

i=1

u2ik
n
, (11)

where uik is the membership of object i to cluster k, and c is the number of clusters. This
index takes the value of 1 when the clusters are perfectly differentiated, and each object
belongs only to a single cluster, and the value 1/c when each object belongs simultane-
ously to each cluster, so the distinction between the different clusters is undetermined.
Therefore, the extreme values of the Bezdek Partition Coefficient allow evaluation of the
quality of the clustering solution generated. Also, the partition coefficient depends on the
number of clusters; the more clusters there are, the lower the value of the Bezdek index,
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Table 2 Descriptive statistics of the estimated population densities for the dimension of migration
background, age group, gender, and socio-economic variables between 2009 and 2020. The values
in blue color indicate the maximum and the values in red indicate the minimum for each dimension

which means that clustering is fuzzy since its value is close to 1/c. Figure 2 plots the evo-
lution of the Bezdek Partition Coefficient over the years 2009 to 2020 for the dimensions
considered.
The dynamic clustering algorithm tries tomake decisions that do not worsen the Bezdek

partition coefficient too much so that the partition continues to have a good level of qual-
ity. The initial cluster number of the algorithm was chosen considering the best Bezdek
partition index obtained. The period of cycle T has been set to 20 in order to keep the data
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Figure 2 Cluster validation using Bezdek’s partition coefficient for the dynamic clustering based on migration
background, age group, gender, and socio-economic variables

up to date. At the same time, the different variables are updated since, as explained above,
the algorithm deletes the classes that are not updated. This parameter avoids deleting data
in the classes that are not updated, and this allows keeping the data for the analysis of new
incoming data blocks.
The Bezdek partition coefficient indicates that the dynamic clustering solutions for the

age group dimensions and the socio-economic variables improve over time. However, the
coefficient behaves differently in the case of dynamic clustering based on migration back-
ground and clustering based on gender variables. In the case of dynamic clustering based
on variables describing migration origin, it can be observed that the coefficient decreases
until 2015 when the dynamic clustering algorithm detects the emergence of a new clus-
ter, which reflects a new cluster structure. After this year, the coefficient improved and
remained relatively stable but declined after 2018.
In the case of dynamic clustering based on gender variables, the Bezdek partition co-

efficient remains relatively stable over the years. It was only in 2017 that the coefficient
values started to fall, but this reflects only a certain instability of the clusters. As we will
see below, those clusters arise due more to changing population densities across the city
than to uneven differences in the density of men and women in Berlin’s residential areas,
which are often remarkably similar.
The Bezdek partition coefficient generally shows that the dynamic clustering solutions

obtained improve over time. It also shows us that when a decrease in the coefficient is
observed, the emergence of a new cluster structure can be expected, in this case, when the
migration background variables are considered. Therefore, the solutions obtained from
the data represent valid cluster solutions.
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Figure 3 Normalized cluster sizes over time

4.2.2 Clustering results
To characterize the change of the clusters considering migration background, age group,
gender, or socio-economic variables, wewill present the clustering results in the years 2009
and 2020 in terms of their Mean in Cluster (MIC, the mean of a given variable in a given
cluster) and the v-test, both indicating whether a variable is under- or over-represented in
a given cluster and year and their corresponding statistical significance. Finally, the nor-
malized size of the clusters (see, Fig. 3) and in absolute terms (see, tables in the Appendix)
are presented.2

To visualize themicro changes and trends in the clusters over time, we generated a series
of bump charts to describe which categories of variables were significant over time in each
cluster. A BumpChart “shows howquantitative category rankings have changed over time.
They are typically structured around a temporal x-axis with equal intervals from the ear-
liest to the latest. Quantitative rankings are plotted using joined-up lines that effectively
connect consecutive points positioned along a y-axis (typically top = first)” [47]. After
evaluation, each v-test value is assigned a rank, and each variable’s ranks for a given year
are plotted in descending order. The graph also shows that the values are grouped into dif-
ferent clusters based on a threshold to determinewhether the variable is over-represented,
underrepresented, or significant in a given cluster. To do this, the graphs use the critical
values (i.e., 1.96 and –1.96 for a two-tailed test at a 5% significance level). Therefore:

2In this Section, we have chosen to present the results with additional textual elaboration. This decision was made to make
the results accessible to all readers, including those who are visually impaired or unable to perceive visual representations
such as maps. By providing detailed written descriptions, we hope to improve the comprehensibility and completeness of
the information presented.
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• If the v-test value is greater than 1.96, a variable is considered to be over-represented
in a given cluster.

• If the v-test value is less than –1.96, a variable is considered to be underrepresented.
• If the v-test value is between –1.96 and 1.96, then a variable is not considered
significant.

The bump chart is used here to visualize the micro-dynamics of residential segregation.
On the Y-axis, the names of the variables are listed according to the value obtained for
each year and cluster. This provides very informative visual information about the com-
position of the clusters because while the y-axis represents the ranking of the variables,
the x-axis represents the years, and the connecting different lines show how the ranking
of the different categories changes over time.

Results based on the migratory background. In terms of migrant background and clus-
tered residential areas, the city of Berlin has a diverse andmixed population. The dynamic
cluster analysis shows seven clusters from 2009 to 2014 and a total of eight clusters from
2015 to 2020. In 2015 a change in the clusters’ structure was detected. The change cor-
responds to the emergence of Cluster 7. From a qualitative point of view, it can be
seen that the change in the cluster structure occurred in the same year as the so-called
European migration crisis.
Cluster 0 is characterized by all migrant-related variables being underrepresented

(see, Fig. 4a). In the year 2009, the three most under-represented variables correspond to
Germans without a background of migration (MIC = 7.165; v-test = –96.753; p = 0.000),
Poland (MIC = 2.181; v-test = –96.19; p = 0.000) and other subpopulations, while for the
year 2020, the most underrepresented variables correspond to Poland (MIC = 2.052; v-
test = –313.965; p = 0.000), Germans with no migration history (MIC = 6.301; v-test =
–311.816; p = 0.000) and Syria (MIC = 1.702; v-test = –283.379; p = 0.000).
Cluster 1 is also characterized by the under-representation of all variables related

to the migrant background (see Fig. 4b). In 2009, the three most underrepresented vari-
ables corresponded to other minorities (MIC = 6.332; v-test = –30.513; p = 0.000), Syrians
(MIC = 5.136; v-test = –29.968 p = 0.000) and Ukrainian subpopulations (MIC = 5.981,
v-test = –29.255, p = 0.000). The least underrepresented are the USA (MIC = 12.166;
v-test = –3.303; p = 0.001), Iran (MIC = 9.331; v-test = –10.596; p = 0.000) and China
(MIC = 6.855; v-test = –16.39; p = 0.000). For 2020, the most underrepresented variables
are other minorities category (MIC = 5.132; v-test = –129.563; p = 0.000), Poland (MIC =
6.504; v-test = –122.126; p = 0.000), and Italy (MIC = 4.154; v-test = –121.158; p = 0.000).
In Cluster 2, all variables are overrepresented, except for Kazakhstan, which ranks

last and is underrepresented for allmeasured years (see Fig. 4c). Themost overrepresented
subpopulations in 2009 are Iran (MIC = 76.504; v-test = 123.307; p = 0.000), Ukraine
(MIC = 56.573; v-test = 104.875; p = 0.000), China (MIC = 54.082; v-test = 84.846; p =
0.000), USA (MIC = 60.44; v-test = 84.445; p = 0.000) and Austria (MIC = 51.335; v-test =
83.014; p = 0.000), and other subpopulations. Similarly, the most overrepresented vari-
ables for the year 2020 correspond to those of Iran (MIC = 74.076; v-test = 394.988; p =
0.000), Ukraine (MIC = 62.733; v-test = 365.308; p = 0.000), China (MIC = 56.408; v-test =
291.015; p = 0.000), Greece (MIC = 54.289; v-test = 243.657; p = 0.000) andAustria (MIC =
52.133; v-test = 241.398; p = 0.000), among other variables that characterize this cluster.
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Figure 4 Ranking of migration background variables by cluster and year

In Cluster 3, as all variables are statistically significant, all variables characterize this
cluster (see Fig. 4d). In 2009, all the variables of the migratory background were over-
represented, as in the case of Poland (MIC = 35.064; v-test = 73.191; p = 0.000), Croatia
(MIC = 31.789; v-test = 56.777; p = 0.000), Syria (MIC = 27.023; v-test = 49.38; p = 0.000),
RU (MIC = 32.033; v-test = 49.372; p = 0.000) and Serbia (MIC = 32.033; v-test = 49.372;
p = 0.000). From 2015 to 2020, a change was observed as the USA, France, and Spain
subpopulations became underrepresented. It is also observed that between 2015 and 2020,
the United Kingdomno longer represents this cluster. For the year 2020, it is observed that
the subpopulations of Poland (MIC = 32.751; v-test = 251.125; p = 0.000), Croatia (MIC =
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Figure 4 Continued

27.117; v-test = 171.742; p = 0.000), Serbia (MIC = 25.932; v-test = 144.585; p = 0.000),
Syria (MIC = 20.281; v-test = 121.066; p = 0.000), and BA (MIC = 23.835; v-test = 120.809;
p = 0.000) are the five most overrepresented subpopulations in this cluster.
Most of the variables in Cluster 4 are under-represented, although there are a few

over-represented variables (see, Fig. 4e). In 2009, the variables Kazagastan (MIC = 19.642;
v-test = 21.459; p = 0.000), Germans without a migration background (MIC = 18.297;
v-test = 14.523; p = 0.000), and Vietnam (MIC = 16.58; v-test = 14.282; p = 0.000) are
over-represented. For the same year, themost underrepresented variables are the subpop-
ulations of France (MIC = 6.218; v-test = –17.707; p = 0.000), Italy (MIC = 6.797; v-test =
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Figure 4 Continued

–17.258; p = 0.000), USA (MIC = 7.334; v-test = –16.322; p = 0.000), Spain (MIC = 5.953;
v-test = –16.258; p = 0.000) and UK (MIC = 7.218; v-test = –15.911; p = 0.000), among
others. By 2020, the only over-represented sub-population is the German sub-population
without amigration background (MIC = 15.596; v-test = 8.687; p = 0.000), while the Span-
ish (MIC = 5.938; v-test = –60.339; p = 0.000), French (MIC = 5.938; v-test = –58.254; p =
0.000) and Italian subpopulations (MIC = 7.178; v-test = –56.994; p = 0.000) are the most
underrepresented.
There is amixture of over- and under-represented variables inCluster 5 (see Fig. 4f ).

Themost overrepresented subpopulations in 2009 are Kazakhstan (MIC = 46.609; v-test =
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Figure 4 Continued

91.192; p = 0.000), Vietnam (MIC = 35.34; v-test = 62.19; p = 0.000) and Germans with-
out a migration background (MIC = 23.93; v-test = 41.097; p = 0.000), among others. In
the same year, the most underrepresented subpopulations are the USA (MIC = 8.197; v-
test = –13.493; p = 0.000), France (MIC = 8.265; v-test = –11.823; p = 0.000) and Spain
(MIC = 8.126; v-test = –10.444; p = 0.000), among other subpopulations. For the year 2020,
the three most overrepresented subpopulations are Kazakhstan (MIC = 48.736; v-test =
346.537; p = 0.000), Vietnam (MIC = 45.111; v-test = 269.945; p = 0.000) and RU (MIC =
31.451 v-test = 244.861 p = 0.000), while the USA is the most underrepresented (MIC =
5.524; v-test = –67.792; p = 0.000), followed by France (MIC = 5.78; v-test = –58.401; p =
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Figure 5 Dynamic clustering results visualized according to migration background variables

0.000) andUK (MIC = 6.468; v-test = –55.138; p = 0.000). Finally, the variables of Romania,
Croatia, Iran, Bulgaria, and other minorities are not always characteristic of this cluster
over time.
During 2009, Cluster 6 was characterized by almost all subpopulations being over-

represented, except for Kazakhstan (MIC = 10.477; v-test = –7.066; p = 0.000), which was
the only one underrepresented (see Fig. 4g). In 2020, the three most overrepresented sub-
populations were Spain (MIC = 79.323; v-test = 479.471; p = 0.000), France (MIC = 80.279;
v-test = 479.408; p = 0.000), and Italy (MIC = 71.934; v-test = 470.824; p = 0.000), along
with other subpopulations.
Most interestingly, the emergence of cluster 7 in 2015 was revealed by the dynamic

cluster analysis. In this cluster, all subpopulations are representative and overrepresented.
In 2015, this cluster has Syria (MIC = 30.966; v-test = 142.006; p = 0.000) as the most
overrepresented variable, and the second most overrepresented nation is China (MIC =
31.461; v-test = 131.278; p = 0.000) and the third most overrepresented variable is other
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Figure 5 Continued

minorities (MIC = 37.489; v-test = 130-72; p = 0.000). The least overrepresented variable
is Kazakhstan (MIC = 13.077; v-test = 7.84; p = 0.000). In the year 2020, this cluster is char-
acterized by China as the most overrepresented variable (MIC = 32.429; v-test = 193.024;
p = 0.000). The second most overrepresented variable is Syria (MIC = 28.793; v-test =
185.59; p = 0.000), and the third most overrepresented variable is Croatia (MIC = 32.348;
v-test = 185.12; p = 0.000). The least overrepresented variable is again Kazakhstan (MIC =
13.718; v-test = 16.089; p = 0.000).
Finally, the visualization of the clusters is shown in themaps in Fig. 5, and the normalized

size of clusters over time is shown in Fig. 3a.

Results based on the age group. The dynamic cluster analysis revealed that the popula-
tion of Berlin is grouped in residential areas in a structure of four different clusters of age
groups. Qualitatively, Cluster 3 is located in the city centre, Cluster 2 is located



Masías H. et al. EPJ Data Science           (2024) 13:21 Page 22 of 41

Figure 6 Ranking of age group variables by cluster and year

around the city centre, surrounded by Cluster 0. Finally, Cluster 1 is located on
the city’s outskirts.
Cluster 0 has only a few overrepresented variables and several underrepresented

ones (see Fig. 6a). Analysis using the value test shows that in 2009, subpopulations in
Cluster 0 ranging from 80 to 85 are the most overrepresented (MIC = 14.578; v-test =
31.307; p = 0.000), and subpopulations ranging from 30 to 35 are the most underrepre-
sented (MIC = 9.79; v-test = –25.043; p = 0.000), and subpopulations aged 60 to 65 were
not significant (MIC = 13.201; v-test = 0.491; p = 0.623). For the year 2020, subpopulations
between 85 and 90 years are the most overrepresented (MIC = 13.909; v-test = 104.682;
p = 0.000), and subpopulations between 30 and 35 years are the most underrepresented
(MIC= 9.327; v-test = –92.725; p = 0.000), showing ageing of the cluster compared to 2009.
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Figure 6 Continued

Cluster 1has all variables underrepresented (see Fig. 6b). For the year 2009 inClus-
ter 1, the subpopulations between 30 and 35 are the least underrepresented (MIC =
2.804; v-test = –96.097; p = 0.000), and the most underrepresented are the subpopula-
tions between 80 and 85 (MIC = 5.244; v-test = –130.039; p = 0.000). By 2020, the least
underrepresented subpopulations in Cluster 1 are those between 30 and 35 (MIC =
2.541; v-test = –334.159; p = 0.000), and the most underrepresented are those between 85
and 90 (MIC = 5.062; v-test = –437.36; p = 0.000).
Cluster 2 has all variables overrepresented during 2009 (see Fig. 6c). For the year

2020, the most overrepresented age groups are the 80 to 85-year-olds (MIC = 22.479; v-
test = 325.474; p = 0.000), and the least overrepresented groups are the 30 to 35-year-olds
(MIC = 23.894; v-test = 161.203; p = 0.000).
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Figure 7 Dynamic clustering results visualized according to age-group variables

Similarly, in Cluster 3, all variables are overrepresented (see Fig. 6d). For the year
2009, the subpopulations from 35 to 40 are the most overrepresented (MIC = 51.23; v-
test = 142.501; p = 0.000), and the subpopulations from 85 to 90 are the least overrep-
resented (MIC = 18.939; v-test = 49.795; p = 0.000), showing that it is a representative
cluster of adults. Similarly, in the year 2020, the subpopulations ranging from 35 to 40 are
the most overrepresented (MIC = 51.42; v-test = 492.401; p = 0.000), and subpopulations
over 90 are the least overrepresented (MIC = 17.28; v-test = 150.838; p = 0.000).
The visualization of the clusters on the map of Berlin is shown in Fig. 7, and the normal-

ized size of clusters over time is shown in Fig. 3b. Interestingly, there is no change in the
number of clusters over time, but there is an increase in the overall population density.
This means that the cluster structure based on the age group dimension remains stable
over the period observed.
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Figure 7 Continued

Results based on gender. The results of the cluster analysis allowed the identification of
3 clusters.
In general, the cluster analysis shows that the clusters represent the population density

in residential areas. In other words, the clusters divided into male and female population
densities correspond to Berlin’s more or less densified areas. In the case of the clusters,
the marginal differences over time are reported below.
In Cluster 0, both variables are overrepresented (see Fig. 8a). For the year 2009, both

male (MIC = 14.92; v-test = 139.279; p = 0.000) and female (MIC = 14.92; v-test = 139.279;
p = 0.000) subpopulations are equally overrepresented in this cluster. For the year 2020,
the male population (MIC = 45.058; v-test = 471.478; p = 0.000) is more overrepresented
than the female population (MIC = 461.205; v-test = 461.205; p = 0.000).
Cluster 1 has both variables underrepresented (see, Fig. 8b). Both male and female

residential population densities reached the same values in 2009 (MIC = 6.55; v-test =
–137.675; p = 0.000). However, for 2020, the male population (MIC = 6.316; v-test =
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Figure 8 Ranking of gender variables by cluster and year
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Figure 9 Dynamic clustering results visualized according to gender variables

–471.675; p = 0.000) is only slightly more underrepresented than the female population
(MIC = 6.233; v-test = –456.146; p = 0.000).
In Cluster 2, both variables are overrepresented (see Fig. 8c). Both male and female

populations had the same spatial density for 2009 (MIC = 21.696; v-test = 50.164; p =
0.000). However, for 2020, male populations (MIC = 21.66; v-test = 179.541; p = 0.000)
are more overrepresented than female populations (MIC = 21.458; v-test = 169.838; p =
0.000).
The visualization of the clusters on the map of Berlin is shown in Fig. 9, and the normal-

ized size of clusters over time can be seen in Fig. 3c.

Results based on socio-economics. For the socio-economic dimension, the cluster analy-
sis resulted in the identification of four clusters.
From a qualitative point of view, Cluster 3 represents the places with the most sig-

nificant socio-economic problems. It can be seen that the areas corresponding to clusters
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Figure 9 Continued

2 and 3 have a larger area in 2009, after the global subprime crisis, and the onset of the
COVID-19 pandemic in 2020 these clusters have slightly different shapes.
In Cluster 0, both variables are overrepresented and statistically significant (see

Fig. 10a). In 2009, SGB III was the most overrepresented (MIC = 13.564; v-test = 15.813;
p = 0.000), and SGB II was the least overrepresented (MIC = 12.404; v-test = 6.638; p =
0.000). For the year 2020, SGB III is the most overrepresented (MIC = 12.727; v-test =
68.251; p = 0.000), and SGB II is the least overrepresented (MIC = 12.423; v-test = 54.825;
p = 0.000), with a decrease in the former group, and an increase in the latter since 2009.
On the contrary, in Cluster 1, the variables are underrepresented and statistically

significant (see Fig. 10b). For 2009, Cluster 1 had SGB II as the least underrepresented
socio-economic variable (MIC = 2.388; v-test = –123.634; p = 0.000), and SGB III as the
most underrepresented (MIC = 3.107; v-test = –130.744; p = 0.000). Similarly, for 2020,
SGB II was the least underrepresented (MIC = 3.012; v-test = –411.076; p = 0.000), and
SGB III was the most underrepresented (MIC = 3.227; v-test = –424.48; p = 0.000).
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Figure 10 Ranking of socio-economic variables by cluster and year

In Cluster 2, both variables are overrepresented and statistically significant (see
Fig. 10c). For 2009, SGB III was the most overrepresented (MIC = 25.641; v-test = 89.369;
p = 0.000), and SGB II was the least overrepresented (MIC = 26.481; v-test = 83.642; p =
0.000). Similarly, in 2020, SGB III was the most overrepresented (MIC = 25.985; v-test =
318.287; p = 0.000), and SGB II was the least overrepresented (MIC = 26.169; v-test =
304.748; p = 0.000).
Finally, in Cluster 3, both variables are statistically significant and overrepresented

(see Fig. 10d). In 2009, SGB II was the most overrepresented (MIC = 55.375; v-test =
125.056; p = 0.000) and SGB III was the least overrepresented (MIC = 46.651; v-test =
113.809; p = 0.000). The same situation occurred in 2020, where SGB II was the most
overrepresented (MIC = 54.557; v-test = 419.17; p = 0.000), and SGB III was the least
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Figure 10 Continued

overrepresented (MIC = 49.921; v-test = 396.516; p = 0.000). The map of Berlin is shown
in Fig. 11, and Fig. 3d shows the normalized size of clusters over time.
In summary, the maps show that residential segregation in Berlin is a phenomenon that

can be visualized on a geographical level. The analysis also detected the emergence of a
cluster when analysing the migration background of Berlin’s populations. Finally, the re-
sults show that the clusters have small movements because the composition of the clusters
changes over time and space.

5 Discussion and conclusion
This study aimed to examine the phenomenon of residential segregation from a dynamic
point of view. According to our approach, residential segregation can be explored from
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Figure 11 Dynamic clustering results visualized according to socio-economic variables

different angles, for example, from the side of migration background, age group, gender,
or other variables describing the economic situation of the population under study.
To open the discussion, we would like to recall that several studies have been carried

out on the spatial distribution of Berlin’s subpopulations. In particular, we believe that
the reporting of spatial densities excluding non-residential areas, the separate analysis of
dimensions that has already been documented by several researchers, and the use of dy-
namic rather than static cluster analysis are aspects that can help different disciplines,
especially those that are looking for novel methodological new methodological ways to
identify changes in population structure from cohort data. In this context, we briefly dis-
cuss some of the findings and then and then summarise the research undertaken.

5.1 Comparison with previous research
To provide a more comprehensive overview of the results, we will compare our findings
with those of other researchers who have independently addressed the issue of residential
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Table 3 Summary of our results in comparison with selected previous studies

Author Cohort Method Dimension
explored

Main findings

Yamamoto
[5]

{1973,
1975, 1990}

Plotting
segregation
indexes
(location
quotient)

Ethnic segregation
of Turkish
inhabitants in
Berlin West (7
color-mapped
areas)

In 1973, more than half of all Turks in West
Berlin lived in Kreuzberg and Wedding.
The research reports that in 1975 Turks
were the most segregated compared to
Germans, Italians, Greeks, Yugoslavs and
other groups. By 1990, segregation
between Turks and Germans had largely
decreased.

Nakagawa
[49]

{1965,
1970, 1975,
1980, 1985}

Hierarchical
cluster
analysis

Age-group
segregation (the
area was divided
in a two
concentric zone
model of West
Berlin)

The age groups 0-19 and 35 and over are
more densely distributed in more densely
in Outer Berlin than in Inner Berlin, and
the age groups 20 to 34 tend to be more
densely distributed in Inner Berlin.

Kemper [7] {1991,
1995}

Plotting
segregation
indexes

• Ethnic
segregation (2
zones, West and
East, classified in a
total of 6 colored
areas)
• Age-group
segregation
(Comparison of
West and East
Berlin, classified in
a total of 7 colored
areas)

The study notes that age segregation was
more pronounced in East Berlin before
unification, while socio-economic
segregation was more pronounced in
West Berlin. After unification, there was a
decrease in the age group of children
under 6 in the former East Berlin. Also,
segregation rates of the foreign
population decreased in both former
West and East Berlin.

Kröhnert
and
Vollmer
[15]

{1992,
1994, 1996,
1998, 2000,
2002, 2004}

Cluster
analysis

• Gender
segregation (5
clusters, at country
level)

Berlin is part of a cluster of German
geographical areas segregated by gender
in which “the sex ratio is above average
(. . . ) and the share of students is the
second highest among all clusters. The
cities have strong service and tourism
sectors. Unemployment among young
people is low. The proportion of people
employed in service sectors is among the
highest of all clusters” [15, p. 9].

Blokland
and Vief
[27]

{2007,
2012, 2016}

Plotting
segregation
indexes
(location
quotient)

• Ethnic
segregation (5
color-mapped
areas)
• Socio-economic
(5 color-mapped
areas)

Ethnic indicators:
• Foreigners (strong decrease)
• Persons with migration background (fair
decrease)
• Migration background: Turkey and
Arabic states (strong decrease)
• Migration background: European Union
(stable)
Socio-economic indicators:
• Unemployed persons (stable)
• Long-term unemployed persons (stable)
• Non-unemployed persons receiving
state subsidies (slight increase)
• Child poverty (slight increase)

Marcińczak
and Bernt
[28]

{2007,
2008, 2009,
2010, 2011,
2012, 2013,
2014, 2015,
2016, 2017,
2018, 2019}

Regression
trees;
Hierarchical
cluster
analysis

• Ethnic
segregation (7
clusters)

This research found the following clusters:
• Rising pluralist enclaves
• Non-isolated host communities I
• Stable pluralist areas
• Non-isolated host communities II
• Established and increasingly pluralist
areas
• Stable non-isolated host communities
• Persistent host communities
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Table 3 (Continued)

Author Cohort Method Dimension
explored

Main findings

Masías et
al. [29]

{2020} Multivariate
Kernel
Density
Estimation;
Non-
Negative
Matrix Fac-
torization.
Maps are
provided
for each
dimension.

• Ethnic
segregation (4
clusters)
• Age-group
segregation (3
clusters)
• Socio-economic
segregation (3
clusters)

Using a data science approach, it was
possible to reveal highly interpretable
patterns in the data, confirming the
existence of the phenomena of ethnic
segregation, age-group segregation and
socio-economic segregation.

Present
work

{2009,
2010, 2011,
2012, 2013,
2014, 2015,
2016, 2017,
2018, 2019,
2020}

Multivariate
Kernel
Density
Estimation;
Dynamic
Fuzzy
C-Means;
Maps and
Bump
charts are
provided
for each
dimension

• Ethnic
segregation
(Changes from 7
to 8 clusters)
• Age-group
segregation (4
clusters)
• Socio-economic
segregation (3
clusters)
• Gender
Segregation (3
clusters)

Macro dynamics
• The identification of a new cluster was
determined.
Microdynamics
Migration background:
• Cluster 0: Lebanon and Turkey become
since 2010 the most overrepresented in
this cluster
• Cluster 1: The most overpreserented is
USA
• Cluster 2: subpopulation from Iran is the
most overrepresented
• Cluster 3: subpopulation from Poland is
the most overrepresented
• Cluster 4: Only Germans are
overreprested and the rest groups
become underrepresented
• Cluster 5: Kazakhstan, Vietnam, former
Soviet Republic, among others, are
over-represented.
• Cluster 6: Spain, France and Italy, among
others, remain overrepresented over time.
• Cluster 7: subpopulations with
migratory backgrounds from Syria and
China become the most overrepresent
sup-population in the emergent cluster.
Age-group segregation:
• Cluster 0 only over-represents
subpopulations the 65 and 90
subpopulations.
• Cluster 1 over-represents young adults,
adolescents and teenagers
• Cluster 2 over-represents all groups,
especially those aged 65-90
• Cluster 3 over-represents young adults
and children.
Gender segregation:
• There is no residential segregation by
gender. The clusters appear to mirror
changes in population density across the
city.
Socio-economic segregation:
• The clusters can identify areas where
there is a higher density of people
applying for unemployment benefits.
Qualitatively, it can also be observed that
there was a change in the distribution of
these residential densities across the city
in 2009 and 2020.
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Figure 11 Continued

segregation. First, we would like to stress that the proposed methodology allows us to
identify changes that we can label macro and micro. By macro changes, we refer to the
possibility of clusters appearing, moving, or disappearing over time. By micro changes,
we refer to the internal changes that can occur in the composition of each cluster, which
we have operationalized and visualized using bump charts. Table 3 summarizes the main
results of our approach, together with selected previous studies.

5.1.1 Macro dynamics
The results allowed us to establish that there is evidence of a structural change over the
period analyzed.Within this structural change, a new cluster emerged in 2015, coinciding
with the peak of themigration wave in the context of the Europeanmigration crisis. Given
the nature of the dynamic clustering algorithm we use, which uses all past data to assess
whether a change in cluster structure is taking place, identifying the emergence of a new
cluster structure requires an event at the demographic level thatmakes it possible. Themi-
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gration crisis in Europe and Germany’s unprecedented refugee policy make the structural
change we detect in Berlin a plausible interpretation of the data analysis results. The abil-
ity to detect the presence of residential segregation is themost salient finding of this study,
as it demonstrates that the methodology can help to identify new patterns of residential
segregation.

5.1.2 Micro dynamics
At the micro level, the bump charts show that some clusters have developed overrep-
resented subpopulations over time, others only underrepresented subpopulations, and a
combination of both. The main trends identified can be summarized as follows:
• Concerning ethnic residential segregation: In terms of micro-dynamic changes, the
proposed method allows us to study the changes within each cluster. The richness of
the results allows us to observe the overrepresented subpopulations in each cluster
and the changes in the classification of each cluster, allowing us to observe the
dynamics over time. The results are consistent. They continue to show the results of
the now long-past migration waves of “temporary” guest workers (i.e. the so-called
Gastarbeiter) from Turkey and Lebanon. However, it is only in the present work that
we can observe the positioning of the Syrian and Chinese migrant subpopulations as
the most over-represented subpopulations as part of Cluster 7. The fact that both
Syrian refugees and asylum seekers from China are known reality of recent
immigration to Berlin. For example, Kate Martyr [48], an editor and video producer at
DW’s Asia desk, reports on the surge in asylum applications from China to Germany,
particularly from the oppressed Uighur minority. Finally, we observe the increase or
decrease of the spatial areas occupied by the clusters in Berlin as the normalized
cluster size changes, which was noticeable in 2015 due to the structural change of the
clusters.

• Concerning age-group segregation: In general, the bump charts show slight changes in
the ranking of the categories of variables describing the phenomenon of age
segregation. Age segregation is a demographic phenomenon characterized in detail by
Yamamoto, Kemper, and Nakagawa, who used data available before and after the fall
of the Berlin Wall. Nakagawa found two clusters in West Berlin, characterized by
higher adult densities in outer Berlin compared to populations in inner Berlin.
Kemper compared East and West Berlin before and after reunification and found
different degrees of segregation in these two areas. Finally, Masías et al. [29] find four
clusters with different age group distributions in the city.
Through the application of dynamic analysis, our study confirms the existence of

age group segregation phenomena, which is materialised in the four clusters we have
found. The maps we present do not show idealized concentric zones, as suggested by
earlier studies such as Nakagawa’s, but more complex-shaped clusters that can be
observed visually. We find that older people are concentrated in the peripheral areas
of Berlin, spatially surrounding the other groups within the city, as seen in the maps
provided. We also identified areas where young adults are found and clusters where
children are over-represented. We also observe that the standardized size of the
clusters does not change significantly over time, which can be interpreted to mean that
the spatial areas these clusters occupy in space remain relatively stable. This is highly
consistent with the observation of Nakagawa, who stated that “residential segregation
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by age group is a very real phenomenon” [49, p. 134]. In our results, we show with
greater detail that the phenomenon of residential age segregation is present in Berlin.

• On socio-economic residential segregation: We observed that the ranking of the
variables remained stable, i.e. in the same ranking position in all clusters during the
years studied. Compared to previous research, some similarities can be observed in
the locations with the highest rate of people claiming state subsidies (see the maps
published by Blokland [27], Fig. 13.3 in p. 257). Finally, we would like to report that we
have observed a qualitative change that can be seen in the 2020 map, where cluster
areas take on new shapes. The results of the method show that, at least visually, there
are socio-economically disadvantaged areas that only expanded in the years 2009 and
2020, which is reflected in the size of the clusters. We should bear in mind that 2009
was part of the subprime financial crisis and in 2020 the economy was under the
stress of the COVID-19 outbreak. We believe that the change in cluster shapes may be
related to the event of the global COVID-19 pandemic when many individuals in
Berlin started to apply for social welfare. However, more research is needed to link
this qualitative observation to a cause-effect relationship.

• On residential segregation by gender: We found changes in the variables describing
population densities by gender. The data analysis shows 3 clusters representing
different densities of male and female individuals. However, we observe cluster
densities that reflect a slight imbalance between females and males. Finally, the
normalized cluster size does not vary significantly over time, which means that the
spatial areas of the clusters have neither shrunk nor expanded spatially throughout
observation.
Kröhnert and Vollmer [15] have argued that women from rural areas in Germany

migrate to large cities such as Berlin more than men who remain in rural areas. Under
this hypothesis, one might expect the possible emergence of clusters in which groups
of internal migrants of women form clusters reflecting this phenomenon, which is still
unknown to us. However, the variation in high, medium and low population density
described by the clusters seems to reflect the variation in population density as a
whole. Some changes are numerically small, but qualitatively significant for
monitoring the expansion of gender residential segregation observed in other
geographical regions (e.g. for examining population sex ratios in China and Saudi
Arabia over time and space). Perhaps because the sex ratios in Germany are mostly
balanced, the phenomenon can be observed when comparing rural areas with urban
areas or between eastern and western Germany, i.e. when looking at data at the
country level.

In this study, an analysis was conducted using a dynamic approach to describe the phe-
nomenon of residential segregation in Berlin. As described in this paper, residential seg-
regation is more of a complex dynamic phenomenon where different facets of Berlin’s
subpopulations are over- or under-represented in clusters across the city. We believe that
the use of dynamic cluster analysis may be of particular interest to researchers who would
like to find patterns that emerge from the data rather than trying to explain or predict a
variable from a survey or a multivariate index, as in both cases, it can be understood as
a supervized analysis problem, which by definition involves the creation of a variable or
index that directly represents residential segregation. In ourmethodological and theoreti-
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cal approach, patterns emerge fromdata based onmultivariate and non-black box analysis
methods.
Thus, at a high conceptual level, the analysis shows that there is no such thing as a

subpopulation that isolates itself in residential areas. Instead, it can be represented as a
multivariate phenomenon where clusters can be observed on the dimension of migration
background, age groups, socio-economic groups, or the dimension of gender. These di-
mensions may have causal relationships with each other. However, in this study, we have
taken a more focused approach to represent the phenomenon of residential segregation,
which has been extensively documented in Berlin, rather than generating an explanatory
model, as is commonly attempted.

5.2 Future research
Future research would aim to apply this approach to data from other cities in Germany
and worldwide. In particular, it would be exciting to study demographic changes inmigra-
tion crises or birth shortages and case diffusion processes in times of pandemics. It would
also be interesting to include other variables that represent the neighbourhood, the qual-
ity of life of people, or the transport systems. In this way, the representation of residential
segregation would also have associated elements of the city’s infrastructure. Another idea
is to analyze the clusters by looking at several dimensions together, for example, age and
migration background, rather than studying them independently. But we explore these di-
mensions separately to illustrate the general thrust of our approach and also to contribute
to protecting geo-privacy.

5.3 Practical applications
In this context, we believe that the approach followed in this study has multiple prac-
tical applications. Several tools describe the demography of Berlin, and some of them
focus on measuring the integration of migratory subpopulations, such as the so-called
“Integration Indicator Report”, which is based on data provided by Der Mikrozensus,
das Sozioökonomische Panel, and the Programme for International Student Assessment
[50]. Also, the annual indicators published by the Federal Statistical Office (Destatis) [51],
theGerman Expert Council on Integration andMigration (https://www.svr-migration.de/
jahresgutachten/) and the annual reports of the Organisation for Economic Co-operation
and Development Integration Monitoring [52] provide an overview of the migration situ-
ation of the diverse communities in the different countries.
The differential aspect of our approach is that it allows us to observe demographic

changes in residential areas over time from a global perspective. In addition, different sets
of variables can be analyzed separately or together. For example, as shown in Table 1, little
is known about digital segregation. The possibility of analyzing the dynamics of clusters
allows for a better understanding of the impacts of territorial policies and social interven-
tions.We believe that the future availability of spatial databases describing the information
and communication technologies used will make it possible to generate new represen-
tations of the relationship between the different aspects describing the phenomenon of
residential segregation.

5.4 Limitations
The clustering algorithm makes it possible to detect structural changes, but it does not
provide direct knowledge of the exact size of the clusters in each period. Instead, it only

https://www.svr-migration.de/jahresgutachten/
https://www.svr-migration.de/jahresgutachten/
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gives an idea of the size of the clusters in terms of proportions, as the algorithm aggregates
data fromprevious periods in its updating process in each new re-evaluation, which can be
seen as a limitation of the analytical approach. However, a more robust assessment of dy-
namic changes can be obtained with this strategy. The dynamic fuzzy clustering algorithm
updates the clusters by incorporating the data previously evaluated in previous cluster up-
dates. This means that it treats all previously analyzed data at each stage as entirely new.
Using this strategy, the algorithmmonitors structural changes rather than assessing year-
on-year changes in the cluster. In this way, it detects changes in cluster composition when
new data that differ from previously observed classes appear. Instead, the important thing
is to assess how different the distribution of the data being aggregated is at each point in
time. We can assess that this does not correspond to a local change but to a significant
one because the algorithm detected this change considering all the previously available
and evaluated data.

5.5 Conclusion
In this paper, we have proposed a methodology to explore and describe the demography
of Berlin in residential areas. The proposed methodology allows us to make new obser-
vations on how different subpopulations are distributed in residential areas. In addition,
as the analysis is carried out over time, new insights were gained into the changing in-
ternal composition of clusters, a rich diversity, and structural changes. We conclude that
this novel approach, based on data science principles, allows us to identify patterns of res-
idential segregation in Berlin in a more unified way. We encourage other researchers to
develop new hypotheses about the demographic changes observed in residential areas and
the factors that might explain them.

Appendix: Cluster size over time

Table 4 Cluster size over time-based on migration background variables

Cluster 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

0 12,743 23,883 34,978 46,030 56,991 67,600 84,643 95,928 106,916 118,175 128,286 138,482
1 5721 11,449 17,020 22,549 28,284 34,246 41,158 47,423 53,745 60,006 66,851 73,588
2 1345 2786 4218 5648 7088 8530 6942 7825 8654 9543 10,341 11,139
3 2653 5592 8712 11,851 15,057 18,218 17,475 20,200 22,977 25,617 28,489 31,491
4 3296 6947 10,721 14,642 18,486 22,268 24,064 27,852 31,527 35,363 39,444 43,558
5 3152 6974 10,822 14,749 18,878 23,156 20,102 23,356 26,721 30,034 33,110 36,171
6 2353 4750 7173 9603 12,031 14,509 14,914 17,145 19,372 21,608 23,718 25,792
7 – – – – – – 11,442 13,235 15,083 16,862 18,909 20,985

Table 5 Cluster size over time-based on age-group variables

Cluster 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

0 8878 17,953 27,129 36,355 45,590 54,716 64,048 73,398 82,748 92,108 101,089 110,130
1 13,908 27,265 40,671 54,131 67,853 81,643 95,751 109,839 123,702 137,722 152,316 166,976
2 5257 10,702 16,113 21,568 27,042 32,535 38,043 43,616 49,216 54,806 60,027 65,268
3 3220 6461 9731 13,018 16,330 19,633 22,898 26,111 29,329 32,572 35,716 38,832
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Table 6 Cluster size over time-based on gender variables

Cluster 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

0 3637 7307 10,959 14,638 18,341 22,010 25,693 29,374 33,017 36,556 39,536 43,144
1 19,647 38,745 58,295 77,700 97,361 117,216 137,320 157,678 177,568 198,016 218,377 238,998
2 7979 16,329 24,390 32,734 41,113 49,301 57,727 65,912 74,410 82,636 91,235 99,064

Table 7 Cluster size over time-based on socio-economic variables

Cluster 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

0 7158 14,389 22,112 33,393 44,725 56,454 68,216 79,462 90,243 101,038 111,819 119,882
1 17,259 34,457 51,589 66,840 82,386 97,864 113,824 130,342 146,901 163,631 180,108 197,498
2 5267 10,328 15,133 19,302 23,426 27,108 30,765 34,346 38,060 41,769 45,473 50,683
3 1579 3207 4810 5537 6278 7101 7935 8814 9791 10,770 11,748 13,143
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