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Abstract
Book recommender systems provide personalized recommendations of books to users
based on their previous searches or purchases. As online trading of books has become
increasingly important in recent years, artificial intelligence (AI) algorithms are needed
to recommend suitable books to users and encourage them to make purchasing deci-
sions in the short and the long run. In this paper, we consider AI algorithms for
so called collaborative book recommender systems, especially the matrix factor-
ization algorithm using the stochastic gradient descent method and the book-based
k-nearest-neighbor algorithm. We perform a comprehensive case study based on the
Book-Crossing benchmark data set, and implement various variants of both AI algo-
rithms to predict unknown book ratings and to recommend books to individual users
based on the highest predicted ratings. This study aims to evaluate the quality of the
implemented methods in recommending books by using selected evaluation metrics
for AI algorithms.
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1 Introduction

Book recommender systems are often used by companies to present interesting and
personalized book recommendations to their customers. The recommendations are
supposed to convince the customer to buy books in the short run and to use the book rec-
ommender system for further purchases in the long run. As online trading of books has
considerably increased in recent years [1], book recommender systems have become
more important. Online booksellers such as Amazon, Barnes & Noble, Waterstones,
and Thalia have played an important role in this development. For instance, current
challenges for recommender systems are taking into account the user’s context, e.g.,
time or mood [2–4], ensuring diversity [5] and including implicit ratings to a greater
extent [6] when generating book recommendations. Generally, the research focus has
turned toArtificial Intelligence (AI) algorithms, e.g., the number of papers considering
deep learning techniques has increased significantly in recent years and is frequently
applied to recommender systems [7–9]. Note that AI, like machine learning, deep
learning, data mining, and Big Data analytics, is based on Data Science techniques,
so these areas are closely related [10–12]. While AI refers to the development of
intelligent techniques that can perform tasks that typically require human intelligence
[13], Data Science is an interdisciplinary field that involves the extraction, processing,
analysis, and interpretation of large and complex data sets. In particular, deep learning
and various variants of neural networks offer a new way to address current challenges
of recommender systems [14] and beyond [15–19]. However, when using these black
box algorithms, the problem of missing explainability of how the recommendations
are generated needs to be considered [20–22].

In book recommender systems,AI algorithms have the task of suggesting books that
buyers are potentially interested in and that have not been read by them. Depending
on how the AI algorithms are supposed to recommend books, a distinction is made
between collaborative, content-based, and hybrid book recommender systems. In a
collaborative book recommender system, AI algorithms access all book ratings that
have been submitted byusers of the book recommender system.Based on the submitted
book ratings, the AI algorithms predict for each user the ratings for the books they have
not yet rated. Then, the books with the highest predicted ratings can be recommended
to each user [23]. Users mostly have rated a very small proportion of the books that
exist in the data. Thus, AI algorithms have to predict more of the book ratings than
are known. In this paper, we focus on AI algorithms in collaborative recommender
systems.

Two popular AI algorithms in collaborative recommender systems are the matrix
factorization algorithm using the stochastic gradient descent method and the book-
based k-nearest-neighbor (knn) algorithm [24]. In this paper, both these algorithms
are considered in the framework of the modified Book-Crossing data set. This data
set from Cai–Nicolas Ziegler [25] is a kind of benchmark data basis for research on
AI algorithms in collaborative recommender systems [26]. We investigate a subset
consisting of 42,137 explicit ratings of the Book-Crossing data set that forms the data
basis. The task of both AI algorithms is to predict the unknown book ratings of the
modified Book-Crossing data set, and then to recommend the books with the highest
predicted ratings to each user. By using different variants of both AI algorithms, this
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paper aims to evaluate both these algorithms in recommending books based on the
modified Book-Crossing data set. For this aim, the quality of both AI algorithms is
measured by selected evaluation metrics for AI algorithms.

This paper is organized as follows. In Sect. 2, after introducing the basics of collab-
orative book recommender systems, a short overview of AI algorithms and common
evaluation metrics is given. Section3 presents the book-based knn-algorithm and the
matrix factorization algorithm using the stochastic gradient descent method. In Sect. 4,
we provide a comprehensive case study based on the Book-Crossing data set. In par-
ticular, we establish modifications to the data basis, present our methodology and
proposed procedure, give the results of the study, and discuss them in detail. In the
frameworkof the case studywe showhow the quality of bothAI algorithms ismeasured
using selected evaluation metrics. For this purpose, the statistical software R and the
corresponding package Recommenderlab, which was developed for collaborative
recommender systems [27], is used. Finally, Sect. 5 concludes the paper.

2 AI Algorithms in Collaborative Book Recommender Systems

2.1 Essentials

AI algorithms in collaborative book recommender systems are equivalent to AI algo-
rithms that are generally used in entertainment recommender systems (e.g., movie
recommender systems), where the entertainment products are referred to as items.
The research on book recommender systems depends very much on the research flow
on entertainment recommender systems, and most of the results are transferable to
book recommender systems. AI algorithms need data about the book ratings by users,
which can be explicit or implicit book ratings. A book rating is called an explicit
book rating if a user actively assigns a rating on a specific scale (e.g., a scale from
1 to 10, where 10 represents the most positive experience and 1 is the most negative
experience) to a book, see Table 1.

In contrast, an implicit book rating is not directly given by a user. Instead, the book
ratings are predicted based on the user’s behavior [28]. For example, a rating of 1 is
assigned to a book if a user reads the complete book whereas the book gets a rating
of 0 if a user only spends a short time with the book. In the following, however, we
focus on explicit book ratings.

Table 1 Example of explicit
book ratings by users (on a scale
from 1 to 10)

Book 1 Book 2 Book 3 Book 4 Book 5

User 1 9 – – 1 –

User 2 – – – 6 4

User 3 10 10 – 1 –

User 4 – 10 9 – 9

User 5 – 10 9 – –
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A collaborative book recommender system includes data about p book ratings.
There are n users u1, . . . , un who have rated books, and m books i1, . . . im that have
received a rating by a user. The p book ratings are represented in an n ×m user-book
matrix B, see (2.1).

B =

i1 i2 · · · im
u1
u2
...

un

⎛
⎜⎜⎜⎝

r11 r12 · · · r1m
r21 r22 · · · r2m
...

. . .
...

rn1 · · · · · · rnm

⎞
⎟⎟⎟⎠

(2.1)

A user can rate a book only once. Every row shows the ratings by one user and
every column represents the ratings for one book. Thus, every entry in the user-book
matrix is a rating by one user for one book. Formally this means that the entry rui is
the rating by user u for book i . Rating all m books is the maximum amount of ratings
a user can give. A book can receive a maximum of n ratings meaning that every user
has rated this book.

In this paper, we consider rating predictions for users who have already rated at
least one book and for books that have already received at least one rating by a user.
Therefore, the cold start problem [29] that deals with the question of how to predict a
rating of a user or for a bookwithout any knowledge about past ratings is not addressed.
Most users have rated only a small percentage of the m books, which implies that B
is a sparse matrix. The density

DB =
( p

nm

)
· 100

of the user-book matrix measures the percentage of the known p book ratings in
relation to the theoretically possible book ratings (i.e., nm ratings). It is important for
the AI algorithms to be able to predict the large number of unknown ratings by a small
number of known ratings.

It should be noted that each user has a different view on the question of which
rating corresponds to a certain book quality. One user may argue that the rating 6 is
a good rating on a scale from 1 to 10, whereas another user considers only ratings
greater or equal to 9 as good ratings. The mean ru represents the average book rating
by a user. Based on the standard deviation σ (ru) of a user’s book ratings, conclusions
can be drawn whether a user has given similar book ratings (low standard deviation)
or varying book ratings (high standard deviation). The mean of the ratings of a book
r i indicates how well users have rated the book on average. Additionally, the standard
deviation σ (ri ) describes the size of the rating range for a specific book. The mean of
all p ratings of the user-book matrix is given by μ.

Based on the given book ratings, AI algorithms predict the unknown ratings of
the user-book matrix B. This enables the AI algorithms to create an ordered list for
each user with the N books that received the highest prediction. As a consequence,
the books on the list are recommended to each user. How AI algorithms deal with
different perceptions of the rating scale by users is explained in Sects. 3.1 and 3.2.
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2.2 Memory-BasedVersus Model-Based AI Algorithms

The AI algorithms in book recommender systems are distinguished between memory-
based and model-based AI algorithms.Memory-based AI algorithms access the entire
user-book matrix to recommend books to users [23, 30]. In contrast, model-based
AI algorithms create a model from the user-book matrix. Based on this model, users
get book recommendations. Within the memory-based AI algorithms, a distinction is
made between user-based and book-based AI algorithms. They employ two different
approaches to forecast the unknown ratings of the user-book matrix. User-based AI
algorithms predict the missing ratings of every user based on similar user ratings. In
contrast, book-based AI algorithms forecast the unknown ratings of every book by
considering the ratings of similar rated books. Based on the forecasts of the unknown
book ratings every user gets the books recommended that received the highest predicted
ratings. The knn-algorithm is a popular memory-based AI algorithm in collaborative
book recommender systems [23, 31].

Model-based AI algorithms can be classified into the fields of regression, cluster-
ing, neural networks, deep learning and dimensionality reduction [31]. Model-based
AI algorithms are mostly dimension-reducing algorithms, and matrix factorization
algorithms are often applied in this context. The matrix factorization algorithm using
the stochastic gradient descent method and the matrix factorization algorithm using
the alternating least squares method are two popular matrix factorization algorithms
[23, 24]. Additionally, research on neural networks and deep learning in collabora-
tive recommender systems has increased significantly in recent years and can also be
applied to collaborative book recommender systems [7–9].

2.3 EvaluationMetrics for AI Algorithms in Book Recommender Systems

AI algorithms in book recommender systems predict the unknown book ratings of the
user-book matrix B. Based on the predictions, the AI algorithms suggest N books
to every user as an ordered list. The quality of the AI algorithms depends on the
grade of satisfaction of the users in relation to the proposed books. However, the
satisfaction is hardly measurable in reality. Thus, the quality of the algorithms can
only be approximated by online or offline tests [28, 32]. In the following, we focus
on offline tests and the corresponding evaluation measures. The evaluation metrics
can be divided into the fields of prediction accuracy, classification accuracy and
diversity [23]. The values of the evaluation metrics depend on the characteristics of
the considered data set (e.g., the range of the rating scale). Therefore, it is important
to compare the quality of different AI algorithms using the same data set [28].

Split, bootstrapping and cross-validation are methods that can be used to evaluate
the AI algorithms [27]. In particular, in a cross-validation, users are divided into a
predetermined number of groups of equal size. The number of groups is equivalent to
the number of iterations performed. In each iteration, one group is the test group and
all other groups are considered to be the training groups. The test group is changed in
every iteration, so that after all iterations each userwas in the test group once. The users
of the training groups are referred to as training users and the users of the test group
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Table 2 Overview of the classification accuracy (confusion matrix)

Recommended Not recommended All

Relevant books mre (TP) mrn (FN) mr

Irrelevant books mie (FP) min (TN) mi

All me mn m

are referred to as test users. In each iteration, a model is developed based on the given
ratings of the training users. This model is then tested on the test users. In this process,
some of the known ratings are employed to test the model and some of the known
ratings of the test users are withheld to validate the model. Most offline evaluation
metrics are measured by the predicted values for the withheld ratings. This is mostly
done by taking the mean of the values regarding the offline assessment metrics in all
iterations [27].

Prediction accuracy metrics measure how precisely an AI algorithm estimates the
ratings. The larger the deviation of the predicted value from the true value is, the larger
is the value of the metrics, and the worse the prediction accuracy of the AI algorithm.
In the following, we consider three common prediction accuracymetrics, i.e., the Root
Mean Square Error (RMSE), the Mean Square Error (MSE), and the Mean Absolute
Error (MAE):

RMSE =
√∑

rui∈rtest(r̂ui − rui )2

ptest

MSE =
∑

rui∈rtest(r̂ui − rui )2

ptest

MAE =
∑

rui∈rtest |r̂ui − rui |
ptest

Here, rtest denotes the ratings of the test data set that need to be validated and ptest
denotes their number. The real ratings are referred to as rui , whereas r̂ui represents the
predicted ratings of user u for book i .

Classification accuracy metrics determine whether a user receives book recom-
mendations that are relevant to the user [23]. The larger the value of a classification
accuracy metric, the larger the classification accuracy. Precision and Recall are the
two most popular classification accuracy metrics and can be computed based on the
confusion matrix given in Table 2:

Precision = mre

me

Recall = mre

mr

Note that it holds 0 ≤ Precision,Recall ≤ 1.
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In Table 2, the following acronyms are used: True Positives (TP), False Negatives
(FN), False Positives (FP), True Negatives (TN). Following Table 2, the recommended
but irrelevant number of books mie corresponds to the type I error. Additionally, the
number of books mrn that is not recommended but relevant can be interpreted as
type II error. Precision measures how many of the recommended books are relevant,
whereasRecall specifies howmany of the relevant books are recommended. Therefore,
Precisionminimizes the type I error, while Recall minimizes the type II error. Note that
minimizing one error type increases the other error type in many cases. This leads to a
trade-off between the maximization of Recall on the one hand and the maximization
of Precision on the other hand [23].

Another important evaluation metric is Diversity. The main idea is that users do
not appreciate to have the same books suggested over and over again. Diversity can
be measured in different ways [5, 33]. One approach is to determine how many of the
m books of the data set are recommended to the users. This ability is called Coverage.
If there are many books that are not recommended to any user, this could mean a lack
of diversification. Bobadilla et al. [34] defined a user’s coverage as the proportion of
books not rated by the user that have been rated by one of the user’s nearest neighbors
(a user’s nearest neighbors are users who have rated books similarly to the considered
user). Yang et al. [23] presented a different approach to measure Diversity that takes
into account the similarity of books recommended to one user and the similarity of
books recommended to two different users.

3 AI Algorithms

3.1 Book-Based knn Algorithm

The knn algorithm is a nonparametric algorithm [35]. In collaborative book recom-
mender systems, it is used as a regression algorithm to estimate the missing values of
the user-book matrix B. A distinction is made between the user-based and the book-
based knn-algorithm. We will mainly focus on the book-based knn-algorithm in the
following.

First, for every book, the similarity to all other books is measured by a similarity
measure. Two books are considered to be similar, if users have given them a similar
rating. The k nearest neighbors of a book are the k books that are most similar to
the book. Every book has users who have not rated the book. Based on one user’s
ratings for the k nearest neighbors of the book the user’s rating for the book can be
predicted. Therefore, the user’s ratings for the k nearest neighbors are weighted with
the value of the corresponding similarity measure. For example, in Table 1, books 2
and 3 have received similar ratings by users 4 and 5. Book 2 has been highly rated by
user 3. Therefore, the predicted rating of user 3 for book 3 could also be high.With this
approach, the knn algorithm tries to predict all unknown book ratings. After obtaining
the predictions, the N books with the highest predicted ratings are suggested to each
user [23].
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The similarity of two books is measured by a similarity measure. A common sim-
ilarity measure is the Bravais-Pearson correlation coefficient [36]

wi
gh =

∑
u∈U

(
rug − r g

) · (ruh − rh)√∑
u∈U

(
rug − r g

)2 ·
√∑

u∈U (ruh − rh)2
(3.1)

with−1 ≤ wi
gh ≤ 1,wherewi

gh indicates the similarity of thebooks ig and ih measured
by the Bravais-Pearson correlation coefficient. Note that only the users who have rated
both books (i.e., u ∈ U ) are used for the calculation. Some books may generally have
been rated higher than other books. This is taken into account by subtracting the
respective mean. The mean of book ig is given by r g and the mean of book ih is given
by rh . Therefore, a user’s rating counts as a positive rating only if it exceeds the mean
of the book’s ratings. The denominator contains the standard deviation of the ratings
from the mean. A large standard deviation indicates that a book has received different
ratings. In contrast, a low standard deviation means that a book has received mostly
the same ratings. In this way the differences of the ratings from the mean considered
in the numerator are scaled. Thus, the Bravais-Pearson correlation coefficient takes
into account general rating differences between books. A value of “1” implies a high
similarity between two books, whereas a value of “−1” means that two books have
received opposite ratings by users and are therefore not similar. The adjusted cosine
similarity and the Euclidean distance are also popular similarity measures but are not
considered in this paper [37].

To improve the quality of the similarity measure, the number of users who have
rated both books could be considered. This ensures that books are only counted as
similar if they have been rated similarly by multiple users [23, 37]. This approach can
be represented for the calculation of the similarity of two books as follows [23]:

w
′i
gh = 2 · |Ug ∩Uh |

|Ug| + |Uh | · wi
gh (3.2)

In (3.2), |Ug| represents the number of users who have rated the book ig , |Uh | indicates
how many users have rated the book ih and |Ug ∩ Uh | corresponds to the number of
users who have rated both books. The fraction gets smaller if fewer users have rated
both books.Multiplying the fraction bywi

gh ensures that very few common user ratings
result in a lower similarity of two books [23].

After calculating the similarity measures for all books, the k nearest neighbors
are determined for each book. The k nearest neighbors of a book are the books that
have the highest similarity value [23]. The unknown ratings of users for a book are
determined by weighting the ratings of these users at the k nearest neighbors of the
book with the similarity measure [36, 37]:

P(ug) = r g + σ(rg) ·
∑

ga∈N (g)

(
ruga−r ga
σ(rga )

)
· wi

gga∑
ga∈N (g) wi

gga

(3.3)
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Here, P(ug) is the prediction for the rating of a user for book ig . The k most similar
books to book ig are in the set N (g). These books are denoted by ga, . . . , gk . Only
the books that have been rated by a given user are considered as nearest neighbors
in the prediction. To account for differences in ratings between books, the ratings of
the books are normalized. Additionally, the normalized ratings are weighted by the
similarity measure wi

gga .
The user’s weighted normalized ratings for the books are transformed into the

book’s rating scale by multiplying the standard deviation σ(rg) of the book’s ratings.
The resulting value is added to the mean r g of book ig . If book ig has a large standard
deviation, the multiplication by the standard deviation ensures that a positive value
should cause a greater deviation of the predicted value from the mean r g of book ig .
This approach is knownas z-score.Another commonapproach is givenby thedeviation
from the mean. This approach does not take into account the standard deviation of the
considered book and the book’s nearest neighbors [36, 37]. In this way, the unknown
ratings of users are estimated for each book. As explained later in this section, it may
not be possible to predict all ratings. For each user, the books not yet rated by the user
are sorted in a descending order according to the height of the predicted rating.

The book-based knn algorithm can be classified as either a memory-based [23, 31]
or a model-based AI algorithm [38]. It depends on whether each time a list of book
recommendations is created for a user, the similarity measures are recalculated using
the user-book matrix. If this is true, the book-based knn algorithm is a memory-based
AI algorithm. In contrast, the book-based knn algorithm can be considered as a model-
based algorithm if the similarity measures are recomputed only at regular intervals.
The model is the similarity matrix that contains the similarity between the books.
The classification of the book-based knn algorithm as a model-based AI algorithm
is supported by research results showing that the similarities between the books are
stable over time [38].

The quality of the knn algorithmdepends on the choice of the similaritymeasure and
the possible consideration of the number of common users of two books. Additionally,
the choice of the number of k nearest neighbors plays an important role: choosing a
small number of nearest neighbors could result in an overfitting to the ratings of the
nearest neighbors [28]. Moreover, there is a risk that the nearest neighbors have not
received any ratings by the user. This implies that it is not possible to predict a rating for
the book. Coverage (see Sect. 2.3) is a measure to determine the extent of the problem
[34, 36]. In contrast, choosing a large number of nearest neighbors could lead to the
problem of underfitting [35]. User’s ratings for books that are not similar enough to
the book might influence the prediction too much. In extreme cases this could lead to
unsatisfactory book recommendations. Therefore, it is often suggested to take a value
in the range between 20 and 50 for the number of k nearest neighbors to solve the
trade-off between overfitting and underfitting [36, 37].

3.2 Matrix Factorization Algorithm Using the Stochastic Gradient Descent Method

The matrix factorization algorithm using the stochastic gradient descent method is a
model-based AI algorithm. The main assumption behind the matrix factorization is
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that the book ratings of users can be explained by j latent factors [24]. For every user,
it is predicted how important the occurrence of a latent factor in a book is to the user.
The prediction is based on the p known book ratings. Additionally, for every book,
the known ratings are used to estimate the extent to which a latent factor occurs in the
book [24].

The information about how important a latent factor is to a user is stored in the n× j
dimensional user-factor matrix P . Additionally, the information about the occurrence
of the latent factors in the books is stored in them× j dimensional book-factor matrix
Q. Every row pu of P corresponds to one user of the user-book matrix B and every
column of P represents a latent factor. Every column qi of the book-factor matrix Q
belongs to one book and every row represents one latent factor. The number of latent
factors is much smaller than the number of books m and the number of users n. Thus,
the storage in the two matrices P and Q leads to a strong reduction of the dimensions
in which the information is available. Therefore, the matrix factorization algorithm
is classified as a dimension-reducing algorithm (see Sect. 2.2). It can be described as
an attempt to map the information of the user-book matrix by the information about
the latent factors of the users and the books [24]. The matrix factorization algorithm
estimates the user-book matrix B by the product of the user-factor matrix P with the
transposed book-factor matrix Q:

B̂ = PQT

The estimated user-book matrix B̂ is of the same dimension (n × m) as the real user-
book matrix B.

In reality, the meaning of the latent factors is not known and it is not known how
many latent factors are necessary to map the information of the user-book matrix B.
Additionally, it is not known which values the users and books have in the latent
factors. In the following, for a better illustration, it is assumed that the meanings of the
latent factors are known. It is explained how for a given number of j latent factors, the
entries of P and Q can be determined using the stochastic gradient descent method.

Each entry of P expresses how important the user considers the occurrence of a
latent factor in a book. A high value means that a user has a preference for the latent
factor, whereas a low value indicates that the occurrence of the factor is irrelevant for
the user. Each entry of Q indicates the extent to which a book contains a latent factor.
A high value means that the latent factor occurs in the book. In contrast, a low value
implies that the book does not contain the latent factor. To predict the book rating rui ,
the scalar product of the row pu with the transposed row qi is calculated [23]:

r̂u,i = puq
T
i (3.4)

The row pu contains the values of the latent factors of the user u and the transposed row
qi includes the values of the latent factors of the book i . Thus, the user’s preferences
for the latent factors are each weighted by the extent of the corresponding latent factor
in the book. A high book rating is predicted if the latent factors are rated highly by the
user.
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Example 3.1 Fantasy, thriller, humor and history are latent factors in books. Equa-
tion (3.5) shows that the user likes fantasy books. Additionally, it reveals that the user
does not really care whether a book is a historical book or not. Since Harry Potter is a
fantasy book, a high rating for this book is predicted for the first user. In contrast to the
first user, the second user likes historical books and does not care whether a book is a
fantasy book or not. Thus, a high rating is estimated for the Robinson Crusoe book.

B̂ =
Fantasy Historic

user 1
user 2

(
5 1
2 4

) ·
Harry Potter Robinson Crusoe

Fantasy
Historic

(
1 0.4
0 1

)

=
Harry Potter Robinson Crusoe

user 1
user 2

(
5 3
2 4.8

)
(3.5)

In the following, it is described how to estimate the entries of P and Q using
the stochastic gradient descent method. Therefore, a number j of latent factors is
determined, and the stochastic gradient descent method is performed for different
values of j . Thus, the optimal value of j can be determined by cross-validation. The
estimation of the twomatrices is based on the p known book ratings that are referred to
as rui ∈ K . The estimation tries to achieve two different goals, which can be mapped
into a loss function L that needs to be minimized:

L =
∑

(rui )∈K

(
rui − puq

T
i

)2 + λ
(
‖qi‖2 + ‖pu‖2

)
(3.6)

The value of the loss function depends on the choice of P and the entries of Q. On
the one hand, minimizing (3.6) implies choosing entries such that the known p book
ratings in B̂ have as much as possible the same value as in B. The first part of (3.6)
consists of the sum of these squared deviations. This prevents underfitting the known
book valuations. On the other hand, to avoid overfitting, the known p ratings, the
entries of the two matrices should not be chosen too large. Thus, in the second part of
(3.6), high values for the latent factors are penalized by L2 regularization. The value
of the parameter λ > 0 determines to which extent overfitting to the known valuations
is penalized. Additionally, it decides the outcome of the trade-off between overfitting
and underfitting. The optimization problem of the matrix factorization algorithm with
(3.6) to be minimized can be represented as follows [24]:

min
q∗,p∗

∑
(rui )∈K

(
rui − puq

T
i

)2 + λ
(
‖qi‖2 + ‖pu‖2

)
(3.7)

Example 3.2 To better illustrate the trade-off between overfitting and underfitting, a
user with the following preferences is considered. The user has given a good rating
to many non-fiction books as well as to a fantasy book with the Harry Potter book.
In this case, fantasy and science are the latent factors. This leads to the conclusion
that the user prefers scientific books with a high probability, whereas a preference
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for fantasy books can only be inferred with a small probability. The first part of (3.6)
prevents underfitting by ensuring that a high value is chosen for the latent factor
science. Otherwise the predicted ratings for the non-fiction books would be too low.
This would result in high deviations from the original ratings. Without the second
part of (3.6) for the latent factor fantasy, a high value would have to be selected as
well. The second part of L prevents overfitting to the known rating for Harry Potter
by penalizing too high values for the latent factor fantasy.

The stochastic gradient descent is a method to estimate the entries of P and Q
for a given number j of latent factors so that (3.6) is sufficiently minimized. Ng/Soo
[39] stated that the stochastic gradient descent method can only find a solution that is
close to optimality, but not necessarily an optimal solution. Before using the stochastic
gradient descent method it is necessary to determine the regularization parameter λ,
the learning rate γ , and the termination criteria. First, random values are chosen for
the entries of P and Q. Then, one of the p known ratings is randomly selected to
update the latent factors pu of the corresponding user and the latent factors qi of the
corresponding book in multiple iterations. The procedure for each iteration can be
described as follows: at the start of each iteration, it is calculated to what extent the
estimation of the known book ratings based on the latent factors (see (3.4)) deviates
from the true value of the known book rating. In the first iteration, these values are the
randomly chosen values described above for the entries of P and Q. The deviation is
denoted as eui and is defined as follows [23, 24]:

eui = rui − qTi pu (3.8)

The latent factors belonging to the book rating should be modified to minimize the
part of the loss function belonging to the book rating. Thus, the negative gradient with
the corresponding partial derivatives of the latent factors is required as the negative
gradient points in the direction of the steepest descent of the part of (3.6) belonging
to the book rating [24]:

∂Lu

∂qi
= 2(λqi − eui pu) (3.9)

∂Lu

∂ pu
= 2(λpu − euiqi ) (3.10)

The negative gradient indicates the direction in which the latent factors have to move
to minimize the corresponding part of the loss function. The learning rate γ is initially
set and determines how far the part of the loss function moves in the direction of the
steepest descent, and thus, how much the latent factors change. On the one hand, the
learning rate γ has to be large enough to find the minimum in a short time. On the
other hand, it should be not too large to achieve convergence. To achieve convergence,
a small value in the range of a few hundredths is mostly chosen for γ [40]. Thus, in
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each iteration, the latent factors of the user and the book are modified as shown in the
following [24]:

qi ← qi + γ (eui pu − λqi ) (3.11)

pu ← pu + γ (euiqi − λpu) (3.12)

Here, the value “2” from both partial derivatives (3.9) and (3.10) is considered in the
value for γ .

Afterwards, the next iteration is performed. In this iteration, the error (3.8) and
all following steps of this iteration are calculated with the modified values of qi (see
(3.11)) and pu (see (3.12)). Several iterations are performed for the known book rating
until a termination criterion is hit. A termination criterion can be amaximumnumber of
iterations or an insufficient improvement of the corresponding part of the loss function.
The stochastic gradient descent method ends when this process has been performed
for all known book ratings. After estimating P and Q, all entries of B̂ are computed
using (3.4). Out of the books not yet rated by the user, the user gets suggested the N
books that have the highest predicted ratings.

The presented estimation of the ratings by multiplying the latent factors of the book
by the latent factors of the user (see (3.4)) does not take into account the different
perceptions of the rating scale by the users in Sect. 2.1 [24]. Thus, when estimating B,
a common approach is to also include the bias of a book bi , the bias of a user bu and
the average book rating of all users μ. The bias bi indicates the deviation of the mean
of the ratings of the book i from μ, and bu indicates the deviation of the mean of the
ratings of the user u from μ [23, 24].

4 Applying AI Algorithms to the Book-Crossing Data Set

4.1 The Book-Crossing Data Set

Cai-Nicolas Ziegler collected the Book-Crossing data set in August and September
2004 by capturing anonymized data from the Book-Crossing Community within four
weeks [41], see the Book-Crossing website https://www.bookcrossing.com/about for
a detailed description of the organization. The data set is available at http://www2.
informatik.uni-freiburg.de/~cziegler/BX/. It consists of three tables, BX-Users, BX-
Books, andBX-Book-Ratings. The tableBX-Users contains anonymizeddemographic
information about the 278,858 users. It has three features,User-ID, location, and age.
User-ID as well as age are coded as integer and location is coded as string. Further
information about the 271,379 books are provided in the BX-Books table. The books
have a unique ISBN (coded as string) by which they are identified. Additional features
provided for every book are the book’s title, the book’s first author, the name of the
publisher (all coded as string), and the publication year (coded as integer). The BX-
Book-Ratings table (see Table 3 for exemplary entries) consists of 1,149,780 ratings
for 271,379 books by 278,858 users, the ratings (coded as integer) can be implicit or
explicit. Every implicit rating has the value 0 because of the assumption that a missing
rating implies a bad rating. The explicit book ratings are on a scale from 1 to 10,
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Table 3 First five entries of the original BX-Book-Ratings data set (the book title was added for illustrative
purposes)

User-ID ISBN Book title Rating

276725 034545104X Flesh Tones: A Novel 0

276726 0155061224 Rites of Passage 5

276727 0446520802 The Notebook 0

276729 052165615X Help!: Level 1 3

276729 0521795028 The Amsterdam Connection: Level 4 6

Table 4 Descriptive statistics related to explicit ratings of the Book-Crossing data set

Minimum 1st Quartile Median Mean 3rd Quartile Maximum NA’s

1.000 7.000 8.000 7.601 9.000 10.000 4

Table 5 Overview of the frequencies of the explicit ratings at the initial data set BX-Books-Ratings as part
of the Book-Crossing data set

1 2 3 4 5 6 7 8 9 10

1770 2759 5996 8904 50,974 36,924 76,456 103,734 67,540 78,610

with 1 being the worst and 10 being the best possible rating. The 271,379 books are
represented by their ISBN and the 278,858 users by their User-ID [25].

AI algorithms need data about the book ratings by users to predict a book rating.
Thus, only the BX-Book-Ratings data subset containing this required information
is considered in the following. The BX-Book-Ratings data set consists of 716,109
implicit and 433,671 explicit book ratings. Below, we focus on the 433,671 explicit
book ratings. As for descriptive statistics on the explicit book ratings see Tables 4 and
5.

Note that many users have rated a small number of books, and many books have
received a small number of ratings by users. As a consequence, the BX-Book-Ratings
data set was reduced by only considering users who have rated at least 10 books and
books that have received at least 10 ratings. The remaining data set consists of 42,137
explicit ratings for 2065 books by 1842 users. The corresponding user-book matrix
has 3,803,730 entries and a density of around 1.11%. Most of the books (around 50%)
have received 10–15 ratings, whereas most of the users (around 50%) have rated 10
to 16 books. The largest number of given ratings by a user is 964 and the book with
the most ratings has got 225 ratings (see Figs. 5 and 6 in Appendix A). The mean of
the ratings is 7.995 and the median is equal to 8 (see Fig. 1).

The median of the individual user’s and book’s rating is in the range of 7.5–8 (see
Figs. 7 and 8 in Appendix A). Additionally, the mean of the individual’s user’s and
book’s rating is in the range of 7.5-−8.5 (see Figs. 9 and 10 in Appendix A). The
most popular rating is 8. Only 25% of the users have given an explicit rating equal or
below the value of 7 (see Fig. 2).
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Fig. 1 Boxplot of the modified Book-Crossing data set

Fig. 2 Frequencies of the ratings of the modified Book-Crossing data set

The standard deviation of the ratings is around 1.74. Considering the standard
deviation from the user’s and book’s perspective results in both cases in a value in
the range between 1.5 and 2 (see Figs. 11 and 12 in Appendix A). This implies that
a user has mostly given similar ratings to different books and that a book has mostly
received similar ratings by different users (see Sect. 2.1).

Remark 4.1 The Book-Crossing data set is frequently used in the research field of
book recommender systems as well as in the research about recommender systems
in general. For instance, Ziegler et al. [25] as the originator used a subset of the data
set containing 10,339 users, 6708 books and 361,349 ratings as one main basis to
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examine the impact of diversity in book recommendations on user’s satisfaction with
the recommended books. Adamopoulos/Tuzhilin [42] considered different subsets of
the data set and proposed unexpectedness as an additional opportunity to improve
the recommendation quality. Park/Tuzhilin [43] presented an approach for solving the
long-tail problem (e.g., how to deal with books with few ratings) of recommender
systems. Deldjoo et al. [44] used the data set as part of their study which examined
the influence of data characteristics on the accuracy and fairness (e.g., measuring to
what extent the quality of the recommendation depends on being in a specific group
as age) of recommender systems.

4.2 Procedure andMethodology

In this section, the methodology and the procedure to analyze the quality of the
book-based knn-algorithm and the matrix factorization algorithm using the stochastic
gradient descent method to recommend books from the modified Book-Crossing data
set is presented.

4.2.1 Procedure

On the one hand, the quality of 31 variants of book-based knn-algorithms, in which the
number of k nearest neighbors is varied from 20 to 50, is measured. On the other hand,
the quality of 11 variants of the matrix factorization algorithm using the stochastic
gradient descent method, in which the number of latent factors is varied from 5 to 15,
is measured. In order to measure the quality of the variants of both algorithms, the
values of the prediction accuracy metrics RMSE, MSE, and MAE and of the classi-
fication metrics Precision and Recall (see Sect. 2.3) are considered. As an additional
check on the quality of the variants, they are compared with the values of the evalua-
tion metrics in a “random” algorithm (recommends books randomly) and a “popular”
algorithm (recommends frequently rated books). The values of the evaluation met-
rics are determined using the R-package Recommenderlab that was developed by
Michael Hahsler to test and evaluate collaborative recommender systems [27].

To compare the variants of both AI algorithms, they need to have the same train-
ing and test data set. Additionally, more than one training data set and one test
data set should be used for the evaluation. This may reduce the risk that the divi-
sion into a training and a test data set would affect the quality of the algorithms.
To satisfy these important requirements for quality comparability, the option of the
Recommenderlab package to determine an evaluation scheme is employed. Using
the command set.seed ensures that the evaluation scheme is the same for all tested
variants.

We apply cross-validation with 10 partitions and 10 iterations for each variant of
both AI algorithms. Therefore, the 1842 users of the modified Book-Crossing data set
were divided into 10 partitions consisting of about 184 users. In each iteration, users
of 9 partitions form the training data set and develop a model. This model is tested
using the test data set, which consists of the users of one partition. Thus, each user is
nine times in the training data set and once in the test data set (see Table 6).
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Table 6 Overview of the settings at the rating scheme

Method Percentage of training users Iterations Given GoodRating

Cross-validation 90% 10 9 9

4.2.2 Evaluation Metrics

To be able tomeasure the evaluationmetrics, the rating scheme uses the option Given
to specify how many of a test user’s known ratings should be used for testing and how
many should be used for validation. The value “9” is set for Given. Thus, from
each test user, 9 of the known ratings are utilized to test the model developed by the
training data set. Based on the estimation of the remaining known ratings of the test
users, the algorithms are validated. Since each user has submitted at least 10 ratings
in the modified Book-Crossing data set, at least one rating is used for validation for
every test user. The prediction accuracy metrics RMSE,MSE, andMAE are measured
by the known ratings used for validation. After 10 iterations, the prediction accuracy
metrics are determined as the mean of their values from these iterations.

To measure the classification accuracy metrics Precision and Recall, the value
for GoodRating was decisive for the rating scheme. The value of GoodRating
indicates the rating fromwhich on a book belonging to a validating rating is so relevant
for a test user that it should be recommended to the test user. This is a hypothetical
assumption since, in reality, the user has already rated the book. The book ratings of
the modified Book-Crossing data set are on a scale of 1 to 10, where a value of “9”
is chosen for GoodRating. This choice is based on the assumption that the user
would like to receive a recommendation for a book that the user has rated 9 or 10.
Additionally, this assumes that the user would not know the book yet. The number
of ratings to validate with a rating of 9 or 10 is determined for each test user. Then,
for each test user, the ratings for the 2056 remaining books are predicted, since 9 of
the known ratings are used to test the model. Of the 2056 books, each test user was
recommended once the 10 and once the 20 books with the highest predicted ratings.
The main assumption for choosing the two list sizes is that a user would mostly only
look at the recommendations placed at the top of the list.

For each test user, Precision is measured as the proportion of books in the list from
recommended books that were previously determined to be relevant books to validate.
Recall is measured as the proportion of the relevant books to be validated. After 10
iterations, the values for Recall and Precision are taken as the mean of the results from
the 10 iterations.

4.2.3 Book-Based knn Algorithm

Previous research on collaborative recommender systems (as discussed in Sect. 3.1)
considers a number of 20–50 k nearest neighbors as optimum.Basedon this suggestion,
31 variants with values for k from k = 20 to k = 50 of the book-based knn algorithm
are tested.
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Table 7 Overview of the variants of the book-based knn-algorithm

na.as.zero k Normalize Method normalize_sim_matrix alpha

FALSE 20–50 z-score Pearson FALSE 0.5

Table 8 Overview of the variants of the matrix factorization algorithm using the stochastic gradient descent
method

k γ λ min_epochs max_epochs min_improvement Normalize

5–15 0.001 0.015 50 200 0.000001 z-score

The Bravais-Pearson correlation coefficient (3.1) is chosen as similarity measure.
For normalization, the z-score approach (3.3) is used. The unknown book ratings
are not set to 0 (option na.as.zero) because the similarity of two books in the
Bravais-Pearson correlation coefficient is only based on the users who rated both
books. The meaning of alpha is not defined in the Recommenderlab package
and related instructions, so the value was left at the default value of 0.5 (note that
pre-tests showed no change in the scoring metrics at different values for alpha). The
option to normalize the similarity matrix of the books is not set, as general differences
in the ratings are already taken into account when calculating the similarities of the
books (see Sect. 3.1). For an overview of the settings see Table 7.

4.2.4 Matrix Factorization Algorithm Using the Stochastic Gradient Descent Method

For the variants of the matrix factorization algorithm using the stochastic gradient
descent method, the number of latent factors is varied from 5 to 15 latent factors. Funk
[40], as the founder of the method, stated in his blog entry 25 and 40 as values for a
reasonable number of latent factors for the Netflix data set, where the user-itemmatrix
has a size of 8.5 billion entries. Koren et al. [24] mentioned a number of 20 to 100
latent factors for the same data set. Since the modified Book-Crossing data set has
approximately 3.8 million entries, values between 5 and 15 are chosen for the number
of latent factors.

For normalization, the z-score is used, as for the variants of the book-based knn-
algorithm. The z-score is chosen, since the common approach of considering the bias
bu , the bias bi , and the mean of all known ratings μ in the prediction of the ratings
could not be selected, see Sect. 3.2. The other parameters (see Table 8) are left at the
default values [27, 40].

4.3 Results

In this section, the results from all variants of both AI algorithms are presented for
the prediction accuracy metrics RMSE, MSE, and MAE as well as the classification
accuracy metrics Precision and Recall. In order to additionally check the quality of
theseAI algorithms critically, they are also comparedwith the results of the two control
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Table 9 Comparison of the
values of the best variants of
both AI algorithms for RMSE,
MSE, and MAE with the values
of the control algorithms

RMSE MSE MAE

Random_1 2.092 4.383 1.563

Popular_1 1.562 2.443 1.178

SVDF_15 1.555 2.420 1.148

kNN_24 2.040 4.180 1.396

kNN_50 2.036 4.157 1.407

algorithms “popular” and “random”. The results are rounded to the third decimal place.
The values of the evaluation metrics for all variants of both AI algorithms (see Tables
12–16) and the two control algorithms “popular” and “random” (see Tables 17–18)
can be found in Appendix B.

For the matrix factorization algorithm, the variant with 15 latent factors received
the lowest values (RMSE = 1.555, MSE = 2.420, MAE = 1.148, see Table 9) and
the variant with 5 latent factors the highest values (RMSE = 1.560, MSE = 2.437,
MAE = 1.159, see Table 12) for all three predictive accuracymetrics. In each case, the
increase in a latent factor slightly improved the predictive accuracymetrics. Therefore,
the difference between the worst and the best variant is about 0.005 for RMSE, about
0.017 for MSE, and about 0.011 for MAE. For the book-based knn algorithm, the
variant with 24 nearest neighbors received the best value for the prediction accuracy
metric MAE with a value of 1.396. The variant with 50 nearest neighbors performed
the best for the predictive accuracymetrics RMSE (2.036) andMSE (4.157) (see Table
9). Table 9 and Fig. 3 show the variants of both AI algorithms with the best values for
RMSE, MSE and MAE and the values of the control algorithms.

The matrix factorization algorithm using the stochastic gradient descent method
achieved for all variants lower values in the prediction accuracy metrics compared
to all variants of the book-based knn algorithm and than the control algorithms. All
variants of the book-based knn algorithm had lower scores on the three predictive
accuracy metrics than the control algorithm “ random”. Compared to the control algo-
rithm “popular”, all variants of the book-based knn algorithm had higher values. The
minimum difference between the prediction accuracy metrics of both AI algorithms
is 0.476 for RMSE, 1.72 for MSE, and 0.248 for MAE. The maximum difference is
0.506 for RMSE, 1.854 for MSE, and 0.262 for MAE (see Tables 12 and 14).

In the following, the results for Precision and Recall are discussed for both a list of
10 and 20 recommended books. As for the book-based knn algorithm, for the list with
10 recommended books, the variant with 29 nearest neighbors achieved the best values
for Precision (0.006) and Recall (0.017). In contrast, for the list of 20 recommended
books, the variant with 22 nearest neighbors received the highest value for Precision
(0.006), and the variant with 26 nearest neighbors received the highest value for Recall
(0.024) (see Tables 10–11). For the matrix factorization algorithm using the stochastic
gradient descent method, the variant with 5 latent factors obtained the highest values
for Precision (0.016) and Recall (0.035) for the list of 10 recommended books. For the
list of 20 recommended books, the variant with 5 latent factors at Precision (0.013) and
the variant with 9 latent factors at Recall (0.060) performed best (see Tables 10–11).

123



1724 Annals of Data Science (2024) 11(5):1705–1739

Fig. 3 Graphical comparison of the values of the best variants of both AI algorithms for RMSE, MSE, and
MAE with the values of the control algorithms

Table 10 Comparison of the values of the best variants of both algorithms for Precision and Recall at the
top 10 list with the values of the control algorithms

TP FP FN TN N Precision Recall

Random_1 0.020 9.980 5.740 2040.260 2056 0.002 0.003

Popular_1 0.249 9.751 5.511 2040.489 2056 0.025 0.059

SVDF_5 0.158 9.842 5.603 2040.397 2056 0.016 0.035

kNN_29 0.061 9.751 5.699 2040.489 2056 0.006 0.017

Table 11 Comparison of the values for Precision and Recall of the best variants of both AI algorithms at
the top 20 list with the values of the control algorithms

TP FP FN TN N Precision Recall

Random_1 0.054 19.946 5.706 2030.294 2056 0.003 0.010

Popular_1 0.360 19.640 5.400 2030.600 2056 0.018 0.082

SVDF_5 0.264 19.736 5.496 2030.504 2056 0.013 0.057

SVDF_9 0.264 19.736 5.496 2030.504 2056 0.013 0.060

kNN_22 0.111 19.511 5.649 2030.729 2056 0.006 0.023

kNN_26 0.104 19.519 5.656 2030.720 2056 0.005 0.024

All variants of the matrix factorization algorithm using the stochastic gradient
descent method had higher values for Precision and Recall than all variants of the
book-based knn algorithm. Additionally, all variants of both AI algorithms had higher
values for Precision and Recall than the control algorithm random (see Tables 10–11).

For the list of 10 recommended books, the minimum difference between both AI
algorithms for Precision is 0.007, while the minimum difference for Recall is 0.012.
The maximum difference is 0.011 for Precision and 0.021 for Recall. For the list of 20
recommended books, the minimum difference between the AI algorithms is 0.006 for
Precision and 0.029 for Recall. The maximum difference is 0.008 for Precision and
0.038 is Recall (see Tables 13, 15, 16).
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Fig. 4 Graphical comparison of the values of the best variants of both AI algorithms for Precision and
Recall

For both AI algorithms, a higher value for Recall is observed for all variants for
the list of 20 recommended books. The value for Precision is higher for all variants
in the matrix factorization algorithm using the stochastic gradient descent method for
the list with 10 recommended books. For the book-based knn algorithm, this is true
for most variants, although the difference is much smaller here. Figure 4 shows this
tendency by looking at the variants of the AI algorithms that scored the highest for
Recall or Precision.

4.4 Discussion

For the chosen settings of both AI algorithms, all variants of the matrix factorization
algorithm using the stochastic gradient descent method show superior performance
compared to all considered variants of the book-based knn algorithm.

The matrix factorization algorithm using the stochastic gradient descent method
led to better results for the prediction accuracy metrics compared to both control algo-
rithms. As for Precision and Recall, the matrix factorization algorithm showed a better
performance than the “random” algorithm and a worse performance than the “popu-
lar” algorithm. Thus, the quality of the matrix factorization algorithm applied to the
modified Book-Crossing data set can be considered as good. The variants of the knn
algorithm led to better scores than the control algorithm “random” and worse scores
than the control algorithm “popular” on the prediction accuracy and classification
accuracy metrics. One reason for the poor performance of the book-based knn algo-
rithm could be a possibly low coverage of the books of the modified Book-Crossing
data set [34]: the coverage of a book is the proportion of users who have not rated a
book and at the same time have rated one of the k nearest neighbors of the book (see
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Sect. 2.3). Low coverage means a high probability that if a user has not rated a book,
the user has rated only a very small fraction of the k nearest neighbors, or in extreme
cases, none of the k nearest neighbors of the book. In the first case, the problem of
overfitting the predicted rating to the user’s rating at the few k nearest neighbors may
occur [28]. In the second case, no prediction can be made for the rating. The good
results of the control algorithm “popular” on the classification accuracy metrics recall
and precision and on the prediction accuracy metrics might be related to the fact that
users might like books that have been rated by many users. Based on Fig. 4, where the
best values of both AI algorithms for the lists of 10 and 20 recommended books are
plotted, the trade-off between a high value for Recall and a high value for Precision
described in Sect. 2.3 can be seen.

Moreover, the computation of Precision and Recall in the Recommenderlab
package can be considered to be critical: when creating the list of recommended
books for a test user, the 10 or 20 books with the highest predicted ratings were
recommended. This involves predicting ratings for books with a rating to be validated
and ratings for books where the true rating is unknown. Here, an AI algorithm lead
to a high value for Recall if a large proportion of the books are recommended with a
relevant rating to validate and a high value for Precision if a large proportion of the
recommended books are books with a relevant rating to validate (see Sect. 4.2). Here,
it is not possible to state with certainty, whether the user might find the recommended
books with the predicted rating more interesting than the ratings to be validated of
the books for which the user has given a rating of 9 or 10. The values for Recall and
Precision were therefore calculated but should only be interpreted with caution.

5 Conclusions

In this paper, we investigated the performance of two popular AI algorithms for col-
laborative book recommender systems using the Book-Crossing benchmark data set.
We implemented different variants of the book-based knn algorithm and the matrix
factorization algorithm using the stochastic gradient descent method based on selected
prediction and classification accuracy metrics as well as using two control algorithms.
These variants are characterized by variations in the number of k nearest neighbors
in the book-based knn algorithm and in the number of j latent factors in the matrix
factorization algorithm using the stochastic gradient descent method. We performed a
comprehensive case study to analyze the quality of bothAI algorithms for collaborative
book recommender systems to recommend books from the modified Book-Crossing
data set.

For the investigated variants of both AI algorithms, the variants of the matrix fac-
torization algorithm using the stochastic gradient descent method showed superior
performance. In contrast, the book-based variants performed worse than the variants
of the matrix factorization algorithm using the stochastic gradient descent method
and than the control algorithm “popular”. It seems that the poor performance of the
book-based knn algorithm might be related to the problem of poor coverage of the
book-based knn algorithm.
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This paper considered users who have already rated books and books that have
already received ratings. For AI algorithms, there is also the question of how to deal
with new users who have not yet submitted ratings and new books that have not yet
received ratings. This problem is known as the cold start problem. It deals with the
question of which books are suggested to a new user and to which users a new book is
suggested. Another interesting question is how AI algorithms deal with the grey sheep
problem. This problem deals with users whose rating behavior is difficult to explain
by any patterns, which makes it very difficult for AI algorithms to recommend suitable
books to them.

In addition to these aspects, future research could focus on the performance of both
algorithms when tested on other recent book data sets such as the Goodbooks-10k
data set [45] and the Goodreads data set [46, 47], which are also frequently used in
research about book recommender systems [6, 21].1
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Appendix A

See Figs. 5, 6, 7, 8, 9, 10, 11 and 12.

Fig. 5 Frequencies of the number of ratings per user in the modified Book-Crossing data set (the user with
964 submitted ratings is not included in this figure)

Fig. 6 Frequencies of the number of ratings per book in the modified Book-Crossing data set
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Fig. 7 Frequencies of the medians of one user’s ratings in the modified Book-Crossing data set

Fig. 8 Frequencies of the medians of one book’s ratings in the modified Book-Crossing data set
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Fig. 9 Frequencies of the means of one user’s ratings in the modified Book-Crossing data set

Fig. 10 Frequencies of the means of one book’s ratings in the modified Book-Crossing data set
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Fig. 11 Frequencies of the standard deviations of one user’s ratings in the modified Book-Crossing data set

Fig. 12 Frequencies of the standard deviations of one book’s ratings in the modified Book-Crossing data
set
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Appendix B

See Tables 12, 13, 14, 15, 16, 17 and 18.

Table 12 Values for RMSE,
MSE, and MAE of all variants
of the matrix factorization
algorithm using the stochastic
gradient descent method

RMSE MSE MAE

SVDF_5 1.560 2.437 1.159

SVDF_6 1.559 2.435 1.157

SVDF_7 1.559 2.433 1.156

SVDF_8 1.558 2.431 1.155

SVDF_9 1.558 2.430 1.154

SVDF_10 1.557 2.427 1.153

SVDF_11 1.556 2.426 1.152

SVDF_12 1.556 2.425 1.151

SVDF_13 1.556 2.423 1.150

SVDF_14 1.555 2.421 1.149

SVDF_15 1.555 2.420 1.148
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Table 13 Values for Precision and Recall of all variants of the matrix factorization algorithm using the
stochastic gradient descent method

TP FP FN TN N Precision Recall n

SVDF_5 0.158 9.842 5.603 2040.397 2056 0.016 0.035 10

SVDF_5 0.264 19.736 5.496 2030.504 2056 0.013 0.057 20

SVDF_6 0.156 9.844 5.604 2040.396 2056 0.016 0.035 10

SVDF_6 0.262 19.738 5.498 2030.502 2056 0.013 0.057 20

SVDF_7 0.153 9.847 5.607 2040.393 2056 0.015 0.034 10

SVDF_7 0.261 19.739 5.499 2030.501 2056 0.013 0.057 20

SVDF_8 0.151 9.849 5.610 2040.390 2056 0.015 0.034 10

SVDF_8 0.263 19.737 5.497 2030.503 2056 0.013 0.059 20

SVDF_9 0.153 9.847 5.608 2040.392 2056 0.015 0.033 10

SVDF_9 0.264 19.736 5.496 2030.504 2056 0.013 0.060 20

SVDF_10 0.147 9.853 5.613 2040.387 2056 0.015 0.031 10

SVDF_10 0.261 19.739 5.499 2030.501 2056 0.013 0.059 20

SVDF_11 0.146 9.854 5.615 2040.385 2056 0.015 0.031 10

SVDF_11 0.259 19.741 5.502 2030.498 2056 0.013 0.059 20

SVDF_12 0.144 9.856 5.617 2040.383 2056 0.014 0.031 10

SVDF_12 0.246 19.754 5.515 2030.485 2056 0.012 0.054 20

SVDF_13 0.145 9.855 5.616 2040.384 2056 0.014 0.032 10

SVDF_13 0.251 19.749 5.509 2030.491 2056 0.013 0.056 20

SVDF_14 0.141 9.859 5.619 2040.381 2056 0.014 0.032 10

SVDF_14 0.246 19.754 5.514 2030.486 2056 0.012 0.055 20

SVDF_15 0.131 9.869 5.629 2040.371 2056 0.013 0.029 10

SVDF_15 0.240 19.760 5.520 2030.480 2056 0.012 0.053 20
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Table 14 Values for RMSE,
MSE, and MAE of all variants
of the book-based knn algorithm

RMSE MSE MAE

kNN_20 2.061 4.274 1.407

kNN_21 2.052 4.237 1.402

kNN_22 2.051 4.226 1.404

kNN_23 2.051 4.228 1.402

kNN_24 2.040 4.180 1.396

kNN_25 2.040 4.181 1.397

kNN_26 2.043 4.189 1.403

kNN_27 2.056 4.242 1.410

kNN_28 2.047 4.205 1.403

kNN_29 2.038 4.168 1.398

kNN_30 2.044 4.188 1.404

kNN_31 2.044 4.188 1.404

kNN_32 2.048 4.207 1.407

kNN_33 2.049 4.209 1.405

kNN_34 2.048 4.207 1.404

kNN_35 2.051 4.216 1.406

kNN_36 2.053 4.227 1.408

kNN_37 2.049 4.209 1.407

kNN_38 2.047 4.199 1.406

kNN_39 2.045 4.190 1.405

kNN_40 2.041 4.176 1.404

kNN_41 2.040 4.171 1.403

kNN_42 2.045 4.193 1.405

kNN_43 2.044 4.190 1.407

kNN_44 2.043 4.184 1.408

kNN_45 2.041 4.177 1.406

kNN_46 2.040 4.171 1.406

kNN_47 2.042 4.181 1.409

kNN_48 2.043 4.183 1.410

kNN_49 2.040 4.174 1.409

kNN_50 2.036 4.157 1.407
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Table 15 Values for Precision and Recall for the book-based knn algorithm for 20–35 neighbors

TP FP FN TN N Precision Recall n

kNN_20 0.059 9.753 5.702 2040.487 2056 0.006 0.015 10

kNN_20 0.111 19.510 5.649 2030.730 2056 0.006 0.023 20

kNN_21 0.058 9.754 5.702 2040.486 2056 0.006 0.015 10

kNN_21 0.108 19.514 5.653 2030.726 2056 0.005 0.023 20

kNN_22 0.059 9.753 5.702 2040.487 2056 0.006 0.015 10

kNN_22 0.111 19.511 5.649 2030.729 2056 0.006 0.023 20

kNN_23 0.058 9.754 5.703 2040.485 2056 0.006 0.014 10

kNN_23 0.110 19.513 5.650 2030.727 2056 0.006 0.023 20

kNN_24 0.058 9.754 5.702 2040.486 2056 0.006 0.015 10

kNN_24 0.109 19.515 5.651 2030.725 2056 0.006 0.023 20

kNN_25 0.059 9.753 5.702 2040.487 2056 0.006 0.014 10

kNN_25 0.106 19.518 5.654 2030.722 2056 0.005 0.022 20

kNN_26 0.060 9.752 5.701 2040.488 2056 0.006 0.016 10

kNN_26 0.104 19.519 5.656 2030.720 2056 0.005 0.024 20

kNN_27 0.061 9.751 5.699 2040.489 2056 0.006 0.016 10

kNN_27 0.101 19.523 5.659 2030.717 2056 0.005 0.023 20

kNN_28 0.060 9.752 5.701 2040.488 2056 0.006 0.016 10

kNN_28 0.103 19.521 5.658 2030.719 2056 0.005 0.023 20

kNN_29 0.061 9.751 5.699 2040.489 2056 0.006 0.017 10

kNN_29 0.104 19.520 5.656 2030.720 2056 0.005 0.024 20

kNN_30 0.060 9.752 5.700 2040.488 2056 0.006 0.016 10

kNN_30 0.103 19.520 5.657 2030.719 2056 0.005 0.023 20

kNN_31 0.058 9.754 5.703 2040.485 2056 0.006 0.016 10

kNN_31 0.102 19.522 5.659 2030.718 2056 0.005 0.023 20

kNN_32 0.055 9.756 5.705 2040.483 2056 0.006 0.014 10

kNN_32 0.100 19.524 5.660 2030.716 2056 0.005 0.022 20

kNN_33 0.055 9.756 5.705 2040.483 2056 0.006 0.014 10

kNN_33 0.099 19.525 5.661 2030.715 2056 0.005 0.022 20

kNN_34 0.054 9.758 5.706 2040.482 2056 0.006 0.014 10

kNN_34 0.099 19.525 5.661 2030.715 2056 0.005 0.022 20

kNN_35 0.053 9.759 5.707 2040.481 2056 0.005 0.014 10

kNN_35 0.097 19.526 5.663 2030.713 2056 0.005 0.022 20
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Table 16 Values for Precision and Recall for the book-based knn-algorithm for 36–50 neighbors

TP FP FN TN N Precision Recall n

kNN_36 0.054 9.758 5.706 2040.482 2056 0.005 0.014 10

kNN_36 0.099 19.524 5.661 2030.716 2056 0.005 0.022 20

kNN_37 0.054 9.758 5.706 2040.482 2056 0.006 0.014 10

kNN_37 0.101 19.523 5.660 2030.717 2056 0.005 0.022 20

kNN_38 0.052 9.760 5.708 2040.480 2056 0.005 0.014 10

kNN_38 0.098 19.525 5.662 2030.715 2056 0.005 0.022 20

kNN_39 0.051 9.761 5.709 2040.479 2056 0.005 0.014 10

kNN_39 0.099 19.525 5.661 2030.715 2056 0.005 0.022 20

kNN_40 0.052 9.760 5.708 2040.480 2056 0.005 0.014 10

kNN_40 0.097 19.527 5.663 2030.713 2056 0.005 0.022 20

kNN_41 0.053 9.759 5.707 2040.481 2056 0.005 0.015 10

kNN_41 0.098 19.526 5.662 2030.714 2056 0.005 0.023 20

kNN_42 0.056 9.755 5.704 2040.484 2056 0.006 0.016 10

kNN_42 0.099 19.524 5.661 2030.716 2056 0.005 0.023 20

kNN_43 0.058 9.754 5.703 2040.485 2056 0.006 0.016 10

kNN_43 0.101 19.523 5.660 2030.717 2056 0.005 0.024 20

kNN_44 0.058 9.754 5.702 2040.486 2056 0.006 0.016 10

kNN_44 0.099 19.524 5.661 2030.716 2056 0.005 0.023 20

kNN_45 0.059 9.753 5.702 2040.487 2056 0.006 0.016 10

kNN_45 0.101 19.523 5.660 2030.717 2056 0.005 0.023 20

kNN_46 0.060 9.752 5.700 2040.488 2056 0.006 0.016 10

kNN_46 0.102 19.522 5.658 2030.718 2056 0.005 0.024 20

kNN_47 0.058 9.754 5.703 2040.485 2056 0.006 0.016 10

kNN_47 0.103 19.521 5.658 2030.719 2056 0.005 0.024 20

kNN_48 0.059 9.753 5.702 2040.487 2056 0.006 0.015 10

kNN_48 0.104 19.520 5.656 2030.720 2056 0.005 0.024 20

kNN_49 0.059 9.753 5.702 2040.487 2056 0.006 0.015 10

kNN_49 0.103 19.521 5.658 2030.719 2056 0.005 0.023 20

kNN_50 0.057 9.755 5.703 2040.485 2056 0.006 0.015 10

kNN_50 0.101 19.523 5.659 2030.717 2056 0.005 0.023 20

123



Annals of Data Science (2024) 11(5):1705–1739 1737

Table 17 Values for RMSE,
MSE, and MAE for the control
algorithms “random” and
“popular”

RMSE MSE MAE

Random_1 2.092 4.383 1.563

Popular_1 1.562 2.443 1.178

Table 18 Values for Precision and Recall for the control algorithms “random” and “popular”

TP FP FN TN N Precision Recall n

Random_2 0.020 9.980 5.740 2040.260 2056 0.002 0.003 10

Random_2 0.054 19.946 5.706 2030.294 2056 0.003 0.010 20

Popular_2 0.249 9.751 5.511 2040.489 2056 0.025 0.059 10

Popular_2 0.360 19.640 5.400 2030.600 2056 0.018 0.082 20
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