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“This book on sensitivity analysis by Mariia Kozlova and Julian Scott 
Yeomans summarizes the state-of-the-art method for computational model 
analysis, the revolutionary Simulation Decomposition (SimDec). For readers 
like me working in the general areas of modelling, optimization, and 
machine learning, I find this book extremely useful because it essentially has 
everything about SimDec in one package, which makes it an effective tool 
to do global sensitivity analysis. The results are easy to understand, with 
colorful visualization, uncertainty quantification, and a wide spectrum of 
diverse applications. In addition, the open-source SimDec software with code 
packages in Python, R, Julia, and Matlab will revolutionize the ways for 
training next-generation scientists and practitioners to do the right kind of 
sensitivity analysis so as to figure out the most influential factors correctly 
and to support more informed decision-making.”

Xin-She Yang, Reader at Middlesex University London, Fellow of the 
Institute of Mathematics and Its Applications (FIMA), UK

“Simulation Decomposition is an incredibly powerful technique that allows 
researchers and engineers to identify key factors influencing the performance 
of a system and make targeted improvements. This book provides a simple 
and accessible guide to understand and apply the technique to practical 
problems. The accompanied open-source SimDec code is the key to enable 
the reader to quickly learn and apply the method.”

Leifur Leifsson, Associate Professor, School of Aeronautics and  
Astronautics, Purdue University, USA

“Simulation Decomposition methodology, a Monte Carlo–based computational 
algorithm, is quickly becoming a game changer in the world of engineering, 
industry, and finance. In this newly published book, Julian Scott Yeomans 
and Mariia Kozlova explore the importance of this method in providing an 
accurate and detailed holistic picture of the behavior of complex systems. 
The book delves into the real-life applications of Simulation Decomposition, 
highlighting its effectiveness in optimizing processes and improving product 
designs. Through detailed case studies and insights from industry experts, 
readers will gain a thorough understanding of this powerful methodology 
and its potential for transforming the way we approach complex systems.”

Kambiz Vatan-Abadi, Chief Innovation Officer, CI Financial, Canada

“SimDec is an ingenious way to tame the combinatorial complexity of 
systems’ behaviour in real-world decision-making. Its deceptively simple 
approach visually reveals the hidden factors that materially impact an 
uncertain outcome. This new method for determining sensitivity indices 
seems a hidden gem. Its transparency is invaluable to practitioners. Credit 
is also due to the authors for making an otherwise challenging topic most 



entertaining and accessible to practitioners. SimDec’s ease of use should 
make it the de facto standard for data analysis in industrial, engineering, and 
scientific environments.”

Kalyan Moy Gupta PhD, Founder and Vice President of Research, 
Knexus Research, Washington, DC, USA

“Black box functions with uncertain inputs are used to encode knowledge 
in many areas of science, engineering, and commerce. The challenge is to get 
that knowledge back out for the benefit of users. The customary approaches 
focus on subtle mathematics and expensive computations. This book presents 
SimDec, which produces interpretable graphical representations that support 
discussions and discovery.”

Art Owen, Max H. Stein Professor of Statistics,  
Stanford University, USA

“The fusion of sensitivity analysis with uncertainty analysis through 
SimDec, as presented in this book, marks a watershed moment for business 
professionals and GenAI developers alike. It’s a guidebook for those who dare 
to challenge the status quo, offering not just insights but a comprehensive 
toolkit for transformative decision-making. A  testament to the power of 
interdisciplinary collaboration and open-source innovation in shaping the 
future of technology. Essential reading for leaders driving innovation in 
uncertain times.”

Anferny Chen, CEO and Founder, Dataraction/DotsLive.Com, Canada

“This book articulates the SimDec method for global sensitivity analysis by 
combining a novel visual uncertainty analysis approach with the discriminatory 
capabilities of a newly-created technique for calculating sensitivity indices. The 
real beauty of SimDec is that it can be straightforwardly applied to virtually 
any field of data analysis, irrespective of the mathematical sophistication of 
the user. I have been working with system dynamics, optimization, stochastic 
programming, and other analytical approaches for over three decades. One 
regret I now have is that there was no SimDec procedure in existence at the 
time to support these activities.”

Gordon Huang, Canada Research Chair and Professor of Environmental 
Systems Engineering, University of Regina, Canada

http://Dataraction/DotsLive.Com


Sensitivity Analysis for Business, 
Technology, and Policymaking

SimDec is a revolution in decision-making support. SimDec “teases 
out” inherent cause-and-effect relationships and reveals the intricacy of 
relationships between sets of input and output variables. At its core, SimDec 
is an amalgamation of uncertainty and global sensitivity analysis with an 
innovative visualization technique. While straightforward and elegant, this 
novel approach significantly enhances the analytical capabilities of users by 
readily exposing seemingly, a priori, counterintuitive behaviours so that they 
can be readily understood by both technical specialists and non-technical 
users alike.

This book is the first to articulate the ubiquitous applicability of SimDec 
and has been written by the leading proponents of the technique. The book 
provides the necessary background to fully understand the underlying 
approach and then demonstrates its applicability to a wide spectrum of fields, 
such as finance, entrepreneurship, energy, 3D manufacturing, geology, the 
environment, engineering, public policy, and even superconducting magnets. 
To facilitate as widespread adoption and penetration of SimDec as possible, 
all supporting computer codes are available, open-source, in Python, Julia,  
R, and Matlab.

The innovative material will be of primary benefit to practitioners and 
researchers analyzing data from the social sciences, business, science, 
engineering, mathematics, and computing.

Mariia Kozlova is an associate professor at LUT University Business School, 
Finland, and a visiting scholar at Stanford University, USA.

Julian Scott Yeomans is a professor and the director for the MMAI and MBAN 
programs at the Schulich School of Business, York University, Canada.
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It is a common refrain that one sees model transparency more in guidelines 
than in actual mathematical modelling exercises. The gross asymmetry in 
quantity and type of information separating users from developers is a con-
stant concern of all who believe that models have a crucial role to play in 
solving complex socio-economic or ecological problems affecting human 
health, the environment, or the development of technologies. The ubiquity of 
models makes them, at times, invisible. Their power to complement human 
judgement is so pervasive that one really wonders whether society has what 
it takes to use them properly. Add to this the human tendency of modellers 
to err on the side of optimism in preferring large rather than simple mod-
els. Complex models confer to their developers the epistemic authority to 
separate claims among false and true. This mix of problems at the interface 
between models and society partly explain why models are overinterpreted 
and underexplored, creating one of the societal challenges of present times. 
Does it have to be this way?

Is there a way to make models simultaneously more interpretable, trans-
parent, and democratic? Many scholars have pondered this conundrum. 
Guidelines are surely useful, but usually forgotten, especially when a new 
crisis hits that needs urgent estimates, prediction, analyses. This was the case 
with the last pandemic, which gave mathematical models unprecedented vis-
ibility and controversy.

Is there a way society can be trained, and modellers kept in line, before 
the next emergency erupts? The book you are about to read sets out to take 
this challenge by boldly putting to the forefront the visualization of model 
estimates, in such a way to reveal unambiguously what inference depends 
upon what assumption, opening up the box of modelling to reveal all the 
true nature of model-knowing. The models cannot say other than in the 
form of this-if-that, that is, in the forms of statements that are true if other 
things (assumptions, scenarios, goals, contexts, etc.) are likewise true, and 
not otherwise.

While it is commonly believed that “garbage in, garbage out” (GIGO) 
refers to the situation where the input to a model is poor, practitioners 
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interpret GIGO in a markedly different way. To a practitioner, GIGO is 
the situation where uncertainty in the input is suppressed, lest the output is 
revealed in all its naked uncertainty. The authors of this volume are not in 
for GIGO. To them, revealing the full extent of model uncertainty is a funda-
mental ingredient of the analysis. How can we act lacking an understanding 
of what is uncertain and why? How can we progress if we do not know how 
to chart the boundaries of our ignorance?

What we see here is a new style of analysis, where the emphasis is on the 
wealth of interpretation made possible by parsimonious model representa-
tion, as opposed to the pretence of models that are held right on reason of 
their complexity.

This book does not promise to pierce the armature of opaque models, 
thanks to another hard-to-comprehend instrument in the landscape of 
applied math.

The methodology described in the book is disarmingly simple. While the 
core of the approach is a combination of uncertainty quantification and sen-
sitivity analysis, the relevant algorithms are unsophisticated. They excel at 
making the results easy to interpret.

What is crucial is how this simple tool can make arcane applications trans-
parent to the non-technical reader. Using this approach, models come natu-
rally to reveal their inner structure, as if their extra fat were removed.

From finance to high-energy physics, from behavioural sciences to envi-
ronmental governance, we are led by the hand to discover how the crucial 
question of a case can be asked. Practitioners know well that models are 
better to sharpen a question than to finding an answer. In this volume, this 
intuition is offered to users of the models, whose process of discovery is made 
possible.

Like in classic studies of participatory model building, the owners of the 
cases discussed in this volume found useful to change their models as the 
investigation proceeded, and this was the case in energy production, technol-
ogy development, finance, and the many other cases the reader will find in 
this volume.

“An unexamined life is not worthy of living”, said a philosopher. This 
can perhaps be applied to the life of a mathematical model itself, making it 
into an actor ready to change its nature as the play evolves, as opposed to a 
cathedral built over long extension of times with the pretension to achieve 
an all-purposes machine. In a dynamic interplay between the model and its 
application, users may come to realize that they had not understood the 
model, or modellers to understand that they have misinterpreted what the 
users wanted, or again that the nature of the challenge was misplaced. In 
the life cycle assessment problem, the owner of the case reconsidered their 
concern about the accuracy of inputs when these were seen to be of little 
relevance to the analysis. Complex manufacturing decisions involving differ-
ent products and market were found to be based on inaccurate or irrelevant 



Foreword: Does it need to be this way?  xxvii

linkages between markets and technologies. Streamlined modelling of super-
conducting behaviour led to the asking of new questions. Thanks to the tools 
offered here, decision-makers can follow what scenario leads to what deci-
sion, rather than being fed a policy or investment decision elected by a pre-
packaged model. A key ingredient here is the discerning of what variables 
can be influenced by the actors from those variables for which the veil of 
ignorance cannot be lifted.

Many scholars in the past have advocated the defogging of that part of 
mathematics that is used in decision and analysis; the works of Ulrich Beck, 
Giandomenico Majone, Edward S. Quade, Jerome R. Ravetz, and Silvio Fun-
towitz come to mind, to mention just a few. Saying that this work democra-
tizes mathematical modelling is perhaps a stretch too far. That it democratizes 
uncertainty and sensitivity analyses is, we believe, a legitimate claim.

Note: The works alluded to in the present text are many; we are happy to cite 
just Beck (1992); Funtowicz and Ravetz (1990); Majone and Quade (1980) 
and the multi-author book on the politics of modelling (Saltelli & Di Fiore, 
2023).

Beck, P. U. (1992). Risk society: Towards a new modernity. Sage Publications.
Funtowicz, S., & Ravetz, J. R. (1990). Uncertainty and quality in science for policy. 

Kluwer. https://doi.org/10.1007/978-94-009-0621-1_3
Majone, G., & Quade, E. S. (1980). Pitfalls of analysis (International institute for 

applied systems analysis). Wiley.
Saltelli, A., & Di Fiore, M. (Eds.). (2023). The politics of modelling. Numbers 

between science and policy. Oxford University Press.

https://doi.org/10.1007/978-94-009-0621-1_3


Nobody could reasonably foresee orchestrating a whole book about colour-
ing a sensitivity analysis, especially when the original focus of Simulation 
Decomposition (SimDec) was on uncertainty analysis. Uncertainty analy-
sis involves an examination of the uncertain value ranges within a system, 
whereas sensitivity analysis shows how various sources of uncertainty or 
variation within a system contribute to the system’s overall output. Extend-
ing this further, global sensitivity analysis represents a more aspirational step 
upwards in which an entire solution space is explored by changing all fac-
tors, simultaneously. None of these essential tasks prove especially easy to 
implement without specialized knowledge and training in the appropriate 
“science”.

The genesis for SimDec arose when one of the authors was viewing an out-
put distribution that was anything but normal in appearance. To make sense 
of the rather enigmatic shape, numerous exploratory iterations of changing 
numeric input variables were performed. How could such a multidimensional 
exercise be made more systematic given the myriad resulting distributions?

Preface
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The SimDec solution emerged by decomposing the data from a single 
simulation into scenarios and representing these separate scenarios with dif-
ferent colours on the plot of a single distribution. While initially appearing 
naively simplistic (“It’s just a coloured histogram”), this intelligently col-
oured decomposition approach cleverly enabled a visual exploratory data 
analysis of “wickedly” complicated multivariable interactions that were pre-
viously undetectable.

While extending SimDec from academia into more corporate environs, it 
became readily apparent that businesses, in general, do not relish any tedious 
exploratory manipulations of variables in order to divulge relative impor-
tance. Consequently, to facilitate instant identification, the simple binning 
method for quantifying the relative importance of input variables was devel-
oped. By appending these new binning indices to SimDec, we managed to 
create (arguably) the pre-eminent global sensitivity analysis technique. How-
ever, unlike existing global sensitivity techniques that require sophisticated 
mathematics, SimDec is easy enough to be used by modellers from beyond 
this relatively exclusive realm – by the “great unwashed” (after all, “It’s just 
a coloured histogram”). To borrow an expression from Andrea Saltelli, this 
accessibility of use enables SimDec to “democratize sensitivity analysis”.

All of which is a very long-winded narrative describing how we arrived 
at the conclusion that a SimDec book exploring applied sensitivity analysis 
might prove rather beneficial.
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In the past, sensitivity analysis has been employed to “shake the foun-
dations of science” – where the actual definition of science should be con-
sidered broadly writ, here. So the purpose of the book is to test the new 
SimDec method by “shaking the foundations of shaking the foundations of 
science”. Namely, to explore how well SimDec works as a sensitivity analysis 
tool when applied to a diverse spectrum of disciplines. Surprisingly, collect-
ing application cases for the book turned into a relatively straightforward 
task, as many researchers responded not only very positively, but also with 
remarkable enthusiasm for such a project.

As a result, there are 13 chapters in the book. Chapters 1–3 provide the nec-
essary background for understanding SimDec and sensitivity analysis – these 
chapters should be read in the prescribed order and be considered “com-
pulsory” for all readers. Chapter 1 introduces the multifarious meanings of 
sensitivity analysis, its science and practice, and benefits and shortcomings. 
It shows how SimDec unifies sensitivity analysis and uncertainty analysis by 
combining the best features from both of their worlds. Chapter 2 describes the 
SimDec algorithm, delivers instructions for using the open-source packages, 
and offers guidelines on how to interpret SimDec results. Chapter 3 provides 
a convenient synopsis of the various applications, so the motivated reader 
can quickly acquire an overall comprehension of the collection of upcoming 
applications and determine how to navigate to the areas most relevant to 
their specific interests. Chapters 4–13 provide the applications studied in the 
book. The topics of each chapter revolve around the specific projects within 
each of the various disciplines. Progression through these application chap-
ters can proceed in any order, depending upon the levels of interest of the 
reader. The general topics of the application chapters (with chapter number 
in brackets) are corporate finance (4), public support (5), 3D manufacturing 
in construction (6), deep tech entrepreneurship (7), carbon footprint analysis 
(8), geology and model fidelity (9), P2X fuels (10), structural reliability (11), 
superconducting magnets (12), and personal decisions (13).

It must be duly recognized that neither SimDec nor sensitivity analysis 
should be considered as “spectator sports” – all readers are firmly encour-
aged to get “stuck in” and participate. We want you to apply SimDec to 
whatever sphere of interest you might possess. Consequently, to promote 
as widespread an adoption and penetration of SimDec as possible, the book 
has been made entirely open-access and the downloadable electronic copy 
is free-of-charge for all readers. Furthermore, the SimDec application, itself, 
has been made completely open-source with a web dashboard1 and software 
packages readily available in Python, R, Julia, and Matlab,2 all supported 
by an ever-expanding discussion-board community on Discord.3 While these 
computer codes can be used for conducting a complete global sensitivity 
analysis as in the chapters, they can also be used separately as a visual ana-
lytics package for uncertainty analysis and for the standalone calculating of 
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sensitivity indices. Readers are encouraged to experiment with the use of 
SimDec on their own data and to extend it to suit their circumstances. When 
questions inevitably arise, the Discord community provides a great resource 
for advice, support, and feedback.

Notes

1	 https://simdec.io/.
2	 https://github.com/Simulation-Decomposition.
3	 https://discord.gg/8jkEyqXu2W.

https://simdec.io/
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Abstract

For a computational model to be useful for decision-making purposes, its 
foundations need to be “shaken” sufficiently so that one can ascertain what 
might happen if its underlying assumptions ever changed. This type of robust-
ness assessment is performed via the techniques of sensitivity analysis and 
uncertainty analysis. These techniques supply many alternative pathways 
under which such evaluations can be conducted. In this chapter, we consider 
a full spectrum of sensitivity analysis tools – from setting up computer exper-
iments, to analyzing their results, to discussing the variety of methods at each 
phase, up to investigating how the overall process might actually be deployed 
effectively in practice. Our conclusions on the current “state of the prac-
tice” are worrying. The most commonly used one-at-a-time sensitivity analy-
sis methods can severely mislead decision-makers. Further to that, simple 
Monte Carlo simulations and the portraying of their output distributions are 
not sufficient to understand the actual drivers behind the model behaviour. 
Advanced global sensitivity analyses are often so focused on quantification 
that they miss any insights into the nature of the effects. Conversely, the novel 
Simulation Decomposition (SimDec) method incorporates the best compo-
nents from both sensitivity analysis and uncertainty analysis – which enables 
the production of holistic insights in a very straightforward fashion – thereby 
reinforcing its considerable potential for widespread adoption anywhere a 
global sensitivity analysis is performed.

1  Introduction

The term sensitivity analysis (SA) can mean many things and take many 
forms. The fundamental idea behind it is about “shaking” the model to see 
what falls out of it. But it is the nature of how we actually shake it that cre-
ates a multitude of approaches. The majority of researchers and practition-
ers employ one-at-a-time (OAT) analysis, performed by changing the values 
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of one factor at a time (Saltelli et al., 2019). Anecdotally, such analysis is 
perceived as a simple, rhetorical exercise to such an extent that the ensuing 
spider charts and tornado diagrams have completely flooded business reports 
and academic publications. Why must this ubiquitous, one-at-a-time princi-
ple be considered inadequate? Because as soon as non-additive operations 
enter the picture, OAT inherently disregards significant portions of the solu-
tion space, even in the simplest models.

Imagine a simple model in which our losses are described by two factors: 
(1) the number of customers who reject our services, Ncancel, multiplied by 
(2) the cost of such rejection, costcancel. The base case scenario is that each 
customer we lose costs us $1,000. Performing a one-at-a-time sensitivity 
analysis on each of these factors, separately, if we vary only the first factor 
to see what would happen if we lost (say) five customers (i.e. varying the 
first factor while holding the second factor constant at $1,000), then our 
losses would be $5,000 (= 5 × $1,000). If, instead, we varied the second 
factor so that our costs per cancelled customer increased to $5,000 (i.e. 
holding the first factor constant at 1 customer while varying the second 
factor), then our losses would also be $5,000 (= 1 × $5,000). So perform-
ing this OAT-SA on the two factors would indicate that our major risks 
add up to a maximum of $5,000 losses. The perceptive reader, however, 
would clearly notice that, under the unfortunate situation in which both 
factors deteriorated simultaneously, the outcome would result in the much 
more deleterious loss of $25,000 (= 5 × $5,000). If one can observe such a 
discrepancy occurring in the one-at-a-time analysis of such a simple model, 
imagine how much misrepresentation could happen in significantly more 
complex models?

More advanced practitioners employ Monte Carlo simulation to circum-
vent the shortcomings of OAT-SA, which can be attributed to uncertainty 
analysis (Janssen, 2013). In Monte Carlo analysis, all uncertain factors are 
allowed to change, simultaneously, so that extreme scenarios can be revealed 
in the resulting probability distribution of the model output. However, while 
the inadequacies of OAT are overcome, uncertainty analysis simply portrays 
the uncertainty ranges within the system but cannot direct the decision-maker 
to the most appropriate course-of-action.

The entire plethora of approaches available for shaking a model all seem 
to be channelling the mindset of a model explorer, which results in more 
questions than answers. Scenario analysis is accomplished by changing sev-
eral factors at once but for only a few instances – namely, the very scenarios, 
themselves (Hassani & Hassani, 2016). Why only these scenarios (Morgan 
& Keith, 2008)? Why these particular factors? And which of them drive(s) 
the difference(s) in the outcome of different scenarios? Threshold analysis is 
used to identify critical values or ranges of input variables where the model’s 
output changes significantly or assumes certain values – a typical use in the 
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field of environmental impact assessment (Bojórquez-Tapia et al., 2005), risk 
assessment (Draper et al., 1999), and break-even analysis in investment valu-
ation (Jovanović, 1999). Could there be other combinations of factors that 
result in the same changes in the output? Is there critical system behaviour 
outside of the studied range? Optimization, in a sense, can also be consid-
ered as “shaking” the model to find the best output (Schwieger, 2007). But 
should we not also learn how to avoid undesirable output values? Or which 
combinations of factors can lead us to good-enough outputs rather than 
the best?

The Holy Grail of sensitivity analysis is the aspirational global sensitivity 
analysis1 – a field of science that incorporates a spectrum of mathematically 
advanced methods to compute sensitivity indices that ascribe a degree of 
influence of the individual (or groups of) inputs on the model output (Saltelli 
et  al., 2004). The practice of this analysis is considered to be exemplary, 
because of its global nature, in which the entire space is studied as all factors 
are changed simultaneously. Unfortunately, sensitivity indices alone do not 
tell the full story, no matter how good or reliable they may seem. Sensitiv-
ity indices only describe the strength of an effect, not its shape. The very 
shape of an effect is often crucial for understanding the model behaviour 
and approaching the decision-making surrounding it (Kozlova, Moss, et al., 
2024).

Simulation Decomposition, or SimDec, is a novel approach that cleverly 
aggregates all of the benefits of these other methods. In essence, it is a visu-
alization of a model output distribution, decomposed and colour-coded 
by the multi-variable scenarios, the variables for which are chosen based 
on the global sensitivity indices calculated (Kozlova, Moss, et al., 2024). 
Thus, SimDec inherently amalgamates uncertainty analysis with global 
sensitivity analysis. More importantly, it exposes the character of the 
effects within a model, thereby enabling deeper insights into its fundamen-
tal behaviour.

While many previous studies have adopted competing perspectives on the 
typology of sensitivity analysis methods (Pianosi et al., 2016; Lo Piano & 
Benini, 2022; Saltelli et al., 2008), we have chosen to focus on the insight 
derivation capabilities of these different approaches. To motivate this view-
point, we consider the actual process of the analysis as the most appropriate 
lens for conducting our methodological overview and extensively exam-
ine its corresponding rationale throughout each analytical phase. SimDec 
is subsequently grounded within this landscape, and its role is contrasted 
with the capabilities of these other methods. Consequently, the goal of this 
chapter is to depict the existing landscape of the various sensitivity analysis 
methods practiced throughout business, science, and academia and to firmly 
establish the pre-eminent need for applications of SimDec analysis within 
this context.
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2 � Methodological landscape

2.1 � The process of sensitivity analysis

The process of sensitivity analysis can be broken down into the following phases:

1.	Choosing the input and output variables for the analysis
2.	Modelling variation or uncertainty in the selected inputs
3.	Sampling from the defined distributions of inputs
4.	Computing sensitivity indices
5.	Visualizing the results

The first three phases comprise the data generation process, and the last 
two are the actual data analysis part, which answers such questions as which 
input variables are important in the model and what is the shape of their 
relationship with the model output.

The methodological choices at each phase are described in the following 
subsections and illustrated in Figure 1.1.

2.1.1 � Choosing inputs and outputs

Three basic options exist to determine which variables to randomize for the 
sensitivity analysis and to check their sensitivity.

If the target of the analysis is to understand the behaviour of the modelled 
system or to explore the effects of an intervention on it, then inputs that 
characterize system behaviour and its environment should be chosen for the 
analysis. Examples could be the costs of an investment project, market price, 
and demand. As an output variable, various system performance indicators 
can be selected. For example, if the studied system is an investment project, 
its profitability indicator would serve as an output. In this setting, the sen-
sitivity of the system performance to the inputs that characterize it and its 
super-system can be studied. This is perhaps the most common structure for a 
sensitivity analysis of any kind and is widely used to support decision-making 
across domains (Saltelli et al., 2004).

Another focus of the analysis could be on the computational model fidelity 
or robustness. It is used by modelers to fine-tune their models and to ensure 
their reliable performance (Hjelkrem et al., 2017; Syriopoulou et al., 2019). 
Parameters of the model itself and other modelling choices (e.g. parameters and 
types of stochastic processes) become the inputs to sensitivity analysis. Other 
inputs (that characterize system behaviour) can be used to ensure consistent 
model performance across the entire solution space. As an output, a model 
performance indicator or an action that the model recommends is selected.

Finally, a rarer exercise is to study the sensitivity of the sensitivity analysis 
method (Plümper & Traunmüller, 2020; Puy et al., 2020c). Under this option, 
the sample size, the parameters of the sensitivity analysis method, and other 
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Figure 1.1 �� Overview of sensitivity/uncertainty analysis methods and the place of SimDec in it. (colour image is accessible via  
 the link)



8  Mariia Kozlova, Samuele Lo Piano, and Julian Scott Yeomans

methodological choices are varied as if they were inputs, and the resulting 
sensitivity indices or ranking of the model inputs is set as the output.

2.1.2 � Variation/uncertainty modelling

As per the taxonomy proposed by Walker et al. (2003), uncertainty encom-
passes various locations and levels in model-based studies. The former 
includes uncertainty about the model structure and input variables. The 
latter captures the quality of knowledge in the modelling activity at play, 
spanning from statistical uncertainty, to scenario uncertainty, to recognized 
ignorance, up to total ignorance, in the whole spectrum from determinism 
towards total ignorance. The capability to quantify the level of uncertainty at 
play decreases towards this end of the spectrum.

For the uncertain input variables, frequently, statistical distributions have 
been considered, whereby the range and the statistical properties reflect the 
knowledge available. A few contributions in the literature adopt the uniform 
distribution as a conservative choice, whereby it cannot be said if any value 
from the sample has a higher probability of being extracted than the others. 
Otherwise, the distribution shape can actually capture different probabilities of 
extracting values within its range through normal, triangular, lognormal, etc. 
distributions. It also has been proposed to use empirical distributions based on 
actual samples, whenever possible (Lo Piano & Benini, 2022). Truncating the 
distributions is a typical choice to avoid sampling values that would not make 
physical sense (e.g. a negative number for a length) (Lo Piano et al., 2019). 
Multivariate distributions are also possible (Lo Piano, Borgonovo, et al., 2022).

Randomness can be not only static but also dynamic too (i.e. various sto-
chastic processes), then sensitivity analysis can either be done as a function 
of time (Song et al., 2022) or by aggregating the information of the dynamic 
variable into a scalar(s) (Pellegrino et al., 2024). Categorical variables can be 
sampled through triggers that select a specific category value, or activate a 
modelling option (the use of a specific dataset (Puy et al., 2020b)) or model 
structure (Lo Piano, Borgonovo, et al., 2022), as well as decision variables 
(e.g. the option to be implemented (Lo Piano, Parenti, et al., 2022)).

When working with correlated variables whose dependency mechanism 
is unknown but with an existing clear correlation (e.g. different asset mar-
ket prices), copula distribution functions can be used (Song et  al., 2022). 
Conversely, if the dependency mechanism is known (Kucherenko et  al., 
2012), then one variable can be assessed as a function of the other, sampling 
from non-rectangular domains (e.g. in the presence of inequality constraints 
(Kucherenko et  al., 2017)). Ignoring correlations can produce biased esti-
mates of the sensitivity indices as well as result in sampling from implausible 
points of the uncertainty hyperspace (associated with unfeasible combina-
tions of input variables (Mase et al., 2023) (e.g. in case of blatant physical 
incompatibilities (Lo Piano & Benini, 2022)).
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Probability distributions can be approximated by fuzzy numbers (Zadeh, 
1965). Such ideas have percolated into some uncertainty-related applications 
(Kozlova et al., 2016; Collan et al., 2009), but have never become the basis 
for global sensitivity analysis. This can be explained by the very nature of 
fuzzy numbers, which are constructed from only a few discrete points of a 
sample (e.g. three for a triangular fuzzy number) and more closely resemble 
a scenario analysis in terms of the sampling technique.

2.1.3 � Sampling strategies

In order to produce data for the inputs, one needs to decide how to choose 
the points from the selected probability distributions. Several sampling strat-
egies can be used to achieve this end.

The most basic sampling technique is to select two values (e.g. ±20%) for 
one-at-a-time sensitivity analysis. That corresponds to an increment method 
in which the sensitivity of the output function is assessed in terms of its 
change in response,  Y, to the variation in the generic independent variable 
 Xi. In addition to the “standard” OAT criticisms, there are additional con-
cerns about the legitimacy of choosing points symmetrically, since they rarely 
reflect realistic variation possibilities of the input variables and, thus, possess 
considerable potential to mislead the decision-maker (Saltelli et al., 2019).

Researchers and practitioners who use Monte Carlo simulation for uncer-
tainty analysis often employ simple random sampling (Olken & Rotem, 
1986; Singh & Singh, 2003). Originally introduced by McKay et al. (1979), 
Latin hypercube sampling ensures uniform coverage of uncertain spaces in 
that points are individually selected from sub-spaces. For the most common 
Excel simulation add-in packages, simple random sampling is the default 
option employed by Oracle Crystal Ball®, while Palisade’s @RISK assumes a 
Latin Hypercube default – although switching between sampling strategies in 
either package is as simple as clicking a toggle button (Oracle Crystal Ball, 
2023; Palisade @Risk, 2023).

Conversely, it is recommended that researchers using the Monte Carlo 
data to perform global sensitivity analysis adopt quasi-random sampling 
methods instead. Quasi-random sampling covers the state space more uni-
formly and improves the quality of the estimates in several regards (Sobol’, 
1967; Owen, 2023). To this end, numerous quasi-random sampling schemes 
have been introduced. The most widely employed low-discrepancy sequence 
in global sensitivity analysis was introduced by Sobol’ (1967) and is named 
after its creator (Ilya M. Sobol’). Sobol’ sampling consists of dissecting each 
dimension of the uncertainty hyperspace into segments of progressively 
increasing powers of two. In this fashion, the coordinates of each point 
in the uncertainty space are selected for sampling. Over the course of dec-
ades, these sequences have been improved and extended into problems of 
higher dimensions (i.e. with many uncertain variables) (Sobol’ et al., 2011). 
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When input variables are not uniformly distributed in the zero-one inter-
val in which low-discrepancy sequences have been defined, inverse trans-
formations are required so that the cumulative probability values for the 
sampled points are conserved (Okten & Liu, 2021). It has been shown that 
quasi–Monte Carlo Sobol’ sequences typically provide better performance 
than either Latin hypercube samples or pure random sequences in terms of 
accuracy, measured as convergence rate of the estimated sensitivity indices 
towards the analytical values in test functions (Kucherenko et  al., 2015). 
However, several instances have been found in which the presence of impor-
tant higher-order effects (i.e. interactions among the uncertain parameters) 
diminishes any sampling advantage of quasi-random sequences over purely 
random methods (Kucherenko et  al., 2011). Scrambling the columns of 
low-discrepancy Sobol’ sequences (i.e. the relative positions associated with 
the different coordinates in the hyperspace) also provides enhanced perfor-
mance (Hok & Kucherenko, 2022).

Engineers generally omit the concept of Monte Carlo simulation alto-
gether and simply check all combinations of the selected input values. This 
approach is called a full factorial design (Alidoosti et al., 2013; Suard et al., 
2013). However, the computational requirements of this method increase 
exponentially with the number of factors or input variables considered (Tong, 
2006). Additionally, it can only be performed with categorical/discrete vari-
ables in that continuous variables are impossible to exhaustively explore as 
an infinite number of combinations would be required.

2.1.4 � Computing sensitivity indices

By definition, sensitivity analysis aims to capture and analyze the influence/
importance of input variables on variations in the outputs. Any notion of 
“importance” is affected by the ambiguity of plain language. For this reason, 
several measures of importance have been proposed to capture this kind of 
influence. In this section, we will examine various metrics of importance and 
the properties that they are trying to capture.

The Pearson correlation coefficient, the standard regression coefficient (Lo 
Piano et al., 2021), and the partial correlation coefficient quantities have all 
been proposed in the context of examining sensitivities through linear models 
(Iooss & Lemaître, 2015). The quality of these measures obviously deterio-
rates as one moves away from a linear or monotonous relation between the 
input and the output variables.

The Morris method is based on elementary effects representing differences 
produced on the output variable when all but one of the input variables are 
maintained at a fixed value (Saltelli et al., 2004). By averaging over several 
starting points, one can obtain a measure of importance µ*, including a stand-
ard deviation   that provides an indication of the interaction among varia-
bles. The Morris method produces two quantitative measures of importance, 
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which has faced criticism in the literature for the confusion created when 
needing to use this information for decision-making.

The Sobol’ indices (Saltelli et al., 2008) are based on a decomposition of 
the variance. The first-order (or main) effect expresses what fraction of the 
output variance an input variable is responsible for. The value of the Sobol’ 
indices ranges from zero (no influence on the output variance, for example, 
dummy variables for testing purposes) to one (full justification of the output 
variance by the only variable). The total-order indices also include the inter-
action of an input variable with the others (two-way interaction between 
two variables, or manifold interactions among three or more, although quite 
uncommon). The power of the total-order indices resides in their capacity 
to condense the numerous higher-order effects an input variable may be 
involved in into a single number. The use of the Sobol’ indices is complemen-
tary: first-order indices allow ranking input variables as per their importance. 
Total-order indices can be used to filter out non-influential inputs on the 
output variance (no effect, not even through interactions), so-called “factor 
fixing”.

Sobol’ indices have a few shortcomings. First, for any non-additive model 
(i.e. a model which has interactions), the sum of first-order indices will always 
be less than one (does not include interaction effects), and the sum of the total 
indices would exceed one (double-count interaction effects) (Saltelli et  al., 
2004). So, it is never possible to say whether the full variance of the output 
has been explained by the selected input variables or whether anything else is 
“going on” within the model. Another shortcoming is the overall complexity 
of the required computations. Sobol’ indices require multiple Monte Carlo 
simulation matrices with different variables being ignored in the simulation 
process (Marzban & Lahmer, 2016). This additional complexity introduces 
a significant barrier to any widespread adoption of the technique. Further-
more, Sobol’ indices cannot be used in the presence of correlations unless 
one jointly varies the correlated variables, thereby expressing the sensitivity 
to a group of (correlated) variables rather than to individual ones (Jacques 
et al., 2006).

Spatial-based importance measures in terms of variogram analysis of 
response surfaces (VARS) (Razavi et  al., 2019) have also been defined in 
fields where topological properties play a prominent role (such as in hydrol-
ogy). This approach has the versatility of combining global and local proper-
ties as the need arises.

Borgonovo (2007) introduced a new moment-independent uncertainty 
measure, named  . This measure does not reduce to any statistical moment 
but simply looks at the overall shape of the output distribution. It can also be 
used in the presence of correlated input variables. The strength of this sensi-
tivity index is that it can be used in those circumstances where the output vari-
ance is not an adequate proxy for its uncertainty (e.g. skewed or multi-modal 
distributions). The PAWN index is another moment-independent measure 
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based on a cumulative distribution function (Pianosi & Wagener, 2015) 
rather than a probability distribution function. However, several criticisms 
of its robustness have been raised (Puy et al., 2020a).

Owen (2014) proposed the use of approaches from cooperative game 
theory in sensitivity analysis, such as Shapley values. Shapley values were 
originally proposed to define the surplus each player in a cooperation would 
be entitled to (i.e. the value of an n-person game). Shapley values are being 
increasingly used for the interpretability of machine learning models (Mol-
nar, 2020). Their use in sensitivity analysis has increased recently due to their 
suitability for handling correlated inputs.

One of the recent developments, the simple binning method (Kozlova 
et al., 2023), converts the general concept of variance-based sensitivity indi-
ces directly into mathematics for their computation. The method involves 
binning the data by X, computing the averages of Y in those bins, and then 
taking the variance of those averages. First-order, second-order, and com-
bined (or closed) sensitivity indices can be readily computed. The method 
works with given data and captures correlated inputs, which show up as 
negative second-order effect. The sum of combined indices equals one even in 
the presence of interactions and correlations, if all randomness in the model 
has been accounted for.

In all the described methods and for global sensitivity analysis, in general, 
the sole goal is to compute sensitivity indices that show how much uncer-
tainty in the model output is attributed to different input variables (Saltelli 
et al., 2008). All previous phases were just stepping-stone preparations for 
this revelation. Most of these methods do not work with dependent inputs. 
There are numerous works that introduce modifications to existing methods 
to enable them to capture dependencies in the model (Da Veiga, 2015; Lam-
boni & Kucherenko, 2021; Mara et al., 2015; Borgonovo et al., 2024), but 
these all require different treatments of the data with dependent variables. 
The only exceptions to this additional complication are Shapley values and 
the simple binning method, which work with correlations without a need 
for supplemental adjustments. Furthermore, most of these methods require 
access to the model in order to conduct multiple simulations. Only a handful 
of methods are able to work with a given dataset, including (1) the approaches 
that compute first-order indices (Marzban & Lahmer, 2016; Plischke, 2012) 
and (2) the simple binning method (that also produces second-order indices 
as well as capturing interactions), which has been shown to produce reli-
able estimates even with a simple random sampling of 1,000 points (Kozlova 
et al., 2023).

2.1.5 � Visualization

The two main visualization types employed in one-at-a-time sensitivity anal-
ysis are tornado plots (Figure 1.2A) and spider charts (Figure 1.2B) (Kozlova, 
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Moss, et al., 2024). Tornado plots are restricted to two evaluation points in 
addition to the base case and, thus, lack the capability to communicate non-
linearities in the underlying model. However, since the X-axis of the tornado 
chart depicts the actual values of the output, any assumptions made regard-
ing input variation do not have to be symmetric and can, therefore, better 
reflect reality. On the other hand, spider charts place their output values on 
the y-axis with the corresponding per cent of factor change values on the 
x-axis. Hence, this structure requires that all inputs vary within symmetrical 
ranges, which is rarely a realistic assumption (Saltelli et al., 2019). The abil-
ity of spider charts to portray several evaluation points for each factor (e.g. 
±10%, ±20%, and ±30%) enables them to communicate the shape of under-
lying relationships and to expose the existence of nonlinearities within the 
model. Regardless of the specific advantages and disadvantages of these two 
visualization types, the predominant failure of their approach is that only one 
factor is varied at a time, which means that any interactions of inputs in the 
model cannot be captured.

Studies that employ global sensitivity analysis usually stop at one of the 
previous phases and do not systematically proceed into visualization. The 
only commonly employed visualization technique is a box plot that char-
acterizes the convergence of index estimates under different conditions (Shi 
et al., 2023; Barr & Rabitz, 2023; Shang et al., 2023). Occasionally, indices 
themselves are depicted with a bar chart (Puy et  al., 2021; Vuillod et  al., 
2023; Thapa & Missoum, 2022). Consequently, neither of these visualiza-
tions can uncover the inherent characteristics of the effects. Nevertheless, 
various types of visualizations do sporadically make an appearance in one 
form or another in different global sensitivity analysis studies.

Scatter plots (Figure 1.2C) are sometimes used in conjunction with GSA 
(Saltelli et al., 2008; Wainwright et al., 2014; Palar et al., 2023) and are also 
recommended for the initial visual inspection of the input–output relations. 
The scatter plots are produced from global simulations but are restricted 
visually to a single input variable, thereby limiting the perception of complex 
joint effects in a model. For example, if a scatter plot consists of a non-linear 
trend, it is unclear which other input(s) are responsible for it and how. Het-
eroskedasticity (i.e. a variation of the output range uncertainty against the 
values of the input value) is a clear sign of higher-order interactions with (an)
other input variable(s), but does not suffice to identify which variables are 
responsible for it.

Often, as a part of uncertainty analysis (Lo Piano & Benini, 2022), 
researchers display a distribution of the model output in the form of a histo-
gram (Figure 1.2D). This visualization, however, possesses limited informa-
tion content on the model behaviour. It merely displays the overall uncertainty 
in the model output and its shape. Descriptive statistics of the output varia-
tion (such as expected mean, minimum, maximum, standard deviation, etc.) 
can be derived. However, the histogram alone cannot be used to determine 
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which input variables affect the output and does not display the nature of 
their interaction.

Heat maps (Pleil et al., 2011; Owen et al., 2019) (Figure 1.2E) and response 
surfaces (Myers et al., 2016) are frequently used to depict the relationship 
between two input variables and the output. However, they both require 
dimensionality reductions concerning all other inputs (they are normally 
fixed, and the analysis happens in a two-at-a-time mode). Both visualization 
types require a two-dimensional matrix of output values associated with dis-
crete values of the two inputs. Thus, such graphics are more often produced 
with a full-factorial design sampling strategy, because all other randomized 
approaches would require further data transformation.

Parallel coordinate plots (Figure 1.2F) are another type of graphic, where 
each parallel coordinate represents each input and output, and the lines con-
necting them provide a visual association within each simulation run (Pianosi 
et al., 2015). Chaotically intersecting lines between an input and the output 
signify no influence, while all other patterns indicate the opposite. However, 
simulations are often comprised of thousands of runs, which translates into 
thousands of lines on the parallel coordinate plots, making them unreadable 
for all practical purposes (Heinrich & Weiskopf, 2013). Various remedies to 
the visual overloading problem have been proposed (Steinparz et al., 2010; 
Roy et al., 2018). Nevertheless, the increasing number of input variables and 
the problem of the optimal ordering of coordinates prevent this visualization 
type from widespread adoption.

Overall, although many different visualization types exist, they all possess 
limitations in depicting the underlying behaviour of a computational model. 
None of the visualizations has been systematically recognized as the universal 
standard for global sensitivity analysis studies. Hence, the lack of visualiza-
tion is a major shortcoming in global sensitivity analysis as it prevents an 
understanding of the nature of the models and proves to be a major impedi-
ment to well-informed decision-making (Kozlova, Moss, et al., 2024).

2.2 � The place and role of SimDec

The SimDec procedure comprehensively spans two specific phases of sensitiv-
ity analysis: (4) computing sensitivity indices and (5) visualization. Because 
it fully encompasses phase 4, SimDec inevitably engages all the previous data 
generation phases. Specifically, SimDec receives a simulated dataset as input, 
calculates sensitivity indices using the simple binning approach, and then cre-
ates a visualization of the most influential relationships in a model (Kozlova, 
Roy, et al., 2024). Consequently, SimDec captures the entire quantification 
process of sensitivity analysis and communicates the “shape” of these effects 
via an intelligent visualization mechanism. This process results in a more 
holistic sensitivity analysis approach and provides considerable quantities of 
actionable insight (Kozlova, Moss, et al., 2024).
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SimDec projects a visualization of key multidimensional model relation-
ships onto a two-dimensional graph. The SimDec visualization is generated 
by its own distinct algorithm that requires certain operations to be performed 
on the data, in contrast to other, more “direct” visualization approaches. The 
mechanism involves decomposing the dataset into scenarios based on com-
binations of states of the most influential input variables. The colour-coding 
logic is designed in accordance with formed scenarios, where the states of 
the most influential input are assigned distinct primary colours, and all other 
state subdivisions assume shaded gradations of these primary colours. The 

Figure 1.2 � Schematic representation of different visualization types. (colour image 
is accessible via the link)
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decomposition produces a legend which depicts which colours and states of 
inputs are attributed to specific scenarios and indicates how each data point is 
assigned to a corresponding scenario. This information is used to construct the 
actual visualization. The prevalent SimDec visualization approach is to con-
struct a stacked histogram in which the coloured scenarios are directly mapped 
onto the distribution of the model output. Potentially, the series could be over-
layed as opposed to stacking, but the perceived relative simplicity attribut-
able to overlaying possesses several notable deficiencies (Kozlova & Yeomans, 
2020). Box plots could also be employed if either the distribution has a poorly 
readable shape or some scenarios have low probabilities and are not visible (for 
examples, see Chapter 2, Kozlova, Roy, et al., 2024).

To summarize the major new contributions of SimDec to the overall land-
scape of sensitivity analysis methods: (1) it relies on a more efficient and accu-
rate quantification approach (Kozlova, Moss, et al., 2024); (2) it produces 
a more powerful visualization in terms of information content and overall 
readability (Kozlova et al., 2023); and (3) it forces a much more systematic 
deployment of visualization so that the procedure of sensitivity analysis does 
not stop at quantification but continues to explore model behaviour more 
holistically. Essentially, it is the only visualization technique for sensitivity 
analysis that readily (1) exposes interactions, (2) displays the data of more 
than three dimensions, and (3) preserves readability simultaneously (see 
Chapter 2 (Kozlova, Roy, et al., 2024) for specific details on using SimDec 
and for guidance in its interpretation).

3 � Usage of methods

3.1 � The process of sensitivity analysis in reality

The process of sensitivity analysis portrayed in Figure 1.1 has rarely been 
used wholly in practice, resulting in incomplete experimental designs. 
The majority of studies that adopt sensitivity analysis have opted for the 
one-at-a-time methods (Lo Piano & Benini, 2022; Pianosi et al., 2016; Sal-
telli et  al., 2019), focusing on only two phases out of five – (3) sampling 
and (5) visualization – which have then been implemented within frequently 
questionable experimental designs. As a result, both a proper “shaking” of 
the model (phase 2, variation) and quantification (phase 4, computing sen-
sitivity indices) are missing. Even studies by the authors of this chapter can 
be considered guilty of such insufficiencies (Kozlova et al., 2019; Lo Piano & 
Mayumi, 2017). Another fairly common practice has been the adoption of 
uncertainty analysis in the form of Monte Carlo simulation, with the result-
ing output displayed in distributional form, thereby skipping the quantitative 
phase (phase 4, computing sensitivity indices). Coupled with the limitations 
of the distribution as a visualization type, such analysis remains completely 
deficient with respect to identifying exactly which factors contribute to the 
variability of the output.
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The expanding body of research indicates that global sensitivity analysis 
normally concludes at phase 4, computing sensitivity indices, rather than 
assessing the shape of the discovered effects by proceeding to the (5) visuali-
zation phase (Shi et al., 2023; Barr & Rabitz, 2023; Vuillod et al., 2023; Wang 
& Jia, 2023; Jung & Taflanidis, 2023; Shang et al., 2023; Ballester-Ripoll & 
Leonelli, 2022; Thapa & Missoum, 2022; Xiong et al., 2022; Yang, 2023). 
Rare exceptions to this convention possess no systematized logical reasoning, 
with the various approaches ranging from coloured scatter plots (Palar et al., 
2023) to 3D Kiviat charts (Roy et al., 2018). However, the nature of this 
unsystematic implementation prevents the visualization phase from becom-
ing an integral part of the sensitivity analysis process.

3.2 � Uptake of sensitivity analysis in business and academia

Corporate uptake of sensitivity analysis methods is not encouraging. In the 
areas of corporate finance and risk management, the concept of global sen-
sitivity analysis has not been recognized at all (Ryan et al., 2002; Graham & 
Harvey, 2001; Hubbard, 2020). A recent (2022) inquiry by the authors into 
the operations of a dozen European companies of different sizes and indus-
tries showed that more than a third did not use any sensitivity analysis at all, 
half employed simple one-at-a-time sensitivity analysis, and one company 
used Monte Carlo simulation for decision-making.

In academia, the uptake of global sensitivity analysis has featured much 
more prominently. Since its inception in the 1980s, a community of numeri-
cal modelers has shown great interest in employing the computational 
approaches provided by the methodology (Iooss & Lemaître, 2015). More 
recently, sensitivity analysis has been recognized as possessing natural syner-
gies in the variable selection problems of statistical learning, especially for 
machine learning (Da Veiga et al., 2021). Irrespective of the disciplinary field, 
all the stages of mathematical model building can clearly benefit from per-
forming appropriate sensitivity analyses (Borgonovo & Plischke, 2016), as 
described in the “Methodological landscape” section.

In general, estimates of the use of global sensitivity analysis range between 
12% (Lo Piano & Benini, 2022) and 20% (Saltelli et al., 2019) cases. How-
ever, the majority of academic reviews have evaluated research that already 
includes some kind of sensitivity analysis. What about studies that do not? 
Namely, how high is the uptake of sensitivity analysis in computational mod-
elling in general? This is a difficult question to answer, considering the mag-
nitude of the field and the physical impossibility of reviewing all publications 
within it. A  keyword search in the SCOPUS database using a query with 
“model*” in title, abstract, and keyword fields returned more than 15 mil-
lion results. Constraining this output to those which included “sensitivity 
analysis” reduced the total to only 1% of these results for those using a 
one-at-a-time sensitivity analysis (OAT)2 and to only 0.03% for those using 
global sensitivity analysis (GSA)3 (Figure 1.3).
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Figure 1.3  Adoption of sensitivity analysis (SA) and global sensitivity analysis (GSA). (colour image is accessible via the link)
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These numbers must be viewed with an element of scepticism since we 
cannot ensure that all 15 million papers that mention “model*” actually 
perform a computational modelling exercise.4 Irrespectively, the break-
down of the results by the subject area magnifies the expressed concerns 
(Figure 1.4). Psychology, veterinary, and health-related areas are less likely 
to refer to computational models. However, many other areas (including 
mathematics, computer science, and environmental science) provide a rea-
sonable match. Clearly, there is a degree of imprecision in the estimate of 
the share of SA studies (first column), but far less so for the estimate of the 
share of GSA in SA studies – since the more specific keywords return less 
noisy results.

Figure 1.4 Adoption of sensitivit y analysis (SA) and global sensitivity analysis 
(GSA) by topical area. (colour image is accessible via the link)
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Figure 1.5  Adoption of sensitivity analysis (SA) and global sensitivity analysis (GSA) in 
selected modelling fields. (colour image is accessible via the link)

To increase the accuracy of the exercise, we examined a selection of more 
specific modelling domains and approaches (Figure 1.5). The share of SA in 
modelling papers appears to be the highest at 7% in several small domains. 
These domains include life cycle assessment (LCA), cost–benefit analysis 
(CBA), and multi-criteria decision-making (MCDM). The remainder of the 
frameworks exhibit no more than 3% of papers referring to SA. The share 
of global studies among SA is under 10% in each category. More concerning 
are the numbers for the share of studies that employed GSA overall – which 
all fall below 1%.

4 Conclusions

Sensitivity analysis has become a term that can be understood very differently 
by different groups of researchers and practitioners. This chapter attempts to 
unify these different perspectives and frame them into the lenses of sensitiv-
ity analysis as a process for investigating a model. Our main finding is the 
failure of the entire spectrum of methods to be sufficiently useful in under-
standing model behaviour and for supporting decision-making. Specifically, 
one-at-a-time sensitivity analysis methods prove insufficient (and even mis-
leading) because they fail to capture interactions and do no cover the space of 
variability properly. On the other hand, more advanced methods (i.e. global 
sensitivity analysis) tend to be prematurely satisfied with a quantification of the 
strength of the effects but fail to consider the shape of these effects. Employing 
visualizations within the sensitivity analysis field is rare and not systematic.
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Assessing existing literature reviews and searching through appropriate 
scientific databases leads one to the conclusion that the adoption of sensi-
tivity analysis (especially global sensitivity analysis) throughout all fields of 
computational modelling is extremely limited. Fewer than 10% of the exist-
ing computational studies adopted any sensitivity analysis at all, and virtually 
none of these actually performed global sensitivity analysis. Other review-
ers have reported similar findings (Lo Piano & Benini, 2022; Pianosi et al., 
2016), while some have indicated slightly higher adoption rates but selec-
tively for highly-cited papers (Saltelli et al., 2019). Furthermore, in industry 
and business, we have not encountered the use of global sensitivity analysis 
at all. The only exceptional cases occurred when the employees, themselves, 
were trained in it and were developing software for it (Baudin et al., 2015). 
Otherwise, the mathematical complexity and the lack of instruction in global 
sensitivity analysis appear to be the overriding impediment to its dissemina-
tion and implementation (Saltelli et al., 2019).

SimDec possesses the significant potential for remedying all these short-
comings. Its algorithm and focus on visualization seem to make it the inevi-
table tool for effectively covering the entire process of sensitivity analysis. 
Its sophisticated quantification of input variable influence and its accessible 
visualization of the shape of the underlying effects are inherently incorpo-
rated into its unifying methodology. At the same time, the simplicity of the 
procedure and the fact that hard-to-understand quantification is contained 
within a hidden instrumental phase of the method make it easier to adopt 
for people not expressly trained in either sensitivity analysis or design of 
experiments. Thus, the value of SimDec appeals to the entire spectrum of 
users – from novice users to highly experienced sensitivity analysis prac-
titioners. To accelerate its adoption, SimDec open-source codes have been 
made freely available5 in Python, R, Julia, Matlab, and Excel/VBA – together 
with an interactive web-based dashboard – all supported with extensive 
instructions on how to use them and how to interpret their results (Kozlova, 
Roy, et al., 2024).
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Notes

1	 As indicated by several review studies, global sensitivity analysis methods have 
very limited penetration to the practice (Pianosi et al., 2016; Lo Piano & Benini, 
2022a), which is often attributed to its limited appearance in the teaching programs 
(Saltelli et al., 2019).
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2	 Model* AND “sensitivity analysis” AND NOT(“global sensitivity analysis” AND 
“variance-based sensitivity” AND “Monte Carlo filtering” AND Sobol).

3	 Model* AND (“global sensitivity analysis” OR “variance-based sensitivity” OR 
“Monte Carlo filtering” OR Sobol).

4	 Indeed, the concept of “model” profoundly varies across disciplines.
5	 https://github.com/Simulation-Decomposition.
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Abstract

Simulation Decomposition (SimDec) provides an approach for analyzing 
computational model behaviour and supporting decision-making. At its core 
is a visualization of model output decomposed by its most influential input 
variables, where the noteworthy variables have been identified by the calcu-
lation of global sensitivity indices. This chapter explains the overall SimDec 
algorithm, establishes guidelines for its effective implementation, provides 
the essential building blocks for understanding and interpreting its results, 
outlines a novel method for calculating sensitivity indices, describes the 
open-source packages, and discusses various nuances for implementing effec-
tive SimDec studies.

1  Introduction

Computational models are frequently created to replicate the behaviour of 
a system of interest. These “artificial” models can provide facsimiles of such 
disparate complex systems as societies, economies, ecosystems, scientific 
endeavours, engineering projects, and investment opportunities. Computa-
tional systems can be simulated to study how they behave under different 
circumstances. The results can provide a better level of understanding of 
what might be done to succeed, how functioning can be improved, and/or 
how to ameliorate potential system degradation. The nature of these types of 
“intentions” has generally been encompassed within the field referred to as 
prescriptive analytics.

In practice, however, the tools available for prescriptive analytics in com-
putational modelling (such as sensitivity analysis and uncertainty analysis) 
have often been limited, used passively, and/or appended to an analysis to 
simply “check the box”. A lacklustre interpretation of results – how far the 
probability distribution stretches, what are the most influential variables, 
are higher-order interactions present in the model, etc. – does not provoke 
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the consideration of appropriate corrective initiatives, such as: What are the 
alternatives? What can be done to achieve the desired outcome range? Are 
there any readily identifiable alternate manoeuvres? What shielding from risk 
is truly possible?

Simulation Decomposition (SimDec) provides an alternative, methodo-
logical pathway to redirect the analysis of computational models towards 
actionability. In essence, SimDec intelligently maps various multivariable sce-
narios onto the distribution of an output. This mapping exposes actionable 
insights that are critical for decision-making, including:

•	 How to achieve the desired output range while avoiding undesirable ones 
(which combinations of input variable states result in desirable output 
ranges)?

•	 What is the extent of control that can be exercised over the system under 
the uncertainty conditions present (how much overlap is there between 
different scenarios)?

•	 Are there specific scenarios that reduce the levels of uncertainty more than 
others (what is the relative width of the scenarios)?

•	 What is the nature of interactions within the model (does an input variable 
influence the output only under certain circumstances)?

SimDec can facilitate the overall interactivity of many decision-making 
processes and can prove remarkably powerful in revealing the underlying 
nature of model behaviour. It also provides a useful tool for assisting in 
model creation and for ensuring that models function in their intended way. 
This chapter provides guidelines for those seeking a better understanding of 
the algorithm behind SimDec (Section 2), wishing to learn how to interpret 
SimDec results (Section 3), or in using any of the available open-source pack-
ages (Sections 4 and 5).

2 � SimDec algorithm

Fundamentally, the SimDec algorithm maps multivariable scenarios onto a 
distribution of model output in an intelligent fashion, thereby enabling a vis-
ualization of the critical cause–effect relationships inherent within the model. 
As its name implies, SimDec decomposes all data (from simulation runs or 
measured dataset) into automatically created scenarios constructed from the 
combinations of ranges (states) of the influential input variables. SimDec is a 
fully automatic procedure that returns a visualization depicting model behav-
iour that explains the most important sources of variation within the output 
(see Figure 2.1).

The algorithm consists of two fundamental parts: (1) a computation 
of sensitivity indices (Kozlova et al., 2023) that discern which influential 
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Figure 2.1  Core idea behind SimDec. (colour image is accessible via the link)
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variables should be used in the decomposition, followed by (2) a core vis-
ualization of the decomposed output distribution (Kozlova & Yeomans, 
2022).

2.1 Sensitivit y indices computation

The sensitivity indices computed at the beginning of the SimDec procedure 
are global variance–based indices. The first-order index SXi

 is computed as 
a variance of the expectation of Y  conditioned on Xi  weighted by the total 
variance of Y .

Var( ( Y X )
S i )

Xi
=   (1)

Var ( )Y

The second-order indices have a similar formulation, but the expectation 
of Y  is now conditioned on a pair of input variables, and the corresponding 
first-order effects are deducted to capture the pure excess effect (i.e. it would 
equal zero in a purely additive model, indicating no interaction).

Var( ( Y X| ,X
S i j ))

X Xi j
= - -S S

Var ( )Y X Xi j
  (2)

A combined (or closed) index is created to aggregate the first- and 
second-order effects by adding the first-order index to the sum of all 
second-order effects related to this input variable. The “halving” is necessary 
to enforce a condition that the sum of all combined effects equals to 1 when 
the full variability of the output is explained.

Kinput S
S Sc

X Xi i
= +  

s
X Xi j   (3)

j=1 2
i j 

Equations (1) and (2) can be determined using various mathematical 
methods and are abstractions of classical Sobol’ (1993) expressions. The 
sensitivity indices used in SimDec are computed via an innovative binning 
approach (Kozlova et al., 2023) in which the conditional expectation of Y  to 
X  (s) is determined by binning the X  (s) and then calculating the averages of 
Y  in those bins. Kozlova et al. (2023) have shown that indices calculated by 
this binning approach possess consistently high accuracy, even on very small 
datasets. These sensitivity indices can be calculated without any modifica-
tions to the algorithm for either simulated data or any measured dataset (i.e. 
containing input and output variables).
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2.2 � Decomposition procedure

Figure 2.2 presents a step-by-step illustration of the decomposition proce-
dure on a stylized example model.

The decomposition algorithm requires six steps. Step 1 and step 2 are used 
to determine which input variables to select for the visualization. Steps 3–6 
construct the explicit visual decomposition of the model.

1.	Compute sensitivity indices. The combined (first- and second-order) effects 
are calculated.

2.	Order and select inputs. A threshold of cumulative importance is estab-
lished. Inputs are selected (in decreasing order of their sensitivity index 
values) until the cumulative sum of the indices equals or exceeds the 
threshold. (The threshold could be thought of as establishing “how much 
explanation of the output variability should be captured by the selected 
variables”.)

3.	Divide inputs into states. The automatic procedure breaks down the 
numeric range of each selected input into two or three states – with the 
same number of observations in each. Three states are chosen if there 
are two or fewer variables selected in step 2. Otherwise, two states are 
formed. If an input variable consists of five or fewer unique values, the 
number of states created corresponds to the number of values (i.e. each 
value corresponds to exactly one state).

4.	Form scenarios. All combinations of all states of the selected input vari-
ables form an exhaustive set of scenarios. This association is used to con-
struct the legend in the visualization.

5.	Map simulated outputs to scenarios. Each output value from the dataset 
is matched to a specific scenario based on the corresponding values of 
its inputs and the association created in step 4. (The scenario allocations 
enable a subsequent visualization of the data. As with “classic simula-
tion”, the visualization in SimDec is a histogram depicting the distribution 
of output values.)

6.	Colour-code the output distribution. The simple output histogram is con-
verted into a stacked histogram (which preserves the original shape), with 
the scenarios from step 4 as the series. The colour-coding follows a specific 
rule: the states of the most important variable are assigned distinct primary 
colours, while all other partitions assume shades of these main colours.

The stacked histogram colouring logic for SimDec can be used in other 
types of visualizations. For example, box plots can be used when some sce-
narios contain very little data, the shape of the distribution is inconvenient 
for visualization, or the data sample is too small to enable the creation of a 
meaningful histogram (see Section 5.3).
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Figure 2.2  SimDec algorithm illustrated on an example model.1 (colour image is accessible via the link)

Source: Kozlova et al. (2024). 
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3 Ho w to read SimDec

The various concepts needed to construct an effective interpretation of the 
SimDec results include an understanding of:

• What do the sensitivity indices actually mean?
• How to read a histogram?
• How to judge the degree of influence of one input on the output using 

SimDec?
• How to read joint effects of several inputs on the output using SimDec?

3.1 Sensitivity indices

The sensitivity indices used in SimDec are global variance–based indices. 
Global means that they are computed when everything is changing simultane-
ously (as opposed to one-at-a-time analysis), and variance-based means that 
the index shows how much variability/variation of the output is explained. 
The simple binning algorithm (Kozlova et al., 2023) used in SimDec com-
putes three types of indices: first-order (or main) effects, second-order (or 
interaction) effects, and combined (or closed) indices. The combined indi-
ces aggregate the first- and second-order effects and provide the default 
measures used to identify the most influential input variables selected for 
decomposition.

The first-order indices indicate how much each input variable contributes 
individually to the variance of the output. For example, in a situation of 
Y X= , the first-order index of X  would be 1.0 (as it explains 100% of the 
variability). In an additive model Y X= +1 2X , where X1 and X2 have identical 
distributions (or numeric ranges), both inputs would have first-order indices 
of 0.5 (as, for this model, each explains 50% of the variability). An input 
variable can have close to 0 influence, if its numeric range is small compared 
to other variables or if the model mechanics dictate that there is little impact 
from it.

The second-order indices describe how much a pair of input variables con-
tributes to the variance of the output on top of their individual influence. 
These indices would necessarily be zero for additive models. For example, in 
Y X= +1 2X , the second-order index for the pair X X1 2 would be equal to 0. 
Second-order indices can be positive if the input variables are multiplied in 
the model or possess a more complex interaction (see 3.4.1, “Interactions”). 
A positive second-order index means that the pair of variables affects the out-
put synergistically (i.e. together they produce more influence than simply a 
sum of their individual effects). Second-order indices can assume negative val-
ues, which indicate an overlapping effect of these variables (i.e. a correlation 
or dependency) in the model. For example, if X1 and X2 assume the same val-
ues in every single simulation run of the model Y X= +1 2X , their second-order 
effect would be −1.0, denoting a full overlap of their effects. In situations 

 �
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where both correlations and interactions are present, the second-order index 
takes the sign of whichever effect is more pronounced (Kozlova et al., 2023).

Combined sensitivity indices are calculated for every input variable as the 
sum of their first-order index and a halved sum of their second-order indices 
with all other input variables. The halving is needed to avoid double-counting 
when summing up all the indices. In the previous example of Y X= +1 2X , 
with X1 and X2 taking identical values in every simulation run, the first-order 
effects of both will be 1.0 (since each input separately explains the full vari-
ability of the output), the second-order effect of this pair of inputs would be 
−1.0, the combined index for each input is then 0.5 [= 1.0 + (−1.0)/2], and the 
sum of the combined indices is 1.0 [= 0.5 + 0.5]. The final summation value 
of 1.0 means that, overall, the entire variance of the output is explained by 
these two input variables.

The sum of the combined indices provides a good estimation of whether 
the selected input variables fully explain the variation of the model output. 
If the sum is lower than 1.0, it might indicate that there is unaccounted ran-
domness occurring within the model (e.g. if some input variables are not 
registered for the analysis, there might be some stochasticity coming from the 
model mechanics or its environment). An alternate explanation might involve 
the existence of considerable third-order effects. However, third-order effects 
are a rare phenomenon. A sum of combined indices considerably higher than 
1.0 indicates a significant overlapping of information content in the model/
system and is a common attribute from the analysis of different model layers 
(e.g. aggregates of random input variables) or empirical data.

One should bear in mind that sensitivity indices represent approxi-
mate estimates and are prone to numeric noise, especially in small-sample/
high-number-of-variables situations. Under such circumstances, all indices 
(especially the second-order ones) can be affected by noise (e.g. many indices 
would hold values in the 0.01–0.02 range). The focus of analysis should be 
redirected onto those input variables with indices over 0.05, while all these 
low-value-effect variables can be safely discarded.

In SimDec, the sensitivity indices prove instrumental in helping to select 
which inputs to choose for the decomposition, while any actual reporting of 
their calculated values remains optional.

3.2 Probability distribution/histogram

A histogram provides a representation of the distribution of numerical data. 
Its horizontal axis shows the range of the variable of interest, and its vertical 
axis denotes the count (also called frequency) or the probability (if the count 
has been divided by the total number of data points). One could think of 
creating a histogram as the deliberate act of distributing cubes with numbers 
(data points) across baskets (bins) that designate the specified number range. 
Figure 2.3 demonstrates an example of such an action on a small scale.

 �
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Figure 2.3 A  histogram built for an array of Y = {11, 12, 25, 28, 28, 29, 31, 35, 39, 
41}. (colour image is accessible via the link)

In Figure 2.3, the Y-axis can be converted from count to probability if divided 
by the total number of data points, 10. Its labels would be converted from 1 to 
0.1 and from 4 to 0.4. The 0.4 mark implies that bins which reach it contain 
40% of data (since the bin 20–30 contains 4 cubes, which is 40%). One should 
note that changing a bin width would also affect the Y-axis of a histogram.

A distribution alone can supply only limited information about the data – its 
minimum, maximum, shape (where most of the data occurs), together with 
some additional descriptive statistics. However, an explicit mapping of which 
input values lead into which specific regions of the output distribution (as 
provided by SimDec) enables a more definitive exposure of the underlying 
model behaviour.

3.3 Streng th of influence

When decomposing a histogram by a specific single input variable, one can 
visually perceive its degree of influence. Figure  2.4 demonstrates various 
single-variable decompositions that project commonly observed scatter plot 
patterns onto their congruent SimDec visualizations.

If an input variable has no effect on the output, then its states (e.g. low 
and high) would lie on top of each other in the SimDec histogram, with 
fully overlapping output ranges. In such a case, the border between the states 
would be essentially horizontal, and the corresponding sensitivity index 
would be equal to 0. If an input variable has a strong effect and explains 
most of the variance of the output, the borders between its states on the Sim-
Dec histogram would appear more vertical. Such visualizations have impor-
tant decision-making implications (e.g. if the high state of X  can be fixed 
by the decision-maker, it would guarantee a certain range of values for Y ). 
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Figure 2.4  Schematic visualization of different degrees of influence of an input 
variable on a model output in two different visualization types. (colour 
image is accessible via the link)

The cases in-between possessing low-to-strong effects would display a more 
“diagonally-appearing” border division between states. The less the states 
overlap each other, the larger the effect of X  on Y . While horizontal displace-
ments of sub-distributions on the SimDec histogram are key to interpreting 
the results, vertical positionings occur based solely on the technical plotting 
order of the series in the stacked histogram.

3.4 Joint effects

When two or more input variables are used for decomposition, it becomes 
possible to examine their joint effects. There are, fundamentally, three ways 
that a pair of input variables can jointly affect the output:

• The same as the sum of their individual effects (i.e. an absence of correla-
tion or interaction)

• A synergy or extra effect on top of the sum of their individual effects (i.e. 
interaction)

• A redundancy or overlapping effect (i.e. correlation)
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This subsection illustrates how SimDec portrays the different cases behind 
interactions and correlations in contrast to the no-joint-effect situation.

3.4.1 � Interactions

The schematic visualization in Figure 2.5 depicts how different types of inter-
actions of input variables on the output appear in SimDec visualizations.

Figure 2.5A shows how the various sub-distributions (the different col-
ours) of an additive model in which both input variables are equally impor-
tant would be uniformly shifted. The corresponding second-order effect of 
such inputs would be equal to zero.

Figure  2.5B illustrates the linear interaction effect that is characteristic of 
multiplicative models. In the SimDec histogram, the sub-distributions become 
shifted more-and-more along the horizontal axis. The effect of one input on the 
output becomes increasingly more magnified with the increasing value of the 
other input. The sensitivity index computed for the second-order effect of such 
input variables would be non-zero. The model of an electric aircraft flying range 
as a function of the capacity of its batteries and the power of its electric motor 
provides an example of such a linear interaction effect (Kozlova et al., 2021).

In another type of interaction, Figure  2.5C demonstrates how one 
input variable can switch the direction of influence on the output in dif-
ferent states of the other input variable. Such an effect might occur due 
to a sign change in a model. The calculated second-order effect would be 
non-zero. Such an interaction was observed in the carbon footprint model 
of Kozlova and Yeomans (2022), where, in the case of disposal via landfill-
ing, an increased usage improved the footprint. However, for the case of 
disposal via incineration, the opposite footprint effect happened. Namely, 
an increased usage deteriorated the footprint because of accounting for neg-
ative carbon emissions.

Figure 2.5D demonstrates that other types of nonlinear interactions can 
occur in models. For example, an input variable might have no effect on 
the output in one state of another variable (the red-shaded sub-distributions 
lying on top of each other) but exhibit a strong effect otherwise (the shifted 
blue pattern sub-distributions). Such non-linear effects will possess non-zero 
second-order sensitivity indices. The crying baby model of Kozlova et  al. 
(2024) illustrates such an interaction in which the model parameters only 
affect the output when a particular type of optimization is used.

Figure  2.5 displays one example without interaction (Figure  2.5A) and 
three cases possessing very different types of interactions (Figures 2.5B–2.5D). 
In Figures 2.5B–2.5D, the interaction effects are detected by the calculation of 
non-zero second-order indices. However, it is impossible to ascertain exactly 
what types of interactions are present without the accompanying SimDec 
visualizations. Teasing out the nature of the underlying interaction effects in a 
computational model and understanding the behaviour, in general, is crucial 
for effective decision-making.
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Figure 2.5  Schematic visualization of different types of interactions with SimDec. (colour image is accessible via the link)
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3.4.2 � Correlations

Even though the states of each input variable are formed to ensure equal 
numbers of observations in every state (equal area on the SimDec graph), 
when two or more input variables are combined, some scenarios might con-
tain less data than others. This occurrence is a sign of correlated (or depend-
ent) inputs in the model, which can arise due to deliberately specifying the 
inputs in a dependent manner (Ahola et al., 2024), the underlying mechanics 
of the model (Pérez et al., 2024), or an intentional analysis of intermediate 
outputs (Vinitskaia et al., 2024). Figure 2.6 displays different cases of influ-
ential correlated inputs in a model.

Mild correlation (Figure 2.6B) manifests itself in some scenarios hav-
ing less data than others. Low–low and high–high scenarios have higher 
probabilities than low–high and high–low ones. This implies that the 
higher the values of one variable, the more likely it is to see higher values 
of another variable. An extreme case of such correlation would occur in 
the total absence of low–high and high–low scenarios (Figure 2.6C). Dif-
ferent types of nonlinear correlations can also be revealed with SimDec. 
One such example occurs when in one state of one variable no correlation 
is apparent (high X1 in Figure 2.6D), but in another state, another vari-
able is only partially present (only low X2 in low X1 in Figure 2.6D). All 
correlation cases presented in Figures 2.6B–2.6D would be readily iden-
tifiable due to the negative second-order effects computed via the simple 
binning procedure.

4 � Open-source packages

Open-source SimDec packages have been developed, and all are freely 
available on GitHub.2 This enables practitioners to work with a package 
in their preferred language – currently Python, R, Julia, and Matlab – and 
all versions operate equivalently on whatever data-set (simulated or oth-
erwise) the user provides. For those who would prefer to circumvent a 
programming language environment entirely, there is an option to choose 
between either a web-based dashboard3 (that works with some given 
dataset) or an Excel template (that employs a VBA macro to perform 
the Monte Carlo simulation in a spreadsheet model and then analyze the 
output). A complete overview of the existing package functionality is pre-
sented in Table 2.1.

The Python, R, and Matlab packages all possess identical SimDec func-
tionality. The Julia package only has the visualization functionality and 
does not compute sensitivity indices. The Python version includes addi-
tional functionality that enables the selection of box plot visualization as 
an alternative to the default histograms. Unfortunately, the Excel template 
lacks the ability to compute sensitivity indices, thus, only a user-defined selec-
tion of input variables for decomposition is possible. The sensitivity indices 
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Figure 2.6  Schematic visualization of different cases of correlations with SimDec. (colour image is accessible via the link)
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Table 2. 1  SimDec open-source packages

Functionality Python R Julia Matlab Excel

Data generation — — — — —
Works with a given dataset      
Runs Monte Carlo simulation of a given model      
Sensitivity indices — — — — —
Computation of sensitivity indices      
Decomposition — — — — —
Automatic selection of inputs for decomposition      
Automatic state formation of inputs for      

decomposition
Custom selection of input variables for      

decomposition
Visualization — — — — —
Stacked histogram visualization      
Inbuilt box plot visualization      

computed in the Python package may differ slightly from the others because, 
in Python, the binning is implemented with the available with SciPy’s binned_ 
statistic_dd function, whereas in all other packages, a separate binning logic 
is implemented.

4.1 � Python

The Python version of SimDec is publicly developed on GitHub, and its 
releases are distributed on the Python Package Index (PyPI).4 It can be 
installed with:

$ pip install simdec

The package is composed of three main modules:

•	 sensitivity_indices: calculate sensitivity indices
•	 decomposition: perform the SimDec decomposition
•	 visualization: generate tables and figures

Comprehensive documentation is available on https://simdec.readthedocs.
io/. What follows is a short example showing how to use the library. Note 
that the code is constantly evolving and improving thanks to the feedback 
received from the community.

https://simdec.readthedocs.io/
https://simdec.readthedocs.io/
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# load simdec, matplotlib for visualization and pandas 
to load data
>>> import matplotlib.pyplot as plot
>>> import pandas as pd
>>> import simdec as sd

# read the data from a CSV file: first column is the output
# other columns are inputs
>>> data = pd.read_csv(fname)
>>> output_name, *inputs_names = list(data.columns)
>>> inputs, output = data[inputs_names], 
data[output_name]

# calculate sensitivity indices
>>> indices = sd.sensitivity_indices(inputs=inputs, 
output=output)
>>> si = indices.si

# SimDec decomposition itself
>>> res = sd.decomposition(inputs=inputs, output=output, 
sensitivity_indices=si)

# based on the number of states, generate a color palette
>>> palette = sd.palette(states=res.states)

# prepare a figure
>>> fig, ax = plt.subplots()

# histogram plot
>>> ax = sd.visualization(bins=res.bins, 
palette=palette[::-1], ax=ax)

# table
>>> table, styler = sd.tableau(
. . . 	statistic=res.statistic,
. . . 	var_names=res.var_names,
. . . 	states=res.states,
. . . 	bins=res.bins,
. . . 	palette=palette,
. . .)

This code would produce the visual outputs in Figure 2.7.
Users can manually integrate these functions into their software or analy-

sis, giving them full customization options. The Python package also pro-
vides a Dashboard through a Panel web application. It has an easy-to-use 
graphical user interface (GUI) that runs on a browser. A version deployed 
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on the cloud has been made publicly available, though users can also run it 
locally if they want to customize the output or even embed it (see Figure 2.8).

4.2 R

To run the SimDec package in R, the initial step is to install it directly from 
GitHub. Installing any package requires a loading of the devtools package 
from CRAN, followed by running the install_github function to install 
SimDec. The code to execute this process is:

Once installed and loaded, the package provides two main functions 
and an example dataset designed to help users familiarize themselves with 
SimDec. The two functions are (1) sensitivity_indices and (2) sim-
dec_visualization (see Table 2.2). The example dataset contains 10,000 
observations and 5 variables, where variable Y  represents the output vari-
able and variables X1 through X4  are the inputs. Users can access help 
documentation for the functions and load the example data by executing the 
following lines of code.

To run an automatic SimDec analysis in which the sensitivity indices are 
used to optimally determine the number and ordering of variables in the 
decomposition, the following lines of code should be executed, in order to 
produce a visualization similar to Figure 2.7.

 �

> install.packages(“devtools”)
> library(devtools)
> install_github(“Simulation-Decomposition/simdec-R”)
> library(SimDec)

> ?sensitivity_indices
> ?simdec_visualization
> data(example_data)

> output <- example_data[,1]
> inputs <- example_data[,2:5];
> sen <- sensitivity_indices(output, inputs)
> SI <- sen$SI
> auto_vis <- simdec_visualization(output, inputs, SI)
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Figure 2.7  The output of the SimDec Python package. (colour image is accessible 
via the link)

> auto_vis$simdec_plot
> auto_vis$legend_table

The variables for decomposition can also be user-defined (rather than 
determined automatically), and the colours and appearance of the resulting 
histogram can be customized manually. For example, to modify the look of 
the stacked histogram, one could execute the following lines of code.
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> colors	 <- c(‘#8c5eff’, ‘#ffe252’, ‘#0dd189’)
> custom_vis 	� <- simdec_visualization(output, 

inputs, SI, main_colors = colors)
> custom_vis$simdec_plot
> custom_vis$legend_table

Table 2. 2  Uses and arguments of the SimDec R package functions

Function Purpose Inputs Outputs

sensitivity_ Computes – input – SI – combined sensitivity 
indices.R sensitivity – output indices 

indices – FOE – first-order effects 
– SOE – second-order 

effects
simdec_ Automatically – input – scenarios – vector of  

visualization.R generates – output scenario indices of size 
SimDec’s – SI Nruns * 1 
stacked – scen_legend – association 
histogram between inputs’ states and 
visualization scenarios 

– boundaries – numeric 
boundaries of the formed 
states 

– simdec_plot – SimDec  
stacked histogram 
visualization 

– legend_table – a legend 
for the plot

A deliberate choice was made during the development process so that 
the function sensitivity_indices would not include any dependencies 
in order ensure that future “update”-related maintenance issues were min-
imized. Despite this design decision, the overall SimDec package remains 
computationally efficient. Conversely, the simdec_visualization function 
does possess several dependencies. However, these dependencies have been 
carefully chosen to ensure that only regularly maintained packages avail-
able through CRAN have been relied upon. Currently, simdec_visu-
alization depends on ggplot2, dplyr, colorspace, gridExtra, 
and kableExtra. The mandatory arguments for each of the functions are 
described in detail in Table 2.2, whereas the up-to-date list of optional 
arguments can be accessed in SimDec R package documentation in 
GitHub.
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4.3 Julia

The scientific computing language Julia is designed for numerical computa-
tion with a syntax like Matlab and Python but with the speed of C++ (Bezan-
son et al., 2017). The lightweight Julia package, SimulationDecomposition.
jl, can be installed using the following commands:

After installation, the user can import the SimulationDecomposition 
package into the Julia REPL. A structure containing the data table and bins 
is created by first loading the data, selecting the input variables, selecting a 
target output variable, and number of bins, then calling.

The coloured histogram and table can then be displayed for further analy-
sis using the functions plot and table, which result in a similar visualization 
to that of Figure 2.7.

An example notebook using the Pluto.jl package can be found in the 
GitHub repository.5

4.4 Matlab

The SimDec Matlab package employs two main functions (see Table 2.3). 
The Matlab functions6 must be downloaded and their corresponding folder 
must be explicitly activated as a path in Matlab. The input data needs to be 
provided in the form of two variables: inputs (of the size N Kruns * inputs ) and 
output (of the size Nruns *1).

 �

 �

julia>] # to enter package mode
(@v1.9) pkg> add https://github.com/Simulation-Decompo-
sition/SimulationDecomposition.jl

julia> using SimulationDecomposition
julia> data = load_data(“data_engineering.csv”)
julia> inputs = [:Battery, :Motor]
julia> target = :Distance
julia> nbins = 50
julia> simdec = SimDec(data, target, nbins)

julia> plot(simdec)
julia> table(simdec)

https://github.com/Simulation-Decomposition/SimulationDecomposition.jl
https://github.com/Simulation-Decomposition/SimulationDecomposition.jl
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After the output and the input variables have been formulated in the Mat-
lab workspace, the entire SimDec procedure can be run via these two func-
tions, which will produce a visualization similar to Figure 2.7.

% getting the data
Matrix = xlsread (“example_data.xlsx”);
output = Matrix(:,1);
inputs = Matrix(:,2:end);

% running SimDec
[SI, FOE, SOE] = sensitivity_indices (output, inputs)
[scenarios, scen_legend, boundaries] = simdec_visualiza-
tion (output, inputs, SI);

Several optional arguments are available for the simdec_visualization.m 
function in order to customize a decomposition (see the up-to-date list of 
optional arguments in the documentation of SimDec Matlab function on 
GitHub).

The optional arguments are set as in any standard Matlab instance. For 
example, the following code specifies the names of the variables and changes 
the colour palette.

% custom names and colors
output_name = ‘Output’;
input_names = {‘Input1’,’Input2’,’Input3’,’Input4’};
colors = {‘#3F45D0’,’#DC267F’,’26DCD1’};
[scenarios, scen_legend, boundaries] = simdec_visualiza-
tion (output, inputs,. . .
	 SI,’OutputName’,output_name,’InputNames’,input_
names,’MainColors’,colors);

4.5 � Excel template
The Excel template is designed to work with spreadsheet models. The tem-
plate is downloadable via GitHub7 and contains an example model, a main 
sheet for the SimDec interface, and a VBA macro that performs the requi-
site SimDec functionality. The SimDec interface (see Figure 2.9) consists of 
(1) the Monte Carlo simulation area, (2) a decomposition set-up, and (3) the 



SimDec algorithm and guidelines for its usage, interpretation  49

resulting output graphics, together with appropriate summary statistics and 
a legend.

Detailed instructions for utilizing the template can be found either in a 
specifically dedicated video tutorial8 or in Kozlova and Yeomans (2022). The 
most important distinction between this Excel tool and all remaining Sim-
Dec packages is that sensitivity indices are not computed in the template. 
Any decision to select which variables to use in the decomposition (and their 
ordering) remains entirely at the discretion of the user.

5 � Usage nuances

Several questions come to mind when studying a model with SimDec: How 
many input variables should be randomized? What should the sample size 
be? How should the data be sampled? Which variables to choose for decom-
position? How to form scenarios for the decomposition? What are the alter-
natives to stacked histogram visualizations, and when to use them? These 
questions all are addressed in this section.

5.1 � Selection of input variables for decomposition

By default, SimDec uses sensitivity indices to indicate exactly which variables 
to select for decomposition. The de facto method-of-choice is the simple bin-
ning approach of Kozlova et al. (2023) and this procedure is incorporated 
into all SimDec packages. However, any other method for computing sen-
sitivity indices could be used, if preferred. Variance-based methods make 
more sense, since they straightforwardly translate higher values into more 
widely dispersed variable states in the histogram. It is also easier to work 

Table 2. 3  Main functions of the SimDec Matlab package

Function Purpose Inputs Outputs

sensitivity_ Computes – inputs – SI – combined sensitivity 
indices.m sensitivity – outputs indices 

indices – FOE – first-order effects 
– SOE – second-order effects

simdec_ Automatically – inputs – scenarios – vector of scenario 
visualization.m creates Sim- – outputs indices of size Nruns * 1 

Dec stacked – SI – scen_legend – association 
histogram between inputs’ states and 
visualization scenarios 

– boundaries – numeric bound-
aries of the formed states 

– stacked_histogram – object 
that returns the visualization 
and the legend



50 
M

ariia K
ozlova et al.

Figure 2.9  SimDec Excel template. (colour image is accessible via the link)
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with methods that can operate on the given data (Plischke, 2012; Puy et al., 
2024; Kozlova et al., 2023), since the same dataset is later used to build the 
visualization.

Conversely, selection of input variables for decomposition could also 
be done manually – whether for exploratory data analysis purposes or to 
satisfy alternate decision contexts. In complex nonlinear models, exploring 
the nature of separate interaction effects or the shape of a single-input vari-
able influence on the output can produce additional insights into the model 
behaviour (Ahola et  al., 2024). Some decision problems might dictate the 
specific choice of variables (e.g. the public policy requirements for project 
performance in Kozlova et al. (2016)).

5.2 � States and scenario formation

One important distinction of SimDec from scenario analysis is that the set 
of scenarios is not arbitrarily decided upon but results from listing all state 
combinations in the actual decomposition. However, the choice of the num-
ber and numeric boundaries of states is more flexible. By default, SimDec cre-
ates three states if two input variables are selected and two states otherwise. 
An exception occurs when an input variable can assume no more than five 
unique values, in which case, each value instance becomes its own separate 
state. The number of states can always be modified in response to the specific 
needs of the decision context. For example, in one of the SimDec application 
chapters, a decomposition into nine states is created in order to depict the 
sub-distributions of nine distinct market opportunities (Myers et al., 2024). 
It is imperative to supply the corresponding number of HEX codes for the 
main colours to the function in order to ensure its proper functioning.

For establishing the numeric boundaries between states, the default pro-
cedure is to ensure an equal apportionment of data into each state. An 
alternative, inbuilt option is to choose equally-sized numeric intervals for 
the states. The two approaches create an identical set of states if the input 
variables are uniformly distributed. For non-uniformly distributed variables, 
the “equal-interval” principle allocates different amounts of data into each 
state. The choice should be based on the specific decision context. For exam-
ple, use the “equal-amount-of-data” option to reflect the equal probabilities 
of occurrence of different states for external variables not controlled by the 
decision-maker. However, equal-sized-interval states would be preferable if 
the variable is under the decision-maker’s control. Custom numeric bound-
aries have been prescribed to reflect certain key thresholds imposed by a 
decision-maker, where SimDec can then be used to see whether achieving that 
threshold (or not) proves beneficial (Kozlova et al., 2016).

However, if the purpose of an analysis is to study the behaviour of the 
underlying model, then the default state formation method is advised in 
order to prevent possible visual distortions in the visualization. For example, 
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an increasing number of data points in states of a uniformly distributed input 
variable can be confused with linear interaction (see Figure 1.5B), while erro-
neous boundary setting that results in no data in a state can be confused 
with correlation (see Figure 1.6C). If empirical data is analyzed, algorithms 
that detect natural breaking points for defining the state boundaries might 
provide the judicious choice. Studying the application of SimDec to empirical 
data provides a potentially fruitful avenue for the direction of future research 
and development.

5.3 � Sample size and sampling strategies

Sample size, in conjunction with the number of randomized input variables, 
can affect SimDec performance in two ways: (1) accuracy of the computed 
sensitivity indices, and (2) smoothness of the stacked histogram visualization.

For computing sensitivity indices, the larger the sample size and the 
fewer the number of variables, the higher the accuracy of resulting estima-
tions. First-order indices converge sooner (Marzban & Lahmer, 2016) than 
second-order ones (Kozlova et al., 2023). In general, as few as 1,000 data 
points are sufficient to generate stable and reliable sensitivity indices for 
models possessing six input variables (Kozlova et al., 2023). Furthermore, 
quasi-random sampling can be used to improve the accuracy (Kozlova et al., 
2023). Increasing noise combined with higher numbers of input variables 
results in much noisier second-order effects (most of the pairs of input vari-
ables show joint 0.01–0.02 effects instead of zero). In such situations, the 
resulting sum of indices has been observed to overshoot the expected 100%. 
Nevertheless, even with either a smaller sample size or a larger number of 
variables, first-order indices have been reliably used to judge the relative 
importance of input variables. Examples of this range of reliability can be 
observed for an application with 29 inputs and 1,000 sample (Pellegrino 
et al., 2024) and for a case of a partial dataset of only 152 points (Pérez et al., 
2024).

In a visualization, the more data points there are, the smoother the histo-
gram itself and the more distinct the borders between the scenarios appear 
(see Figure 2.10). One thousand data points appear to establish the basic 
minimum amount of data for clear readability. However, if the computa-
tional costs are bearable, then 10,000 data points are recommended, as this 
can produce a very smooth and crisp visualization. An increased number 
of uncertain variables causes more uncertainty in the model output. This 
uncertainty results in a larger overlap of consecutive scenarios. The choice 
for the number of randomized input variables for the simulation (or data 
analysis) should appropriately reflect the task at hand – a higher number for 
more realistic modelling of the system and a lower number for studying the 
key behaviours in the model. Iterative analysis with consequent removal of 
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less-influential inputs (or the adding of other variables if something impor-
tant had been missed) enables in-depth exploration of a model behaviour.

It can be observed that different sampling strategies do not produce sig-
nificant differences (see each column in Figure 2.10). Quasi-random sampling 
and full factorial designs result in slightly smoother visualizations at sam-
ple sizes of 10,000. However, full factorial designs involve rapid escalations 
in computational costs as the number of input variables increases. Thus, 
quasi-random sampling can be recommended as the best approach for data 
generation in SimDec, as this simultaneously improves both the quantitative 
and visual aspects of the results.

5.4 � Alternative visualization types

Figure 2.11 shows that the same information depicted in stacked histograms 
can also be visualized using box plots. In the figure, each scenario indicated 
previously with a specific-coloured sub-distribution in the stacked histogram 
is now represented by a separate box in the box plot. Furthermore, a detailed 
tracing indicates that each box is located precisely under the correspondingly 
coloured sub-distribution of the histogram above.

Box plots provide a useful alternative under the following circumstances.

•	 Some of the scenarios contain very little data and are not visible on the 
histogram (see an example in Figure 2.12).

•	 The shape of the distribution is inconvenient for histogram visualizations 
(for example, the too-skewed distribution in an exponential model).

•	 The data sample is too small, and the histogram is too dissected 
(e.g. Figure 2.10, bottom row).

The colour-coding of scatter plots according to the values of another input 
have occasionally appeared in the literature (see, for example, Palar et al., 
2023). However, a multivariable decomposition colouring on the scatter plot 
did not yield any informative visualizations. Scatter plot visualizations tend 
to be obscured by the overlapping of the dots in the scenarios and by the need 
to read the effect of one input variable relative to the dots’ location while 
reading (an)others relative to their colours.

Overlay charts have also been considered as an alternative visualization 
format and have been incorporated as an optional display in a number of the 
commercial spreadsheet add-ins. The idea is analogous to the scenario por-
trayal in a stacked histogram, but instead of the stacking, these “scenarios” 
are overlayed instead. However, this overlaying approach possesses multiple 
drawbacks, including problems in visualizing multiple scenarios, simultane-
ously, which is an essential “must-have” pre-requisite provided by SimDec 
(Kozlova & Yeomans, 2020). Consequently, stacked histograms (and box 
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Figure 2.10  Appearance of SimDec histogram depicting 1Y ={X X1 2X X3 2 0( )+  1 6
X X  model output under different sample sizes (rows

1 4 X( ) 2 0,+  1 6

and sampling strategies (columns). (colour image is accessible via the link)

) 
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case implemented with SimDec dashboard,9 where all scenarios are clearly visible on both visualization types. (colour 
image is accessible via the link)

Source: Ahola et al. (2024).
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Figure 2.12  Comparison of stacked histogram with box plots produced for the same decomposition of a risk analysis case imple-
mented with SimDec dashboard,10 where only one out of four existing scenarios is visible on the histogram.  (colour
image is accessible via the link)

Source: Kokkonen (2023).
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plots for cases where these are not sufficient) are explicitly recommended for 
the visualization of decompositions.

6  Conclusion

This chapter has outlined the structure underlying the basic SimDec algo-
rithm and has provided guidelines for its effective usage and interpretation. 
The fundamental elements for understanding and interpreting the results of 
SimDec – including both quantification (sensitivity indices) and visualiza-
tion – have been described. A summary of the various nuances regarding the 
experimental design for SimDec usage leads to the following recommenda-
tions: (1) either simple random sampling or quasi-random sampling should be 
adopted, if possible; (2) at least 1,000 data items should be used, and more if 
the number of randomized input variables is more than six; (3) the default auto-
matic decomposition (using the most influential variables identified by the bin-
ning sensitivity indices and where states contain equal amounts of data) should 
be employed, unless dictated otherwise by the problem context; and (4) the 
stacked histogram should provide the default means for SimDec visualizations.

Open-source SimDec codes have been made readily accessible in Python, 
R, Julia, and Matlab. In addition, there are options available to run SimDec 
that do not possess any programming requirements from either a web-based 
dashboard or by using an Excel template. Finally, readers are invited to join 
the Sensitivity Analysis community on Discord11 for further information 
regarding the applicability and interpretation of results, for updates in the 
development cycles of the various SimDec software packages, to acquire spe-
cific knowledge of other contributions, and to gain experience from network-
ing collaborations with others in the broader SimDec community.
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Notes

 1 Y ={X X1 2( )1 6+  X X3 2 0
X X1 4( )1 6+  X2 0, , where X1 is uniformly distributed between 30 and 50, X2 

between 1 and 100, X4 between −7 and −0.3 and X3 is a binary variable that 
assumes values either 1 or 2. The model is simulated 1,000 times, and the simu-
lated data consisting of the output and four input variables of the overall size 
1,000 by 5 is fed to SimDec algorithm.

 2 https://github.com/Simulation-Decomposition.
 3 https://simdec.io/.
 4 https://pypi.org/project/simdec.

https://github.com/Simulation-Decomposition
https://simdec.io/
https://pypi.org/project/simdec
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 5 https://github.com/Simulation-Decomposition/SimulationDecomposition.jl.
 6 https://github.com/Simulation-Decomposition/simdec-matlab.
 7 https://github.com/Simulation-Decomposition/simdec-excel.
 8 https://youtu.be/8l6D58fiOxs?si=BfuiYXIaaOwU-Cfd.
 9 https://simdec.io/.
 10 https://simdec.io/.
 11 https://discord.gg/M7XeFzCpRs.
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Abstract

This chapter provides an overview of the collection of SimDec application 
cases in this book. A general summary of case themes, angles of analysis, 
modelling choices, and post-processing practices is presented. The chapter 
also introduces several of the brightest “aha moments” generated from Sim-
Dec, whether the uncovering of complex effects previously hidden within 
the models or the veritable “unshackling” of mindsets experienced by the 
modelers themselves.

1  Introduction

The biggest contributions of this book appear in the application chapters 
used to demonstrate how SimDec has been implemented in several, very dif-
ferent contexts. The sole goal of this chapter is to preview these applications 
in order to provide the reader with an overall impression of what is to come 
and/or to direct them to a relevant portion of the book that might captivate 
their interest. However, it is not only the context that the reader might be 
willing to consider. Independently of the context, some cases might present a 
relevant mathematical framework, or a curious approach to sensitivity analy-
sis, or an intriguing effect that the specific model harbours.

The chapter proceeds by outlining the various themes and rationale 
behind each of the cases. Then it provides an overview of the modelling 
approaches, with a specific focus on the model analysis practices that the 
contributors had been using prior to SimDec. Finally, it highlights the most 
“peculiar” characteristics and findings observed across the chapters. These 
aspects include: (1) the apparent conventional inertia behind deterministic 
thinking, (2) the relative ubiquity of intertwined heterogeneous effects exist-
ing within even the simplest of models, and (3) how the plethora of novel 
functionality accompanying SimDec leads to a liberation of sensitivity analy-
sis from its prevailing custom of examining the effect of inputs on the out-
puts. The chapter concludes by summarizing how much more can be done 
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analytically with SimDec and projections of the authors’ future aspirations 
for the method.

2  Themes

Thematically, the application chapters have been partitioned into four distinct 
domains: (1) Business, (2) Environment, (3) Engineering, and (4) Behavioural 
Science (see Table 2.1). Each chapter has been assigned an abbreviated “code 
name” so that it can be referred to concisely within the body of the text.

The Business domain encompasses cases devoted to various facets of 
strategic decision-making. The first chapter in the domain builds on a clas-
sic corporate finance example of investment valuation and expands it with 
considerations of uncertainty and design of suitable managerial actions 
(4_Invest). Next, the perspective shifts from an investor to a policymaker 
in a study examining public policy instruments for facilitating private–pub-
lic partnerships (5_Public). Further, the context shifts from regular to 
cutting-edge: an emerging technology of construction via 3D printing is ana-
lyzed from the unit cost perspective (6_Constr). The Business domain con-
cludes with an audacious experiment that translates a qualitative framework 
(Market Opportunity Navigator) into a quantitative tool (7_Deeptech).

The Environmental domain consists of three very diverse applications. 8_
Carbon provides a classic study of emissions forming part of the contentious 
debate on whether single-use or reusable products are more sustainable. 9_
MinEx examines a sequential decision-making model built for mineral explo-
ration which, by concentrating on the model fidelity, shifts the focus from 
“how good is the decision” to “how good is the model”. 10_P2X advances 
the conservative practices of classic techno-economic analysis using an exam-
ple of power-to-X technology.

The Engineering domain considers two distinctly captivating studies. 
11_Reliable introduces a model to predict fatigue in the welded joints of 
steel structures that possess a very peculiar nonlinear behaviour that the 
authors had struggled to convey prior to SimDec. 12_Magnet presents a 
simulation-based study of a computationally intensive, three-layered model 
of a superconducting magnet at CERN that effectively contrasts the perfor-
mance of alternative magnet design options.

From the Behavioural Science domain, the applications conclude with 13_
Choice. This chapter marks a departure from the realm of formal academic 
and industrial applications towards more personal decision situations – rang-
ing from pondering mortgage conditions to choosing a country of residence. 
Within this domain, SimDec is used to transform intuition and intertwined 
personal preferences into a visual representation of the different choice out-
comes which, in many cases, led to new realizations through the reframing 
and/or redesigning of the specific decision situation.
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Table 3. 1  The overview of application chapters and their themes
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3  Models and pre-SimDec practices

The cases in the book capture a wide variety of modelling conventions, with 
the authors more accustomed to their different, discipline-specific, follow-up 
practices for model analysis shown in Table 3.2.

Most of cases had been analyzed previously using pre-existing compu-
tational models. The relatively simple models of cash flows (4_Invest, 
5_Public, and 10_P2X) had all been implemented in Excel. Reflecting 
the nature of its field, the arithmetically straightforward life cycle assess-
ment (LCA) model (8_Carbon) possesses heavy underlying data collection 
requirements. Accounting for material and joint properties, 11_Reliable 
builds upon a novel custom model that predicts the fatigue in welded joints 
far better than the more commonly used regression models. One mathemati-
cally complex model in the book involved stochastic optimization by par-
tially observable Markov decision process (POMDP) for arranging sequential 
decisions (9_MinEx). The most computationally-intensive model in the book 
is the one for evaluating the magnetic and mechanical properties of a com-
plicated geometric structure approximated with a finite element method 
(12_Magnet). A single evaluation of this model took 13 minutes on average 
to solve using a supercomputer.

Three application chapters did not possess any pre-existing models, so 
that their entire modelling exercise was inspired solely by the capabilities of 
SimDec. The unit cost estimation model was built within 6_Constr when 
it became clear that uncertainty in technology development, the effect of 
economies of scale, and variations in many other parameters could be stud-
ied simultaneously. The proponents of the 7_Deeptech case were frustrated 
by the existing qualitative approaches to uncertainty in deep tech ventures 
and eagerly availed themselves of the opportunity to transform their prob-
lem into a quantitative model. The resulting multi-criteria decision-making 
framework contributed a harmonic solution requiring only minimal adjust-
ments to their existing qualitative tool. 13_Choice was inspired by the power 
of SimDec to solve more “unconventional” applications and transcends the 
experiences of any single person. The underlying models include (1) two 
basic functions (summation/wellness and power/learning), (2) computations 
based on annuities in two other cases (savings and mortgage), and (3) two 
simple multi-criteria decision-making models (car and country choice). 13_
Choice demonstrates that modelling “regular” life choices with SimDec can 
encourage more astute behaviour (delayed gratification), while converting 
decision-making into decision-situation-making.

All case contributors had used other model analysis prior to their work 
with SimDec, with some using a single analysis approach and others employ-
ing several methods (see Table 3.2). One-at-a-time sensitivity analysis and 
scenario analysis were the most common methods employed by the con-
tributors. Heat maps and Monte Carlo simulation had been considered 
less frequently. Nevertheless, neither of these types of analysis can create 
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Table 3. 2  Modelling approaches and practices of case owners pre-SimDec
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a holistic picture of the model behaviour (Kozlova, Lo Piano, et al., 2024). 
Better opportunities arise when an analysis is performed iteratively over dif-
ferent sets of model conditions in the model (i.e. the 9 iterations of OAT in  
5_Public and the 12 iterations in 11_Reliable). However, discerning any 
appropriate insights from so many separate graphs is a highly complicated 
exercise, matched only by the complexities of communicating such insights 
to other stakeholders. Notably, pursuing a more concise systematic solution 
to this iterative exercise established the initial groundwork for creating Sim-
Dec (Kozlova et al., 2017).

For each case contributor, their work with SimDec provided their first 
exposure to global sensitivity analysis (GSA). This widespread “ignorance” 
of GSA illustrates another manifestation within modern modelling culture. 
Saltelli et al. (2019) had indicated that the neglect of GSA occurs due to its 
relative analytical complexity, combined with a paucity of exposure to it in 
academic teaching.

4  SimDec pearls

4.1  Away from determinism

Deterministic models possess several pitfalls. Firstly, a modeler’s capacity to 
find mistakes is limited. In general, only when the output values deviate sig-
nificantly from their expected range can one determine that an error has crept 
into the model. Spreadsheet models (which appear in several chapters) are 
especially prone to these mistakes. In spreadsheets, a line of code can be rep-
resented across multiple cells, with each cell editable separately (e.g. the same 
equation might be spread over different time periods). Whenever a single cell 
in one “line” is edited, it does not become immediately apparent, because the 
formula is hidden and only visible when that cell is selected. Even if the cell 
is edited intentionally, once the model is copied and adapted to another case, 
such specific edits are easily forgotten and may continue to distort the results 
for many cases in the future. Multiple instances of such inherited mistakes 
have occurred in the authors’ corporate experience.

When applying SimDec for first time, several authors discovered model 
inconsistences that had to be corrected prior to the formal analysis. Several 
additional nuances were uncovered. In the CERN model of 12_Magnet, Sim-
Dec uncovered a previously unnoticed relationship pattern between interfer-
ence, bladder pressure, and the cable height, for which the authors have still 
not yet been able to establish a physical explanation. SimDec informed the 
model building process for 7_Deeptech, in which the first iteration contained 
flawed links that only became apparent after the SimDec visualization. In 
the 8_Carbon case, SimDec identified which input variables and process ele-
ments had negligible importance even with extreme numeric ranges, thereby 
enabling the investigators to adjust the direction of their burdensome data 
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collection process. Under such circumstances, SimDec proves to be an incred-
ibly convenient tool for assisting with model building and testing.

Secondly, deterministic models can fail to capture the varying degrees 
of uncertainty in different model elements or computational scenarios. Two 
similarly profitable investment opportunities in the base case may be very 
different in terms of their risks and potential. Thus, they would attract a 
different type of investor or, as in the case of 5_Public support, also entail 
a different degree of budget depletion for the government. Similarly, dif-
ferent 7_Deeptech opportunities encompassed different level risks. In the 
multi-criteria choice for country of residence in 13_Choice, the different 
width in the scoring of country alternatives was caused by the variation of 
characteristics within a country and imprecision of their estimates – both 
adding an important slant to the decision-making situation and prompting a 
narrowing of the scope.

Thirdly, basing decisions on deterministic outputs leads to tunnel vision and 
precludes strategizing. A classic and widely used rule in investment appraisal 
is to “invest if NPV >0”. Chapter 4_Invest criticizes such an approach and 
shows how much more can be achieved if a proper uncertainty and sensitiv-
ity analysis has been allowed to take place. A rigid investment opportunity 
containing a lot of risks was transformed into an alluring endeavour with 
built-in flexibility to address the most critical source of profitability uncer-
tainty – demand. It was suggested that the static term investment appraisal 
be substituted with the more actionable and uncertainty-encompassing term 
investment design.

In LCA studies comparing single-use and reusable products, the key 
question is an examination of the breakeven usage for the reusable prod-
uct. Beyond this point, it becomes more sustainable to utilize the reusable 
option rather than the single-use product. Chapter  8_Carbon emphasizes 
the absurdity of such questions when there are so many dynamic elements 
involved. A breakeven usage number is anything but deterministic, being, in 
fact, nonlinearly dependent on several factors in the product life cycle. Thus, 
designing a policy based on a single breakeven number would create an unde-
sirable effect under all circumstances (except, of course, for the extremely 
rare case when all factors just happen to assume their mean values as in the 
solution of the deterministic model). The deeply-rooted custom of policy-
making based on such crisply precise narratives has been heavily criticized 
by many thought-leaders (Saltelli et al., 2020; Savage & Markowitz, 2009).

4.2 Heterogeneous effects

It is not simply ranges that matter (i.e. how uncertain the output values 
appear); it is what drives them that makes the difference in decision-making. 
This driver captures the essence of SimDec – to be able to display the out-
put distribution and the most influential factors behind it on a single graph. 
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Figure 3.1 � SimDec displaying nested heterogeneous effect, adopted from 11_Reliable. (colour image is accessible via the link) 

Source: Ahola et al. (2024).
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The degree of that influence is the most critical piece of information for 
decision-making. Kozlova, Moss, et al. (2024) show that the effects of input 
variables on the output can be heterogeneous: (1) one input can gradually 
increase its influence on the output in combination with the higher values 
of another input, (2) the direction of influence on the output of one input 
can be reversed based upon different ranges of another input, or (3) the very 
presence of the influence of one input on the output can be conditioned 
to another input. In the presence of heterogeneous system behaviours, the 
decision-maker must carefully account for such case-specific behaviour in 
devising an effective way forward.

The applications illustrate various cases of heterogeneous effects. 
11_Reliable showcases a beautifully intricate, nested heterogeneous effect 
involving three input variables. To illustrate it, let us denote the most impor-
tant input variable as A, the second-most important as B, the third-most 
important as C , and the output variable as Y  (Figure 2.1).

Figure 3.1 displays a very complex nested what-if effect. If A is in its high 
or medium state, the Y  distribution is narrow, B does not play much role, 
and C  has only one state present in each state of A. Conversely, if A is in its 
low state, then B has a lot if influence on Y , and in this situation, C  affects 
Y  a lot if B is high and only moderately if B is low. All the variables A, B,  
and C  are controllable in the decision context, and their ranges represent 
possible variation. So depending on which portion of Y  the decision-maker 
wants to achieve, either only A should be manipulated to medium or high 
or A and B if both A and B are low, or all three of them if A is low and B is 
high. The corresponding output ranges partially intersect, so several of the 
scenarios can lead to the same ranges of Y , thereby creating flexibility for 
the decision-maker. The richness of this triple joint heterogeneous effect is so 
comprehensive that a decision tree was built to support its readability.

Another example of complex heterogeneous effects comes from the super-
conducting 12_Magnet model, where one of the outputs was affected by two 
input variables in a nested U-shaped fashion. Again, for illustration purposes, 
the context is skipped and the variables have been renamed. In Figure 3.2, 
one can observe the U-shape formed by B in the states of A. For example, 
in low A (blue shades), the high and low B results in medium values of Y  
(scenarios of the darkest and the lightest shades of blue are on top of each 
other), but the medium B leads to high and low values of Y  (other blue sce-
narios are located to the sides of the previously mentioned ones). While a 
BY  scatter plot alone fails to reveal this pattern, SimDec readily teases out 
a visualization of the nested pattern due to the decomposition based on two 
input variables.

Sometimes, heterogeneity presents itself based on determining which sets 
of input variables affect which different portions of the output data. Such 
multidimensionality can manifest itself in seemingly unexplained patterns on 
the SimDec chart and requires additional partitionings in the data in order to 
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obtain a clearer picture (as was done in 8_Carbon). Decomposing the entire 
dataset revealed several peaks in the output distribution (Figure 3.3, top). 
Clearly, some other input variables were causing these peaks, but their influ-
ence was not apparent when the entire dataset was analyzed. The authors 
fixed the most influential variable (mask type) and examined the decom-
position of only the single-use mask portion of data. The peaks still con-
tained several overlapping colours. The most important input variable in that 

Figure 3.2 � SimDec displaying nested U-shape effect, adopted from 12_Magnet (top 
row), and a scatter plot of the variable that causes it B to Y, but where 
the U-shape effect is not visible. (colour image is accessible via the link)

Source: Pérez et al. (2024).
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portion of data was the transportation type, which was fixed to ship, and 
only then did the peaks become clearly explainable by the variation in mask 
usage frequency and mask disposal type (Figure 3.3, bottom).

Almost every chapter revealed heterogeneous effects within their case 
models. In addition to the cases described earlier, 5_Public, 6_Constr, 
7_Deeptech, 10_P2X, and 13_Choice all demonstrated notable heteroge-
neous influences, even though several of the models were relatively simple. 
The ubiquity of such visceral heterogeneous effects indicates the importance 
of using advanced visualization methods in conjunction with rigorous quan-
titative sensitivity analysis to adequately support decision-making.

4.3  Beyond input–output

The conventional application of sensitivity analysis is for analyzing how sev-
eral input variables affect the model output. While most methods for global 
sensitivity analysis are mathematically restricted to function in no other way, 
SimDec is not so constrained. A  histogram could be readily decomposed 
according to some other instance – another output, an output of a model 
segment, or even by a not-belonging-to-the-model random string of data (the 
latter, however, would not bear any meaning, but illustrates modelling free-
dom). The quantification of sensitivity indices behind SimDec with the sim-
ple binning approach extends into a general computation of indices for any 
instance as well – no matter how dependent from other model elements it is. 
This freedom was taken advantage of in several of the application chapters.

8_Carbon showcases the sensitivity analysis of model output to model 
segments – in particular, to stages of the product life cycle and to product 
elements. Such an analysis can direct an intervention to the places of most 
need and could even lead to a reconsidering of the product composition itself. 
Conversely, product stages and elements identified as not influential can be 
ignored, thereby informing further model improvements and granulation.

The 7_Deeptech multi-criteria decision-making model had individual cri-
teria as inputs and the overall score as the output. The output score was 
decomposed at several levels of model resolution: by market opportunities 
and by the assets that comprise the market opportunities. By changing the 
resolution, the strategic question was transformed from “Which market 
opportunities should be pursued?” to “What assets should be developed to 
produce the most attractive combination of market opportunities?”

In models that possess multiple outputs of interest, it can prove interest-
ing (and sometimes even necessary) to decompose one output by another 
output – as was done in 12_Magnet when trying to explain the pattern of 
the nested U-shape effect (Figure 3.2). Such exercises can extend the depth 
of understanding of complex models. Decomposing one output by another 
only makes sense when the outputs possess different sensitivity structures (i.e. 
they are affected in different ways by different input variables). A convenient 
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Figure 3.3  Full simulation dataset decomposition of 8_Carbon (top) and its portion with two input variables restricted to a cer-
tain value (bottom) to explain the origins of peaks on the upper graph. (colour image is accessible via the link) 

Source: Adopted from Vinitskaia et al. (2024).
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way to determine how differently the outputs are affected in a model is to 
construct a table containing the combined sensitivity indices of all inputs for 
all outputs.

The incredible versatility of SimDec contributes significant out-of-the-box 
sensitivity analysis study designs, enabling an investigation of the model at 
any desired level and from any desired angle. The effects of groups of input 
variables, system states, intermediate outputs, other outputs, optimized sys-
tem parameters, or anything else depending on the model and situation con-
text, can all be readily scrutinized via SimDec.

5  Conclusions

The SimDec application chapters illustrate a variety of contexts and models. 
The models represent numerous different mathematical frameworks, running 
in different software products, and possessing disparate levels of complexity. 
Irrespective, SimDec is universally applicable to computational models of 
massively different complexities. A case in point is CERN’s superconducting 
magnet design that provided the most complex model and was used in solv-
ing highly complicated geometries. This solution approach required synchro-
nizing the work of several disparate software products (ANSYS and Matlab) 
and processed all computational requirements using a supercomputer. For 
this specific example and the others, SimDec’s contributions and impacts 
on modelling practices have provided noteworthy epiphanies. SimDec has 
produced valuable insights and has inspired modelling where none existed 
previously. It has introduced “simplicity” into overly complicated models by 
clearly delineating what is and, most importantly, what is not relevant. It has 
also enabled the introduction of complexity into previously, overly-simplified 
models by navigating the design of appropriate interventions. Future avenues 
for SimDec include (1) expanding its collection of application fields (with 
special interest on surrogate modelling, space mapping, and optimization), 
(2) investigating its applicability to machine learning and empirical data, and 
(3) exploring its power for organizational learning and decision-making.
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Abstract

The assessment of investment projects relies on plentiful assumptions and com-
bines significant uncertainty with rapidly accumulating complexity. However, 
the tools commonly employed in this discipline are far from ideal and often fail 
to capture the required level of complexity to adequately assist the wide spec-
trum of disparate needs of the various decision-makers. This chapter shows 
how Simulation Decomposition (SimDec) can improve investment decisions 
by shifting the focus from static invest-or-not decision rules towards dynamic, 
actionable project design mindsets. After introducing cash flow modelling, a 
case model is analyzed using SimDec to illustrate the method’s context-specific 
capabilities. SimDec not only captures the uncertainties and reveals which fac-
tors are most important but also shows how different combinations of them 
can shape the overall profitability of the project. The chapter adopts a multi-
stakeholder perspective, informal language, and analogies to capture the short-
falls of traditional approaches to investment appraisal.

1  Introduction

Companies are perpetually faced with the inevitable challenge of identifying 
and implementing value-creating investment projects. It comes as no surprise 
that financial strife (even bankruptcy) awaits those who are inefficient or com-
placent in this search for best projects. On the other hand, companies capable 
of identifying good investment opportunities consistently find their fortunes 
growing. The decisions that need to be taken are often complex because of 
the inevitable reliance on future estimates and plentiful assumptions. At best, 
the discipline of finance supplies structural frameworks and decision rules 
that generally lead to more favourable outcomes. The computation of Net 
Present Value (NPV) is widely regarded as the most established investment 
appraisal technique by providing a clear-cut decision rule for valuing invest-
ments. The result of NPV computation is nothing less than a “to be or not to 
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be” moment, conveniently determined by the sign of a single number (Ross 
et al., 2014). If the NPV yields a positive number, the project is “to be” and 
should be accepted. Conversely, if the NPV is negative, the project is rejected 
as a “not to be”. The straightforward binary nature of the decision rule con-
tributes to its popularity due to its intrinsic clarity and simplicity.

However, this textbook NPV rule is not immune from rightful criti-
cism usually attributable to the static nature of its underlying assumptions. 
Namely, a single number can never capture and convey the full complexity 
associated with future events. A deterministic model can never successfully 
incorporate all of the multiple uncertainties and conflicting stakeholder per-
spectives. Nor can it offer sufficient insight to intervene and redesign any 
given investment project. Much more actionable information is needed to 
extrude an efficient business plan that sufficiently integrates all of the diverse 
complexities that exist.

While the task of building the most detailed NPV models is relevant 
across the board, the subsequent approaches presented below in order 
of usefulness and sophistication, are also equally important (Graham & 
Harvey, 2001; Ryan & Ryan, 2002). The most pervasive approach is to 
do nothing more than rely simply on the single value of the NPV calcula-
tion. The oversimplification in this case is recklessly precarious. The second 
approach is to repeat the initial oversimplification absurdity three times 
under the guise of a “scenario analysis”. The third approach amounts to 
an iterated “what-if” function (aptly called one-at-a-time sensitivity (OAT) 
analysis) that generates data for the creation of a spider chart or a tor-
nado diagram. This represents a next-level advance in analytical sophis-
tication because the variables can be ranked in order of their individual 
effect on profitability and the most impactful ones can be identified. The 
fourth approach is to employ Monte Carlo simulation to examine the like-
lihoods and probability distributions of the outcomes. Simulation can be 
considered an advanced approach as it exposes the dynamic links between 
NPV and simultaneous changes in multiple variables. The outputs from 
this method can be displayed as probability distributions in the form of a 
histogram. One criticism of the Monte Carlo approach is that it does not 
provide a roadmap of what exactly needs to be done so that the project 
remains confined to the attractive portions of its distribution while avoid-
ing the negative risks. However, this missing actionability feature has been 
addressed by the recently developed Simulation Decomposition (SimDec) 
approach of Kozlova and Yeomans (2022). SimDec shows precisely how 
certain combinations of input factors need to be changed in order to steer 
the project into the desirable portions of its profitability distribution. In 
effect, SimDec prompts and answers a series of actionable questions: Can 
anything be done? What? What else can be done to achieve the same result? 
How can it be done? By providing these capabilities, SimDec raises yet 
another question. How is it that the entire financial world is still satisfied 
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with only the first four approaches of NPV modelling? Consequently, this 
chapter discusses the nuances of cash flow modelling and then demonstrates 
how SimDec can elucidate actionable investment road maps by testing it in 
a number of financial modelling situations.

2  Nuances of cash flow modelling

2.1  Stakeholder perspective on cash flow modelling

The cash flow perspective on financial modelling and decision-making can 
be viewed metaphorically as essentially nothing more than the creation of a 
multilayered cake. At first glance, the cake appears entirely non-threatening 
and straightforward to make. However, a thorough knowledge of the recipe, 
an understanding of the inherent interaction between the ingredients, and 
the underlying multiplicity of the different layers all represent challenges 
to the task of successful baking. Analogously, cash flow analysis involves 
combining numerous ingredients, such as revenues, costs, capital expendi-
tures, taxes, etc., and then spreading their planned involvement judiciously 
throughout the lifetime of the given investment project as if they were indi-
vidual layers of a financial cake. Just like an experienced baker, a CEO can 
pursue their creative instincts when combining ingredients and layers or 
adopt a more scientific approach to investment planning. Under the more 
technical approach, each component must receive due consideration in terms 
of balancing its overall contribution and net value creation with respect to 
the other ingredients.

People face investment decisions all the time. While some of these deci-
sions may be more straightforward than others, they all contain an inevitable 
complexity associated with future uncertainties. Irrespective of investment 
type (e.g. the purchase of a fixed income security, an investment in real estate, 
construction of a production facility, a new service, etc.), all decisions can be 
captured by the following generic NPV valuation formula:

CF
   NPV I0  

n

= - + i
i  (1)

i=1 ( )1+ r

where I0 is the amount of the investment, CFi  is the after tax difference in all 
revenues and costs in the ith period, n is the number of time periods, r  is cost 
of capital, and NPV  is the net present value.

2.1.1 T he perspective of the corporate f inance expert

A person trained in finance will be instantly drawn to the discount factor 
1

which for the n th year is 
( )1 + r

n
 (see equation 1). This factor needs to be 
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applied to all future cash flows because, for investment evaluation, they 
should be expressed in terms of today’s money. According to convention, the 
most convenient representation of the investment project is a spreadsheet of 
the following format (Table 4.1).

Having performed this transformation, one can obtain estimates corre-
sponding to the terms of the equation and demonstrate that if one invests 
200,000 in return for an annual cash flow of 12,000 and, in five years’ time, 
sells the asset for a higher price of 210,000, no value will be generated, given 
the 8% cost of capital (see the last entry in the “Cumulative DCF” row, 
which is also known as the NPV of the project). This number is not encour-
aging, given that at this stage no maintenance, tax, and other expenses have 
been factored into the evaluation. A table not too dissimilar to the preceding 
one, but typically displayed in Excel, is a common representation format for 
equation (1) by a corporate finance expert.

2.1.2  The perspective of the accountant

The main focus for an accountant is the production of three financial state-
ments: the income statement, the cash flow statement, and the balance sheet. 
In combination, these statements are designed to portray the overall financial 
position of a company in a true and fair way. Therefore, the preceding sce-
nario would be viewed through the lens of their corresponding accounting 
standards. Accountants and investment appraisers “talk money” in different 
terms, and it is important for them to know the translation rules (see model-
ling traps in Sections 2.2 and 2.3). Furthermore, accountants can provide 
extensive advice on various taxation schemes (see Section  4.1) and other 
nuances that might potentially improve the outlook of a project (Fazzari 
et al., 1988).

2.1.3  The perspective of the budget holder

In principle, budget holders ought to be concerned primarily with the fea-
sibility of initial investments, the quality of the underlying assets, and their 

Table 4.1  Classic cash flow model arrangement in a spreadsheet environment

Year (n) 0 1 2 3 4 5

Capital –200,000 210,000
expenditure

CF 12,000 12,000 12,000 12,000 12,000
Net CF –200,000 12,000 12,000 12,000 12,000 222,000
Discount factor 1.00 0.93 0.86 0.79 0.74 0.68
DCF –200,000 11,111 10,288 9,526 8,820 151,089
Cumulative –200,000 –188,889 –178,601 –169,075 –160,254 –9,165

DCF
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recoverable value at the end of the project. Since investments are frequently 
made upfront as a precondition for generating future cash flows, there is 
a natural temptation to receive the benefits as early as possible and incur 
the costs as late as feasible over the time horizon. However, the reality of 
the budget holders’ position within many organizations may be different. 
Allocated budgets generally need to be realized within tightly constrained 
periods, and thus, investments need to be made at the earliest possible oppor-
tunity in the project cycle. Otherwise, the money sits idle without generating 
due returns, an organization is exposed to potentially higher taxes, or in 
cases of public institutions, the entire budget allocations may be drastically 
reduced or withdrawn completely.

2.1.4  The perspective of the bank manager

Bank managers are naturally conservative since their primary concern is loan 
repayment in accordance with their pre-specified repayment schedule. Con-
sequently, evaluations of investment projects are performed on the basis of 
pessimistic cash flows, longer payback periods, and higher cost of capital 
(reflecting more risks) (equation (1)). An additional concern is to ensure that 
the lending rate (which constitutes the primary source of interest income) is 
appropriately matched to the proposed investment project under the prevail-
ing economic conditions.

2.1.5  The perspective of the risk controller

The risk controller must identify all possible project risks and measure 
them in terms of severity of impact and probability of occurrence; this is a 
well-known approach called a risk matrix. The reports containing the risk 
matrix look sophisticated and certainly contribute to a “feel good” factor 
for most executives. However, it has been shown that the subjective nature 
underlying this exercise has little to do with the actual probabilities of risk 
occurrence or their monetary damage to the company. Adoption of more 
quantitative methods has been strongly advocated for this crucial corporate 
function (Hubbard, 2020). This, however, requires additional retraining of 
the associated personnel (Sidorenko, 2023).

2.1.6  The perspective of the engineer

Engineers tend to focus on the practicalities of project implementation as 
opposed to any underlying cost and cash flow aspects. This financial dis-
connect often places them at loggerheads with financiers during the project 
design phase. The challenging job of an investment committee is to balance 
a budget that ensures that the engineers receive financial resources sufficient 
to achieve their project-related specifications. Lean manufacturing (Zhu & 
Lin, 2017) and Design for Manufacturing and Assembly (DFMA) (Lu et al., 
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2021) are innovative examples of how frontrunning organizations have 
bridged this gap.

2.1.7  The perspective of the CEO

The role of the CEO is to view the investment project without being over-
whelmed by the multiplicity of details, perspectives, and nuances of the 
investment project. Their most valued skill is the holistic ability to simultane-
ously parse a large quantity of interdisciplinary and interdepartmental infor-
mation that may be incomplete, biased, and contradictory (Mitchell et al., 
2016). From a financial perspective, the pinnacle of such simplification is 
frequently the single NPV number, which acts as an accept/reject criterion for 
the given investment project.

2.2  Modelling trap #1: actual vs accounting cash flows

In practice, corporations represent the structure of cash flows in a model in 
two different ways: (1) actual and (2) accounting. In a simplified form, actual 
cash flows (Figure 4.2) include investment cost (often referred to as CAPEX), 
operating profit (calculated by deducting operational expenses (OPEX) from 
revenues), and taxes (computed on the basis of accounting cash flows). Free 
cash flow (FCF) is the summation of these terms which forms the basis for 
computing numerous profitability indicators.

Earnings before interest and taxes (EBIT) represent the accounting value 
used to determine the tax base (i.e. the value that is then multiplied by the tax 
rate). EBIT employs accounting conventions that convert the initial invest-
ment cost into a depreciation stream that allocates the costs throughout 

Figure 4.2 Interlink bet ween two possible structures of a cash flow model: actual 
cash flows (left) versus accounting cash flows (right). (colour image is 
accessible via the link)
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the lifespan of the project. To calculate free cash flow from EBIT, the initial 
investment cost needs to be included (with a minus sign) and depreciation 
added back (with a plus sign). This step of adding depreciation (after previ-
ously deducting it from EBITDA to get EBIT) is often a source of confusion 
for modellers unaware that depreciation is not a real cash flow item. This 
confusion is easily avoidable if cash flows are computed using only actual 
flows: investment cost plus operating profit minus taxes.

2.3  Modelling trap #2: real vs nominal, and constant vs 
current

Another confusion often arises in maintaining consistency between cash flows 
and interest rates (cost of capital) when adjusting the calculation to account 
for inflation. Figure 4.3 summarizes all possible terms for the two types of 
cash flows and interest rates. Cash flows and interest rates need to be expressed 
in the same terms and either adjusted for inflation (equivalently – excluding 
inflation effect/constant dollars/real terms cash flows) with real interest rates 
or including inflation (equivalently – current dollars/nominal terms cash 
flows) with nominal interest rates.

Interest rates are normally reported in nominal terms. Thus, the discount 
rate, usually computed as weighted average of nominal equity rate and 

Figure 4.3  The connection between constant/current dollar and real/nominal interest rate. 
(colour image is accessible via the link)
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nominal debt rate, is also nominal. Following the instruction of Figure 4.3, 
in order to stay consistent, nominal discount rate should be used with cash 
flows that include inflation. Alternatively, the discount rate should be con-
verted into the real rate, and then it can be used with cash flows that exclude 
inflation. Both ways of computation would result in the same value for NPV 
in the absence of taxes and other complexities (Kozlova, 2019).

3  SimDec analysis

In this section, SimDec is used to visualize the impact of changes in taxation, 
demand, and pricing on the case model’s overall profitability. The SimDec 
approach extends the uncertainty analysis of classic Monte Carlo simulation 
(Metropolis & Ulam, 1949) and simultaneously conducts a global sensitivity 
analysis (Borgonovo & Peccati, 2006). The main analysis is performed using 
the SimDec Excel template (Simulation Decomposition, 2023a; Kozlova & 
Yeomans, 2022), while additional SimDec Matlab scripts have been used to 
compute the sensitivity indices (Simulation Decomposition, 2023b; Kozlova 
et al., 2024). The notation of highlighting names of variables with bold italic 
and their states with italic is adopted henceforth.

3.1  Computational model and numeric assumptions

The classic cash flow approach (Figure 4.1 and equation (1)) for modelling invest-
ment profitability. The subsequent assumptions are used for the stylized model, 
which are further modified for each case condition (see Section 4) (Table 4.2).

The cash flow model is simulated in the next section under different uncer-
tainty assumptions specific to each circumstance considered (Sections 3.2–3.4). 
The simulation data is further used for the sensitivity analysis with SimDec.

Table 4.2   Numeric assumptions for the stylized cash flow model

Input variable Base case value

Investment, K$ 30,000
Resale value 3,000
Price, K$/pcs 2.5
Volume, pcs/year 20,000
Fixed costs, K$/year 9,000
Variable costs, K$/pcs 1.3
Other costs, K$/year 5,000
Writing down allowance 18%
Income tax 25%
Revenue inflation  3%
Cost inflation  4%
Cost of capital (real)  5%
Cost of capital (nominal)  9%
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3.2  Case 1: taxation schemes

Taxation can be a delicate subject involving such components as tax conces-
sions, allowances, brackets, and holidays that direct executive focus towards 
rationality and cost minimization. Tax minimization generally dictates that 
payments be made at the lowest possible rate and at latest possible date. In 
order to explore the implications of different taxation schemes, uncertainty 
in the case model is restricted to only the Price and tax-related variables 
(Table 4.3).

Initially, the effect of a Tax split is considered in which it assumes values 
of {0} if all taxes are paid in the year of cash flow generation and {1} if taxes 
are paid with a one-year delay. The Tax rate is fixed at 25% in this case 
(Table 4.3). A SimDec analysis reveals that Price influences 99% of the NPV 
output, and the effect of the Tax split is negligible (Figure 4.4A). Little varia-
tion can be attributed to the Tax split because the borders between different 
states of Price are nearly vertical (Price alone explains all the variation).

Secondly, the effect of reducing the Tax rate to 10% given the same level of 
price uncertainty can be checked. Counterintuitively, Figure 4.4B shows that 
it would not. The decomposed distribution of NPV still appears the same, 
albeit with a slight expansion to its range. The sensitivity indices indicate that 
the dominance of Price remains unchanged. While the slight increase to the 
maximum is intuitive, higher losses on the left-hand side of the distribution 
can be explained by the reduced impact from available tax credits.

Thirdly, the introduction of a five-year Tax holiday is examined to deter-
mine if it improves the profitability of the investment project. Similar to the 
Tax split, it is modelled with a binary scenario variable in which a value of 
{1} adds a five-year tax holiday and a value of {0} removes this provision. 
Figure 4.4C demonstrates, once again, an absence of any noticeable visual 
and numerical effects.

In summary, for given numeric assumptions, price uncertainty overrides 
any apportioned influence from any other taxation schemes considered. This 
case indicates how SimDec can direct the decision-maker to focus attention 
on the areas holding greater potential, rather than wasting energy on futile 

Table 4.3  Variation in input parameters in the different taxation schemes 
(  = randomized)

Input Range Taxation schemes
variable (uniform 

distribution) Tax split Lower tax rate 5-year tax holiday 
(Figure 4.2A) (Figure 4.2B) (Figure 4.2C)

Price [2, 2.6]    
Tax split {0, 1}    
Tax rate [0.1, 0.25] 0.25   
Tax holiday {0, 1} 0 0  



Unlocking actionability in financial modelling with SimDec 87

Figure 4.4 Decomposition of  an investment project NPV under different taxation 
schemes. (colour image is accessible via the link)

actions. An obvious disclaimer is that, unlike in these examples, tax-related 
decisions are not universally inconsequential.

3.3 Case 2: o perational choices for fluctuating demand

Employing the same financial model, attention is now turned to investigating 
the feasibility of a response to fluctuating demand. The Price and Demand 
variables are both considered uncertain and uniformly distributed between 
arbitrarily selected minimum and maximum values (Table 4.4). The unused 
space available for rent is computed as plant capacity minus Demand and 
rounded down to the nearest thousand to reflect limited response flexibility. 
The renting price is set at 120% of the unit fixed costs.
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Table 4.4 V ariation in input parameters in fluctuating demand case

Input variable Range (uniform Cases
distribution)

No rent Renting out 
(Figure 3A) (Figure 3B)

Price [2, 2.6]   
Demand [10000, 20000]   
Renting out unused spaces no yes

Figure 4.5 Decomposition of an in vestment project NPV under uncertain Price 
and Demand with (B) and without (A) renting out empty spaces. (col-
our image is accessible via the link)

In the first instance, a case without renting is considered. Figure  4.5A 
indicates a concerning profitability outlook in which a major portion of the 
NPV distribution is negative. Demand is the main driver of the NPV uncer-
tainty, with a sensitivity index of 84%, followed by the Price index of 17%. 
It can be observed how having another influential factor “behind the scenes” 
changes the boundaries between the states from vertical to diagonal such 
that portions of the states can be seen to overlap in the diagram (compare 
Figure 4.5A with Figure 4.4A).

For a second test, renting is enabled in the model, and the simulation is 
repeated. Demand and Price remain as uncertain factors as in the previous 
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case. Figure 4.3B highlights the dramatic reduction of the project downside 
as the shape of the distribution is now squeezed to the right, while its posi-
tive upside remains unchanged. The sensitivity structure changes accord-
ingly. Under such conditions, Price is responsible for most of the variation 
in NPV, whereas the influence of Demand has been reduced substantially. 
A fully profitable project can be achieved either with medium Price and high 
Demand or with medium Demand and high Price. Thus, the decomposition 
analysis can be employed to further direct the decision-maker toward the 
main profitability drivers.

The analysis of this case demonstrates how a prescribed managerial action 
can alter the exposure of a project to uncertainty, thereby improving its prof-
itability outlook. A wide variety of cases, options, and/or scenarios can be 
embedded into an analysis with either a “switch” binary or discrete variable 
(as done for the earlier taxation schemes) or with several separate simulations 
(as done for this case). The choice largely rests with the modeler and often 
depends on such factors as modelling complexity, the degree of structural dif-
ferences within the cases, and inherent modelling customs. However, if the 
decision-maker wishes to determine the influence of different managerial levers 
numerically, then these have to be integrated directly into a single simulation 
as “switch” variables in order to enable the computation of sensitivity indices.

3.4  Case 3: price uncertainty and effect of hedging

Finally, the base case model is further modified to include multiple sources of 
uncertainty (see Table 4.5).

Running the model under these combined uncertainty assumptions yields the 
profitability distribution displayed in Figure 4.6A. The NPV distribution covers 
a wide range, with the median value roughly at zero. Furthermore, its variance 
is mostly affected by the Price uncertainty, with a sensitivity index value cal-
culated at 83%. When there are multiple sources of uncertainty and variation 

Table 4.5  Variation in input parameters in price hedging case

Input variable Range (uniform Cases
distribution)

No hedging Hedging 
(Figure 4A) (Figure 4B)

Investment [29000, 31000]   
Price [2, 2.6]   
Sales [19000, 21000]   
Fixed costs [8500, 9500]   
Materials [1.2, 1.4]   
Revenue inflation [0.025, 0.035]   
Cost inflation [0.035, 0.025]   
Price hedging no yes
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Figure 4.6 Decomposition of  an investment project NPV under multiple uncer-
tainty sources with (B) and without (A) price hedging. (colour image is 
accessible via the link)

within a model, the sensitivity indices can prove especially advantageous. This is 
because SimDec histograms convey the most meaning when only influential var-
iables (with higher sensitivity indices) are selected for the visual decomposition.

Finally, the implications of Price hedging on project NPV are considered. 
In this example, Price hedging is assumed to be available at 2.4 threshold 
price with 0.1 premium. The results for the updated simulation, ceteris 
paribus, are presented in Figure 4.6B. The inherent risks within the project 
have been reduced significantly. However, the upside potential has also been 
diminished due to the price being fixed. With Materials cost becoming the 
leading influence on the variability of NPV, Price influence has now been 
relegated into second place. This finding highlights another potentially pow-
erful lever in the toolbox of investment project managers by indicating how 
much they can affect a project’s prospects. SimDec readily provides an effec-
tive and convenient means for investigating, contrasting, and communicating 
the power of this type of managerial actionability.
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4  Discussion and conclusions

The three cases considered earlier demonstrate that SimDec is able to reveal 
several non-intuitive and unexpected results concerning the effectiveness of 
different managerial interventions. In particular, the chosen case study clearly 
exposes the futility of multiple tax manoeuvres while simultaneously identi-
fying the effectiveness of operational and price hedging actions. Naturally, 
these precise conclusions might not hold true for different cases, but the gen-
eral capability of SimDec to portray various tailored decision-making land-
scapes remains relevant.

In this chapter, benefits of SimDec over several more commonly used 
approaches in corporate finance have been displayed. In contrast to determin-
istic evaluations of a number of scenarios or classic one-at-a-time sensitivity 
analysis, SimDec is capable of posing and answering the following questions: 
(1) What are the effects of various managerial options (or absence thereof)? 
(2) How does the upside and downside of the project change with respect to 
these options? And (3) what specific factors, or combinations thereof, drive 
the project’s profitability toward the desired profitable range?

In contrast to more typical situations of forced compromises and/or 
arguments, SimDec transforms the modelling process into an exercise that 
aggregates the inputs from a spectrum of different project stakeholders, such 
as accountants (tax instruments), engineers (operational flexibilities), and 
economists (market moves). With SimDec, complex models become more 
“practice-relevant” because the approach breaks down previously off-putting 
complexities into more readily understandable forms that are significantly 
easier for decision-makers to digest, communicate, and utilize. Moreover, 
SimDec detects errors and omissions, nudges the introduction of managerial 
flexibility to the very structure of the model, instigates the inclusion of uncer-
tainty, and maps out possible pathways.

Consequently, the employment of SimDec analysis can potentially ignite a 
truly cultural shift throughout financial decision-making in modern organi-
zations. Given how deeply embedded the classic NPV approach has become 
within the mindsets of practitioners (and educators), this evolution is no 
mean feat. The comfort of inertia will hopefully be outweighed by the pursuit 
of benefiting from employing SimDec. This revolution would deeply affect all 
underlying financial fundamentals by transforming even everyday language 
from a relatively passive investment appraisal into a much more actionable 
investment design.
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contextual factors in public 
support for mitigating 
revenue risk in public–private 
partnership projects

Roberta Pellegrino, Mariia Kozlova, Luiz Brandao, 
and Julian Scott Yeomans

Abstract

Revenue risk due to demand fluctuations is one of the major issues affect-
ing public infrastructure projects (building bridges, airports, schools, etc.). 
It becomes much more critical when private partners have been involved 
in the construction, financing, and operation of the infrastructure projects, 
as it enters into the realm of Public–Private Partnerships (PPP). In PPP pro-
jects, revenue risk impacts the project profitability for the private investor. 
To attract private financing in PPP infrastructure projects, governments must 
frequently include supplementary public guarantees to mitigate this risk. 
However, the impact on PPP projects is often difficult to estimate, since it 
depends both on uncertainty and on the actual exercise of the guarantee. All 
these challenges, along with the intrinsic characteristic of PPP projects being 
partnerships among different actors lasting a long period, complicate the 
choice of which form of guarantee is more suitable for ensuring project suc-
cess. Such a choice is also strongly affected by contextual factors and project 
characteristics. In this chapter, we employ the hybrid sensitivity–uncertainty 
analysis technique, Simulation Decomposition (SimDec), to investigate how 
contextual factors and project characteristics affect the choice of the optimal 
form of public subsidy for revenue risk mitigation. To this aim, we focus on 
the case of an Italian airport. Through this real case, we provide useful guide-
lines that can be used by the government in the selection of public subsidies 
to mitigate revenue risk in PPP projects.

1  Introduction

Public–Private Partnerships (PPP) have been used increasingly to deliver pub-
lic infrastructure through the involvement of private expertise and financing 
in public enterprise (Irina & Veronica, 2022). The major challenges prevent-
ing private participation are frequently linked to the numerous uncertainties 
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which characterize these projects. These uncertainty shortcomings can 
strongly impede the long-term profitability for private entities (Osei-Kyei & 
Chan, 2015). To overcome these issues and to continue to attract external 
private financing, governments often incorporate public supports intended to 
share risks with the private entities (such as revenue risk), thereby guarantee-
ing an adequate return to the potential participants. While such risk sociali-
zation incentives are frequently used in PPP projects, assessing their worth is 
not an easy task (Pellegrino, 2021; Hemming, 2006). Although the value of 
the guarantee is not preset, the payoff is exercised whenever the uncertainty 
thresholds triggering the guaranteed payout conditions are met.

Under a Minimum Revenue Guarantee (MRG), the government agrees to 
cover any shortfall of revenue up to some predefined threshold. The exact 
amount to be paid to the private entity cannot be determined with cer-
tainty, a priori (Carbonara et al., 2014a, 2014b; Carbonara and Pellegrino, 
2018). Consequently, it is imperative that these guarantees be correctly 
designed so that all risks are shared mutually between both parties and 
the government is not overwhelmed by the fiscal liabilities. For example, 
an excessive overpayment occurred in the case of the Salvador–Itaparica 
bridge system when disproportionately generous public guarantees resulted 
in the elimination of all risk to the private investor (Sant’Anna et al., 2022). 
Conversely, private entities can incur losses when the risk guarantees are 
not designed properly to sufficiently protect their interests. The Least Pre-
sent Value of Revenue (LPVR), which does not involve government pay-
outs, represents another type of risk-mitigating mechanism in which the 
government consents to extending the concession period to ensure a mini-
mum level of return. The exact extension period is not known, a priori, but 
depends on the evolution of revenues (Engel et al., 2001; Xiong & Zhang, 
2014; Pellegrino et al., 2013).

Hence, the issue of proper choice of public supports is crucial for ensuring 
PPP projects’ success, for both public and private parties. Although several 
studies have focused on identifying specific models or instruments for pub-
lic supports (Brandao & Saraiva, 2008; Almassi et  al., 2013; Carbonara 
et  al., 2014b; Carbonara & Pellegrino, 2018), only a few have explored 
the actual assessment and benchmarking of the different types of guaran-
tees (Pellegrino, 2021; Song et al., 2018; Liu et al., 2017). Pellegrino (2021) 
developed a model to compare guarantees and to select the support mecha-
nism which optimizes both parties’ interests according to a win–win princi-
ple. Pellegrino (2021) concluded that the choices were based upon both (1) 
endogenous factors related to the specific project or design of the guarantee 
and (2) exogenous factors related to the context in which the projects are 
developed. All sensitivity analyses performed within these existing studies 
have examined how each individual factor, taken one-at-time, influences the 
overall choice.

Recent research has underscored how imperative it is in decision-making 
to consider the joint behaviour of all factors, simultaneously, in order to 
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capture how the interaction of different input factors affects outcomes 
(Kozlova, Moss, et al , 2024)  To fill this gap in the PPP context, this chap-
ter employs the hybrid sensitivity–uncertainty analysis technique, Simulation 
Decomposition (SimDec), to examine how the different contextual factors 
and project characteristics concurrently impact the choice of public subsidy 
in PPP revenue risk mitigation  SimDec has been successfully used previously 
for several energy policy contexts, including renewable energy policy design 
(Kozlova et al , 2017), studying interaction of investment subsidies and car-
bon trading (Kozlova & Yeomans, 2019), and examining the effects of bio-
fuel support instruments (Ruponen et al , 2021) 

The remainder of the chapter is structured in the following way  Section 2 
outlines the computational model for the overall PPP decision process  The 
underlying computational model is described, including the details on the 
three considered support types (Section 2 1); the various input assumptions 
are described (Section  2 2); and the earlier conducted sensitivity analysis 
results are replicated (Section 2 3)  Section 3 introduces the SimDec analysis 
set-up and the results generated  Finally, Section 4 concludes with a discus-
sion on whether the SimDec analysis has actually contributed any significant 
additional insight into the mitigation process of revenue risk in PPP projects 

2  Computational model

2.1  Modelling public support

The model to assess and benchmark different public supports to mitigate 
revenue risk has been designed in order to more equitably satisfy the inter-
ests of both the private and public partners (Pellegrino, 2021)  For the pri-
vate sector, the intent is to enable them to recover their initial investments  
For the public sector, the objective is to ensure that the investments are 
compliant with accounting specifications regarding revenue guarantees and 
that these guarantee do not prove to be an onerous burden on society  To 
achieve these objectives, a two-stage economic approach has been adopted 
(Pellegrino, 2021) 

In the first stage, the net benefit for each party is calculated using the Net 
Present Value (NPV)  NPV is the difference between the discounted value of 
cash inflows and the discounted value of cash outflows for project  The net 
benefit for the private entity is computed by equation (1), while the net ben-
efit for the public sector is determined using equation (2) 
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where:

• T C  is the actual concession period 
• rC  is the discount rate of the private entity 
• tconstr  is the construction period 

I
• I = tconstr  t

C t=0 ( )1+ r
t
 is the private entity’s investment in the infrastruc-

ture, with It being equal to the investment (capital expenditures) in year t 
• CFt t= −R OCt is the cash flow in year t, with Rt being the revenue 

in year t, OCt being the operational expenditures (including cost of mainte-
nance) in year t  Cash flow is received by the private entity during the conces-
sion period  The infrastructure is transferred to the public entity at the end of 
the concession period  Consequently, cash flow is received by the public from 
the time of transfer until the end of the project life 

• VR  is the residual value of the infrastructure in the amount that the 
public party agrees to pay when the infrastructure is returned to the 
government 

• CFG
t  is the cash flow received by the government during the man-

agement of the project by the private sector, such as concession fees, 
profit-sharing, etc 

• G is the amount of guarantee (determined in the next subsections) 
• rG is the discount rate of the government 

According to the NPV criterion, the private party is satisfied when NPV is 
positive (equation (3)); therefore, the risk that the private entity is not satis-
fied is the probability that NPVC < 0 (equation (4)) 

NPVC   0  (3)

PrivateEntity s’ risk = <Prob( )NPVC 0   (4)

The government is satisfied when the value of the guarantee G (i e  the cost 
to the government) is economically sustainable and politically acceptable  
Namely, it should be less than a fixed amount   in order to be compliant 
with the accounting standards specifying treatment guarantees (5) 

G    (5)

The estimation of   depends upon the criterion adopted in the specific 
country  For example, the Eurostat rule establishes that assets should be con-
sidered on-balance sheet when the net cost of guarantees covers more than 
the 50% of the capital investment costs  In this case, according to this rule 
(  = 0 5IC), equation (5) expresses the condition of satisfying the public sec-
tor’s fiscal management interests and allows for setting a level of G that keeps 
the investment off-balance sheet 
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The risk to the public sector may be expressed as the probability that its NPV 
(considering the value of released guarantee) is lower than 0 (equation (6)) 

Government’srisk P= <rob N( )PVG 0   (6)

Once the interests of the two parties are computed, the public supports 
are benchmarked and chosen in the second stage  To be compliant with the 
win–win condition, the form of guarantee minimizing the difference between 
the net profits (NPV) gained by the contractual parties and the risk borne by 
the two parties is selected 

The following sections illustrate how to calculate the effect of three sup-
port instruments on PPP projects and the corresponding logic for selecting 
the optimal one  Monte Carlo simulation is employed to account for the 
variability of factors affected by the contracting uncertainty  Both historical 
data and expert opinion are used to define the uncertainty of different input 
distributions  Monte Carlo simulations provide “more realistic” probabilis-
tic representations of the outputs, in contrast to the more commonly used, 
single “deterministic” values obtained through more traditional techniques 

2.1.1 Minimum r evenue guarantee (MRG)

Under the MRG, the government agrees to pay the private company all pos-
sible revenue shortfalls up to some predefined level (Rg)  MRGs mitigate the 
inherent risks and make these investment types attractive to private investors  
The revenue Rt received by the private company while operating the infra-
structure is calculated by equation (7) 

R mt t= ax( )PR ,Rg   (7)

where PRt is the project revenue in year t without guarantee 

The total amount of guarantee G is determined by equation (8) 

max R( )−PR
G

Tc g t ;0
= t

  (8)
t t= constr  ( )1+ rG

where the actual concession period T C  coincides with the contractual one  
TC , that is, T T 

C C=  

2.1.2 L east present value of revenue (LPVR)

Under an LPVR schema, the government agrees to extend the concession 
period when the present value of revenues equals the minimum predefined 
threshold (LPVR) in equation (9) 
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 Tc
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 LPVR  with  T T >  

t t= constr  ( )1+
C C  (9)

rG

where the actual revenue coincides with the project revenue, that is, R t = PRt 

If equation (9) is satisfied for T T 
C C , then the concession will end at TC  as 

contractually established  Under this schema, the guarantee is the value of the 
cash flows renounced by the government due to the flexible term contract, as 
in equation (10) 

CF
G= Tc t

t
  if  T C  > TC   (10)

t T= c ( )1+ rG

2.1.3 P rice cap regulation (PCR)

The price cap regulation (PCR) provides a mechanism aimed at preventing 
monopolistic infrastructure firms from earning excessive returns  Under such 
arrangements, the private company must deliver a service or product subject 
to a maximum price ceiling that is negotiated with the government  If the 
firm’s costs fall below this ceiling, the firm earns a profit while society experi-
ences a “loss”  Otherwise, when the firm’s costs rise above the price ceiling, 
the price does not exceed the limit and the firm will be penalized for the inef-
ficiency (Pellegrino, 2021; Pellegrino et al , 2011) 

According to PCR, the private company develops an investment plan that 
is shared with the regulatory agency  The expected annual depreciation is 
dependent upon the programmed investments, the expected operating costs 
for managing the infrastructure, and the expected profits  Based on these 
data, the regulatory agency estimates a “calculated” fee for each year, which 
is the fee for recouping operating costs and depreciation for new investments  
This approach ensures an adequate return on investments, as calculated in 
equation (11) 

V Texp C
t  =t ( )C A+ + R

C

t
  (11)

where CC represents the calculated operating costs (calculated  opext ), 
including maintenance cost; AC is the calculated depreciation according to 
the investment plan; RC is the calculated remuneration as a percentage (set by 
the regulator a priori) of the invested capital; and Vexp

t is the expected value 
at t of the projected traffic volume 

Given “real-world” uncertainties, the actual situation may be different 
from the expected (or calculated) one, either in terms of actual cost or in 
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terms of traffic volume  If the actual costs ( )C A+ +R
actual

t
 are lower than the 

calculated ones, the extra profit will be shared between the public and private 
sectors  Otherwise, it represents a loss for the private firm 

If w  is the prearranged percentage of extra profit recognized 
by the regulatory agency, the extra profit for the public is determined in 
equation (12) 

w
Profit sharingt t=  ( )C CC − actual

t   (12)
100

where CC
t  are the calculated operating costs, and Cactual

t  are the actual 
operating costs  Additionally, patterns may deviate from initial projections, 
providing excess revenues for the private firm if they turn out to be higher 
than expected 

2.2 Case bac kground and numeric assumptions

To illustrate the usefulness of the PPP model developed in the previous sec-
tion, we applied it to the case of an Italian airport  The project is between the 
National Civil Aviation Authority (ENAC)1 and a private contractor manag-
ing the airport 

From an operations perspective, the revenues arise from both aviation 
and non-aviation activities  Aviation revenues are directly attributable to any 
aeronautically-related activities carried out at the airport, including airport 
charges, security services, centralized infrastructures, and other related activ-
ities  Non-aviation revenues include commercial activities (sub-concessions, 
utilities, parking, advertising), real estate, and other third-party ancillary 
activities  The operational costs consist of service costs, personnel costs, and 
consumptions costs 

The estimation of the operating revenues and costs has been based on 
historical data and expert opinion  The input variables are categorized into 
deterministic and uncertain variables 

The deterministic variables are:

• The concession period corresponds to the time when the infrastructure is 
operated by the private and is fixed at 33 years 

• The project lifetime covers the entire lifespan of the project and is set at 
67 years 

• The total investment costs over 33 years is 11,470 M€ 
• The discount rate is assumed to be equal to the risk-free rate for both par-

ties (rG = rC = 5%) 
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Table 5.1  Uncertainty assumptions for input variables

Group Input random variables Probability Source
distribution1,2

Revenues Real estate subconcession, € PERT(50, 56, 60) Expert 
Commercial subconcession, € PERT(96, 99, 105) opinion
Parking (in subconcession), € U(9.73, 11.90)
Advertisement, € U(11, 15)
Other revenues from aviation U(27, 34)

activities, €
Other revenues from non- U(16, 20)

aviation activities, €
Costs Cost for services, € PERT(182, 300, 600) Expert 

Cost for personnel, € PERT(72, 100, 150) opinion
Cost for fuel and lubricant, € PERT(1.42, 3.3, 8)
Consumption materials, € PERT(2, 6, 15)

Traffic Traffic – passengers GBM(0.0332, Historical 
0.0385) data

Traffic – freight GBM(0.0.25, 0.0.80)
Other Electric energy price, €/MWh MR(21.10, 0.08167, Historical 

0.1774) data

1 Parameter values are in millions.
2 PERT stands for BetaPERT distribution; U, uniform; GBM, Geometric Brownian Motion; 

and MR, mean reverting.
Source: Based on Pellegrino (2021) (https://ascelibrary.org/doi/10.1061/%28ASCE%2
9CO.1943–7862.0002098), Table 1, p.6.

The uncertain variables are:

• Aviation revenues arise from security services, centralized infrastructures, 
and other related minor activities (aviation revenues)  Historical data and 
expert opinion were used to estimate them (see Table 5 1) 

• Non-aviation revenues include subconcessions and utilities, parking, and 
advertising (see Table 5 1) 

• Traffic is modelled as a random variable following a Geometric Brown-
ian Motion (Pichayapan et al , 2003; Garvin & Cheah, 2004; Brandao & 
Saraiva, 2008; Iyer & Sagheer, 2011) (equation (13)) 

 2     − Q      +t t      

=
    

Q 2  Q

Q Qt t1 e   
+   (13)

where  Q is the traffic growth rate,  Q is the annual volatility of the traffic, 
and  ~N(0,1) is the standard Wiener process  Table 5 1 reports the param-
eter values used in the case  The unitary price charged to the users has been 
calculated based on historical data (airport charges: landings and departure 
rights: €3 30; parking and hospitalization rights: €0 17; passenger boarding 
fee: €13 85; freight loading and unloading taxes: €0 04) 

• Operations costs, such as service costs, personnel costs, and consump-
tions costs, are based on historical data  We model the electricity price 

https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
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as a random variable according to a Mean Reverting Process (Blanco & 
Soronow, 2001a, 2001b; Blanco et al , 2001; Deng, 2000), according to the 
equation:

dSt t=    ( )s S − dt + dWt

where s  is the long run mean (the mean reversion level),   is the annual vola-
tility of the price,   is the mean reversion rate, and dWt is a Brownian motion 
(so dWt  N d( )0 t ) 

Table 5 1 reports the assumptions used for modelling the statistical distri-
butions of uncertain variables 

The input variables of groups C and D are stochastic processes, where the 
value at each time depends on the value in the previous year  All other input 
variables are assumed to independently follow the distributions specified in 
Table 5 1, each year 

The model is implemented in a spreadsheet, and the uncertainty handling, 
simulation, and sensitivity analysis are performed using the Crystal Ball soft-
ware package 

2.3 P revious sensitivity analysis studies

Pellegrino (2021) performed an extensive uncertainty and sensitivity study 
of the case  In particular, a Monte Carlo simulation was run, and the result-
ing probability distribution examined in the absence of support  Subsequent 
simulation experiments were repeated for each support type, and the descrip-
tive statistics are provided in Section 2 3 1  In addition, one-at-a-time (OAT) 
sensitivity analyses were conducted for the different levels of support and for 
different values of the uncertain inputs (see Section 2 3 2) 

2.3.1 M onte Carlo simulation

Evaluating the project without any form of guarantee, we obtain the net ben-
efits (NPV) for the public and private parties, as shown in Figure 5 1 

As seen in the figures, the project is positive for the government and nega-
tive for the private party in the absence of government support  While the 
risk of loss is negligible for the government, it is high for the private entity  
Clearly, any infrastructure project exhibiting such characteristics would not 
be appealing to private investors and would, therefore, require additional 
government support guarantees to become more attractive 

Table 5 2 shows the net profit statistics of the two actors (private party 
and government) for the project when considered under each of the three 
forms of public support (MRG, LPVR, and PCR) 

It is clear that introducing government support increases the project profit-
ability for the private entity and reduces the risk that the private interests are 
not satisfied  From the government perspective, it can be noticed that under 
LPVR, the NPV remains the same as the case without supports, while MRG 
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Figure 5.1  NPV of the project, in absence of supports. (colour image is accessible via the link)
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introduces a risk of loss for the public sector, and PCR makes the project 
much more attractive compared to the no support case.

2.3.2  One-at-a-time sensitivity analysis

A sensitivity analysis was conducted to determine how different factors 
affected the project operating under the various support mechanisms. To 
assess the form of guarantee, the impacts of the following input variables 
were evaluated:

• The threshold value of the minimum revenue guaranteed Rg
• The cumulated value of LPVR
• Tariffs in price cap regulation

Table 5.3 reports the impacts of Rg, LPVR, and tariffs in PC regulation. 
For brevity, Table 5.3 only illustrates the results for a change of ±20% of the 
input in comparison to the base case. More extensive analysis over a −10% 
to +90% range for the input variations can be found in Pellegrino (2021).

Table 5.2  NPV gained by the two parties, under the three supports, and in case 
of absence of supports

Support type NPVC

Min Mean Max Std.Dev. Prob (NPVC<0)
Without public  –3 270  –188 4 114 1 206 59%

supports
MRG support 3 140 4 538 7 587 672 0%
LPVR support  –1 331 5 327 13 798 2 459 0.6%
Price Cap support 2 814 8 926 16 492 2 201 0%

NPVG
Min Mean Max Std.Dev. Prob (NPVG<0)

Without public 2 739 6 637 11 982 1 480 0%
supports

MRG support  –3 858 1 911 8 186 1 988 16.8%
LPVR support 1 126 6 137 13 804 2 181 0%
Price Cap support 11 249 30 120 56 310 7 178 0%

NPVG – NPVC
Min Mean Max Std.Dev. Prob [(NPVG – 

NPVC) > 0]
Without public 4 783 6 825 9 604 754 100%

supports
MRG support  –7 186  –2 2 049 1 445 3.06%

626
LPVR support  –213 809 2 457 376 99%
Price Cap support 7 747 21 194 43 300 5 437 100%

Source: Based on Pellegrino (2021) (https://ascelibrary.org/doi/10.1061/%28ASCE%2
9CO.1943–7862.0002098), Table 2, p.8.

https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
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Table 5.3  Results of sensitivity analysis on Rg, LPVR, and tariffs in PC regulation

Descriptive Base Variation of Rg Variation of LPVR Variation of Price 
statistics case cap tariffs

−20% 20%  −20% 20% −20% 20%

LPVR

NPVC Mean 5,327 5,429 5,416 5,223 5,291 5,369 5,447

Std dev 2,459 2,594 5,187 2,490 2,546 2,585 2,565

Min  −1,331  −1,815  −1,750  −400  −1,086  −486  −763

Max 13,798 19,603 20,297 15,475 15,647 14,826 14,814

Prob(NPVC 0.60% 0.42% 0.53% 0.41% 0.88% 0.45% 0.39%
<0)

NPVG Mean 6,137 6,229 6,218 7,687 4,334 6,195 6,253

Std dev 2,181 2,302 2,282 2,234 2,151 2,287 2,282

Min 1,126 1,038 1,028 2,708 1,118 1,217 1,212

Max 13,804 19,215 20,483 17,023 13,894 14,865 15,300

Prob(NPVG 0% 0% 0% 0% 0% 0% 0%
<0)

NPVG Mean 809 814 792 2 436  −965 795 809
– NPVC Std dev 376 394 391 365 531 389 388

Min  −213  −198  −613 1 382  −2,322  −595  −325

Max 2,457 2,378 2,317 3,728 2,361 2,351 1,932

Prob 99% 98.63% 98% 100% 4% 98% 98%
[(NPVG − 
NPVC) >0]

MRG

NPVC Mean 4,538 4,454 7,464 4,521 4,452 4,536 4,572

Std dev 672 1,779 534 670 696 735 730

Min 3,140  −1,649 6,198 3,248 2,903 3,071 3,169

Max 7,587 13,125 12,093 7,859 7,626 8,132 7,552

Prob(NPVC 0% 0.06% 0% 0% 0% 0% 0%
<0)

NPVG Mean 1,911 4,489  −921 1,819 1,870 1,957 2,002

Std dev 1,755 1,826 2,275 1,989 2,053 2,049 2,037

Min −3,858  −1,327 −8,284 −3,366 −3,958 −3,593 −3,432

Max 8,186 14,155 11,294 9,307 9,604 8,633 9 447

Prob(NPVG 16.77% 0.22% 67% 18% 18% 17% 16%
<0)

(Continued)
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Descriptive Base Variation of Rg Variation of LPVR Variation of Price 
statistics case cap tariffs

−20% 20%  −20% 20% −20% 20%

NPVG Mean  −2,626 2,327  −8,354  −2,553  −2,593  −2,553  −2,584
– NPVC Std dev 1,445 1,067 1,918 1,458 1,432 1,438 1,409

Min −7,186 −1,403 −15,252 −7,764 −8,449 −7,670 −6,757

Max 2,049 7,196 −155 2,399 2,004 1,882 1,944

Prob 3.06% 98.55% 0% 4.41% 3.82% 2.99% 2.67%
[(NPVG − 
NPVC) >0]

Price cap

NPVC Mean 8,926 8,996 8,987 8,854 8,899 5,889 12,114

Std dev 2,201 2,277 2,282 2,225 2,274 1,866 2,640

Min 2,814 2,101 1,827 2,950 2,483 1,011 5,310

Max 16,492 19,600 20,974 17,770 16,592 12,735 21,378

Prob(NPVC 0% 0% 0% 0% 0% 0% 0%
<0)

NPVG Mean 30,120 30,442 30,399 29,787 30,014 29,953 30,910

Std dev 7,178 7,569 7,477 7,189 7,400 7,485 7,541

Min 11,249 9,950 11,047 13,511 12,193 13,736 13,694

Max 56,310 73,205 79,784 57,867 63,318 56,255 62,149

Prob(NPVG 0% 0% 0% 0% 0% 0% 0%
<0)

NPVG Mean 21,194 20,994 21,630 21,713 21,295 24,752 18,817
– NPVC

Std dev 5,437 5,820 5,892 5,925 5,578 5,940 5,282

Min 7,747 7,882 9,310 8,551 7,010 10,701 6,633

Max 43,300 49,910 59,070 47,585 45,482 57,494 43,354

Prob 100% 100% 100% 100% 100% 100% 100%
[(NPVG 
− NPVC) 
> 0]

Source: Based on Pellegrino (2021) (https://ascelibrary.org/doi/10.1061/%28ASCE%2
9CO.1943–7862.0002098), Table 3, p.9.

Table 5.3 (Continued)

https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
https://ascelibrary.org/doi/10.1061/%28ASCE%29CO.1943%E2%80%937862.0002098
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Figure 6.2 provides a sensitivity analysis on the uncertain input variables. 
Revenues (group A  in Table 5.1), costs (group B in Table 5.1), and traffic 
(group C in Table 5.1) were varied over a ±90% range of the base case values.

Figure 5.2 (top row) indicates that when the revenues increase, the ben-
efits of the private party and the government both increase in all cases. The 
form of support which minimizes the difference of NPV between the two 
parties continues to be LPVR. When costs increase (Figure 5.2, middle row), 
the performances of the project decrease for both parties. The worst support 
for the government occurs under PCR. Finally, when the traffic increases 
(Figure 5.2, bottom row), the benefits for the private party increase, while 
the benefit for the government only increases for the case of no support. 
Based upon these sensitivity comparisons, LPVR remains the support under 
which the difference of NPV between the government and private party is 
minimized.

3  SimDec analysis

In this section, we conduct a SimDec analysis to examine the role of vari-
ous contextual factors in mitigating the revenue risk in PPP projects. In 
the analysis, sensitivity indices are calculated in order to identify the most 
influential inputs, and this information is then used to create the subsequent 
visual decomposition of the output. Open-source SimDec codes are avail-
able in Python, R, Julia, and Matlab2 for all calculational procedures, and 
complete details of the SimDec algorithm appear in Kozlova, Roy, et  al. 
(2024). Input and output variables are denoted with bold italic, and their 
states in italic.

3.1  Monte Carlo simulation

For the SimDec analysis, first, a simulation of the data needs to be conducted. 
The idea was to combine all the previously made analyses so that different 
support types can be compared when both their levels are changing (replica-
tion of Table 5.3), and the project-related uncertainties are in place (replica-
tion of Figure 5.2) at the same time. Such an experiment set-up would allow 
an answer to the question of whether the levels of support are important 
given the project-related uncertainty and which factors matter when every-
thing is subject to change simultaneously.

The revenue risk model is designed to compute all outcomes, NPVG, NPVC, 
and their differences simultaneously for each of the four policy cases: (1) no 
support, (2) LPVR, (3) price cap, and (4) MRG. The simulation model was 
created in Crystal Ball to record the 12 (= 3 × 4) outputs and all input values 
for each simulated iteration (Table 5.1). For input variables that have differ-
ent values in each year (all those in Table 5.1), all of the annual values were 
recorded. However, since it is not practicable to check the influence of every 
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Figure 5.2  Results of sensitivity analysis on revenues (random variables of group A in Table 5.1) in the top row, on costs (random 
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variables of group B in Table 5.1) in the middle row, and on traffic (random variables of group C in Table 5.1) in the 
bottom row. )(colour image is accessible via the link

Source: Pellegrino (2021).
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single annual value of the same variable, such input variables were transformed 
into mean and variance values. This introduces 26 parameters into the analysis 
from the 13 input variables specified in Table 5.1. Three additional variables 
representing the support level for each of the three types are also recorded. 
Consequently, the overall dataset consisted of 1,000 iterations of 12 outputs 
and 29 input parameters. Furthermore, a combined dataset was created for the 
three main output values using an extra artificial discrete input variable to rep-
resent the support case. This combined dataset enables a direct comparison of 
all policy options simultaneously using a single graph by employing the extra 
support input to designate different support types in the decomposition.

3.2  Sensitivity indices

This case poses two significant computational challenges for the effective 
determination of sensitivity indices. Firstly, the highly uncertain conditions 
are not completely reflected by the selected input parameters (i.e. the aggre-
gation of individual annual inputs into summarized means and variances). 
Secondly, the number of inputs is quite high compared to the relatively low 
number of simulated iterations. For these reasons, only first-order indices (i.e. 
sensitivity values of individual input variables) are computed as the estima-
tion of second-order effects becomes too noisy (see Table 5.4). In Table 5.4, 
the notable sensitivity indices are highlighted with green shading; all index 
values below 2% are greyed out, as are the actual names of the inputs that 
have all sensitivity index values below 2% for each output.

Table 5.4 indicates that the Support type is the most influential variable 
in the merged dataset. The corresponding support levels appear influential in 
corresponding support types, for Tariff in Price Cap, LPVR in LPVR, and Rg 
in MRG. However, the impacts of these effects are not symmetric for the differ-
ent parties. The tariff affects NPV of the private investor but has only a minor 
influence on the profitability for the government. LPVR has modest effect on 
the government NPV, but none for the private investor, and exhibits a consid-
erable difference between the two. Rg plays a significant role for NPV of pri-
vate investor and the difference between the two but has only a modest effect 
on the government NPV. Besides the support-level variables, the mean traffic 
of passengers is the only other variable that contributes a noticeable first-order 
influence over all cases. The first-order effects of all other input variables are 
negligible. A final influence observation is that the sum of all indices is consid-
erably below 100% in the no support case. This observation is characteristic of 
a highly uncertain system containing many completely random inputs.

3.3  Decomposition

Figure 5.3 displays the distributions for each of the three outputs of the merged 
dataset, NPVG – NPVC, NPVC, and NPVG, decomposed by Support type (the 
most influential parameter identified in Section 3.2). The decomposed graphs 
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Table 5.4  Sensitivity indices (first-order effects) of input parameters to model outputs

Inputs Price Cap LPVR MRG No support

Both NPVC NPVG Both NPVC NPVG Both NPVC NPVG Both NPVC NPVG

Support
Mean Electricity Price (normal) 1% 1% 1% 1% 1% 1% 1% 1% 1% 0% 1% 1%
Variance Electricity Price (normal) 0% 1% 0% 1% 0% 1% 2% 2% 1% 1% 1% 0%
Mean Traffic – freight (normal) 1% 0% 1% 0% 1% 1% 1% 1% 1% 1% 0% 1%
Variance Traffic – freight (normal) 1% 1% 0% 1% 1% 1% 1% 1% 0% 1% 1% 0%
Tariff 4% 29% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%
Mean Advertisement 0% 2% 1% 1% 1% 1% 1% 2% 1% 1% 1% 1%
Variance Advertisement 1% 1% 1% 1% 1% 1% 0% 1% 1% 0% 1% 1%
Mean Commercial subconcession 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 0% 0%
Variance Commercial subconcession 1% 0% 0% 1% 0% 1% 0% 1% 0% 1% 0% 0%
Mean Consumption materials 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0%
Variance Consumption materials 1% 1% 1% 0% 1% 1% 1% 1% 1% 1% 1% 1%
Mean Cost for fuel and lubricant 2% 1% 2% 1% 1% 2% 1% 1% 1% 1% 1% 2%
Variance Cost for fuel and lubricant 1% 1% 1% 0% 1% 2% 1% 1% 1% 1% 1% 1%
Mean Cost for personnel 1% 1% 2% 0% 1% 1% 1% 2% 1% 1% 1% 2%
Variance Cost for personnel 2% 1% 1% 1% 1% 1%  % 1% 2% 2% 1% 1%
Mean Costs for services 0% 1% 1% 3% 1% 0% 2% 3% 1% 2% 2% 1%
Variance Costs for services 1% 1% 1% 2% 1% 1% 0% 1% 1% 1% 1% 1%
LPVR 1% 1% 1% 85% 0% 14% 1% 0% 1% 2% 0% 1%
Mean Other revenues from aviation 1% 1% 0% 0% 1% 0% 1% 1% 1% 1% 1% 0%
Variance Other revenues from aviation 1% 1% 1% 2% 1% 1% 0% 1% 0% 1% 1% 1%
Mean Other revenues from non-aviation 0% 0% 0% 1% 0% 1% 1% 1% 1% 1% 1% 0%
Variance Other revenues from non-aviation 1% 0% 1% 0% 1% 1% 1% 1% 0% 1% 1% 1%
Mean Parking (in subconcession) 1% 1% 1% 0% 1% 1% 0% 1% 1% 1% 1% 1%
Variance Parking (in subconcession) 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%

(Continued)
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Both NPVC NPVG Both NPVC NPVG Both NPVC NPVG Both NPVC NPVG

Mean Real estate subconcession 0% 1% 0% 1% 1% 1% 1% 1% 1% 1% 1% 0%
Variance Real estate subconcession 1% 1% 1% 2% 1% 1% 1% 1% 1% 1% 1% 1%
Rg 1% 0% 1% 1% 1% 1% 82% 82% 38% 1% 1% 1%

Mean Traffic – passengers 44% 25% 48% 6% 45% 36% 7% 7% 27% 19% 35% 48%
Variance Traffic – passengers 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%
Sum of first-order indices 71% 76% 72% 117% 69% 72% 113% 116% 88% 46% 61% 71%

Note: “Both” stands for NPVG – NPVC.

Table 5.4 (Continued)
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Figure 5.3  Simulation Decomposition of profitability distributions for the government (right), private party (middle), and their 
difference (left) by the policy type. (colour image is accessible via the link)
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visibly indicate that the profitability distribution of the government and the 
distribution of the difference with the private party profitability are clearly 
differentiated by the four policy cases. Because the profitability distribution 
of the private investor appears more condensed, it has been decomposed fur-
ther by including the moderately influencing (7%) Mean traffic variable to 
provide additional explanatory clarity.

For the private investor (Figure 5.3, middle), Price cap appears to be the 
most attractive support type because it always provides guaranteed profit-
ability (the entire red sub-distribution is in the positive NPV range). MRG 
is also always profitable, but with less upside compared to Price cap. LPVR 
has a negligible, but non-zero, probability of losses. In contrast, No support 
makes the project look unattractive, with an expected mean below zero. The 
increased passenger traffic slightly shifts profitability upwards, but does not 
show any major influence. This confirms its non-zero, but low, sensitivity 
index of 7%.

The government (Figure  5.3, right) benefits the most from Price cap, 
whereas the distributions of the other support types generally remain grouped 
together. No support and LPVR occupy almost the same profitability range 
as LPVR, though they extend more into lower-value regions. However, nei-
ther variable produces results in the negative profitability range. MRG has a 
non-zero probability of loss for the government.

The difference of the two NPVs (Figure 5.3, left) compares the relative 
economic positions of the two parties by showing how much higher the prof-
itability is for the government in comparison to the private investor. The 
Price cap sub-distribution is high in the positive range, even though it is 
also the most profitable scheme for the private investor. This occurs because, 
for this support type, the consumer pays the profits directly to both parties. 
Under LPVR, the government benefits more than the private investor most of 
the time, but not by as much as under Price cap. This effect can be observed 
in the figure because the yellow sub-distribution occupies a narrower range 
close to zero, though it occasionally enters into the negative zone. Conversely, 
under MRG, the private investor profits more than the government most of 
the time. Finally, the decompositions for each individual support type do not 
uncover any interesting patterns. All individual effects reported in Table 5.4 
assume a rather monotonic appearance, and thus, these graphs have been 
omitted from the chapter.

In summary, the SimDec approach has considerably eased the overall com-
plexity of the analysis process for the risk mitigation decision-maker. While the 
previously conducted sensitivity analysis approaches all required multiple simu-
lation experiments to produce their results (Figures 5.1–5.2 and Tables 5.2–5.3), 
only a single simulation was necessary to produce all of the SimDec results. Sim-
Dec automatically incorporates an analysis of all of the variables that had to be 
generated individually in the prior approaches. The three graphs in Figure 5.3 
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combine the information content from Figure 5.1 (probability distributions), 
Table 5.2 (that offers 72 different values for analysis), and Table 5.3 (that fur-
ther uncovers the details with 315 more values). SimDec generates profitability 
distributions for all of the policy options simultaneously on a single graph. This 
visualization enables all the information to be directly comparable and all of 
the comparative insights to become readily obvious. Furthermore, while the 
earlier model exhibited only monotonic behaviour, the SimDec visualization 
has uncovered far more complex nonlinear relationships, including significant 
underlying heterogeneous behaviour. Consequently, SimDec should become an 
essential analysis support approach for any well-informed risk mitigation in 
PPP decision-making (Kozlova, Moss, et al., 2024).

4  Discussion and conclusions

This chapter has outlined a SimDec analysis for mitigating the revenue risks 
for various public infrastructure support types. In general, the PPP model is 
challenging due to the significant levels of uncertainty inherent within the 
model, the combination of numerous input variables that change concur-
rently, and the limited number of simulation runs. Furthermore, there has 
been a need to integrate extensive prior uncertainty and sensitivity analy-
ses into the decision process. Nevertheless, it has been shown that SimDec 
performs admirably by contributing several additional analytical benefits 
together with numerous supplementary insights.

For the PPP mitigation case considered, SimDec provided global insights 
into the economic balancing of different policy options, revealed the most 
important factors, and directly highlighted the effects of several modelling 
choices. The global sensitivity analysis from SimDec revealed that, in con-
trast to the earlier one-at-a-time analysis (Figure 5.2), only passenger traffic 
volume is important for the airport investment profit when all uncertain con-
ditions are considered simultaneously (Table 5.4). Moreover, in the absence 
of support, the variability of the output cannot be sufficiently explained by 
the aggregated input parameters due to the considerable randomness of the 
multiple input variables.

In conclusion, for the general case, it can be recommended that SimDec 
should be broadly applied to the analysis of public infrastructure investments 
for investigating partnership arrangements, for examining policy options, 
and for conducting investment risk mitigation analysis.

Acknowledgements

The work is supported by grant 220178 from the Finnish Foundation for 
Economic Education and by grant OGP0155871 from the Natural Sciences 
and Engineering Research Council.



114 Roberta Pellegrino et al.

Notes

1  The National Civil Aviation Authority (ENAC) is a non-economic public body with 
regulatory, organizational, administrative, patrimonial, accounting, and financial 
autonomy.

2  https://github.com/Simulation-Decomposition.
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Abstract

Applying Additive Manufacturing (AM) methodologies, such as 3D printing 
of concrete, might provide a mechanism to revolutionize the construction sec-
tor. However, the ambiguous nature of unit economics has deterred its more 
extensive integration. As such, this study first presents a deterministic model 
for estimating direct and indirect costs in AM and then advances a stochas-
tic unit cost model by integrating uncertainty ranges. Using (Monte Carlo) 
Simulation Decomposition, this model is analyzed regarding probabilistic 
scenarios, the sensitivity of input factors, and uncertainty effects. The results 
confirm the existence of economies of scale and highlight AM’s potential 
for construction across a diverse range of scenarios. Managers, researchers, 
investors, and policymakers alike can use this model to interactively navigate 
the complexities of AM in the construction industry to inform decisions and 
drive technology development. As AM technology advances, the models can 
be iteratively refined and expanded, eventually improving unit economics, 
productivity, and profitability. Future research can then leverage such models 
to explore AM’s potential impact in construction, infrastructure, and housing 
projects.

1  Introduction

The construction industry may elevate productivity by adopting advanced 
manufacturing techniques from other sectors, such as automation from auto-
motive (Gann, 1996). However, the ongoing introduction of novel technolo-
gies in construction presents several challenges, for example, unclear user 
perception of robots (Walzer et  al., 2023). Beyond understanding techno-
logical barriers and user needs, the economic implications of novel technol-
ogy in the sector have drawn further attention in construction management 
scholarship (Kangari & Halpin, 1990; Tatum, 1986). Arguably, the emer-
gence of Additive Manufacturing (AM) heralds a transformative phase in the 
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construction industry by advancing novel methods of production that extend 
the boundaries of innovation (Berman, 2012).

At the heart of this cutting-edge technology lies a digitally driven fab-
rication process which, through the layer-by-layer deposition of mate-
rial – ranging from cementitious paste to steel, plastics, resins, or a blend 
of these – accurately maps the desired elements along a path dictated by a 
pre-approved 3D model (Gibson et al., 2015). The potential adoption of this 
technology within the construction industry is gaining interest, as it promises 
an array of unprecedented possibilities. Its offerings extend from enhanced 
design flexibility to potential cost efficiency and, perhaps, most significantly, 
a clear path toward sustainability (Wohlers & Caffrey, 2015; Zunino, 2023). 
The current innovation landscape in this field reveals a mix of pilot projects 
spearheaded by academia and industry worldwide. Large multinational cor-
porations and well-funded start-ups are increasingly stepping into the arena, 
indicating a growing commitment to this technological revolution (Ford & 
Despeisse, 2016).

However, closer examination is necessary to comprehend the profitability 
of AM in the construction industry. Estimating unit costs is a critical start-
ing point for such analysis (Tucker, 1986) to evaluate whether AM could 
yield economies of scale, where increased production decreases per-unit 
costs (Besanko et al., 2009). “It’s really important to be profitable at the unit 
level – and take that as a first priority” (Eisenhardt, 2023, 19:40).

Figure 6.1 depicts a recent industry example of AM using 3D printing of 
cementitious materials (often referred to as 3D concrete printing, “3DCP”) 
by using an industrial robotic arm to produce infrastructure foundations (vis-
ible on the left).

1.1  Point of departure

While previous investigations into productivity in emerging construction 
technologies exist (e.g. Garcia de Soto et al., 2018), the analysis tends to 
have been relatively simplified by neglecting numerous critical aspects inte-
gral to a comprehensive cost evaluation. Generally, productivity denotes 
the output volume an organization can generate per unit of input – labour, 
capital, and materials, among others (Syverson, 2011). Serving as a barom-
eter of efficiency, it gauges how effectively a firm, an industry, or even an 
entire economy deploys its resources. For instance, a company might assess 
its productivity based on the number of units it manufactures per labour 
hour. Assuming other factors remain constant, heightened productivity 
could pave the way to reduced costs and augmented profits (Bloom & Van 
Reenen, 2010).

Conversely, cost efficiency scrutinizes the relationship between input 
expenses and the value or quality of outputs. A process can be classified as 
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Figure 6.1 � 3D concrete printing facility in Espoo. (colour image is accessible via the link)

Source: Image courtesy of Hyperion Robotics (2022).1
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cost-efficient if it yields the highest output for a given set of inputs or employs 
the minimum inputs to generate a specific output. Reflecting the principle of 
“achieving more with less,” cost efficiency is a cornerstone of operational 
excellence (Schoenherr & Swink, 2011). So, while improving productiv-
ity often leads to increased cost efficiency, enhancements in cost efficiency 
can occur independently of productivity growth. This, for example, can be 
achieved by identifying cheaper input sources or augmenting output quality 
without increasing input quantity (Pisano, 2015).

Focusing explicitly on AM costs, a study by Costabile et al. (2017) pre-
sumed that a universal cost model could be crafted for various AM technolo-
gies. The cost components remain constant irrespective of the technology 
employed. Notably, earlier cost models designed to estimate the expenses 
of AM failed to sufficiently account for all appropriate variables, including 
energy consumption and labour costs. Additionally, the fiscal commitment 
(capital and operational expenditures, or “CAPEX” and “OPEX”, respec-
tively) required for AM systems is a significant determinant in their adop-
tion. While their cost has diminished over time, it still represents a significant 
consideration for businesses mulling over these technologies.

Interestingly, a spike in adopting AM could potentially induce a drop in 
raw material costs via economies of scale (Thomas & Gilbert, 2014). Such 
cost-saving in raw materials could catalyze a further adoption of AM. Cur-
rent studies reveal that AM is cost-effective for manufacturing small batches 
while maintaining centralized production, with an estimated 667 million 
USD in value-added production using this technology (Thomas, 2016). 
However, the economic feasibility of employing AM in construction still 
provokes hostile discussions. The intricacy of cost factors, influenced by 
many external and internal elements, makes the precise cost assessment 
of components through heuristic methods challenging (Horngren et  al., 
2010). External dynamics (i.e. supply chain logistics, commodity price 
fluctuations, and market demand), coupled with internal mechanisms (i.e. 
process stability, prototype testing, and human factors), contribute to the 
uncertainty and variability of unit cost estimates (Chopra & Meindl, 2001; 
Curran et al., 2004).

These economic ambiguities could potentially deter the adoption of AM 
in the construction industry, which has led to a call for more refined strate-
gic planning within this project-driven sector (Mellor et al., 2014). Today, 
researchers and practitioners engaged in AM for construction are tasked with 
creating individual cost estimation models. These models may not consider 
uncertainty thresholds. Consequently, this can threaten the overall profitabil-
ity of the project and, ultimately, the long-term sustainability of the enter-
prise (Ford & Despeisse, 2016).

Therefore, the main objectives of this study are (1) to evaluate the unit 
cost of AM in construction with a batch size of 1, (2) to investigate whether 
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economies of scale can be demonstrated by increasing the batch size to 1,000, 
and (3) to study potential future scenarios, all of which are based on uncer-
tainty thresholds.

1.2  Structure of the chapter

In this chapter, we construct a model for the evaluation of unit costs of AM 
in construction (Section 2.1), motivate the transitions between deterministic 
and stochastic modelling (Section 2.2), and present the results from a sensi-
tivity analysis of the model using SimDec (Section 3) (Kozlova & Yeomans, 
2020).

2  Case study

2.1  Computational model

The genesis of the cost model was influenced by earlier research conducted 
by Cranfield University (2016, 2018) within the aerospace manufacturing 
sector. The spreadsheet, while incorporating most aspects suitable for AM 
cost management, necessitates improvements in its structure, clarity, and 
detail to be effectively applicable in construction project management. More 
specifically, its present configuration, characterized by hidden sheets and the 
neglect of crucial line items, can lead to confusion and a lack of transpar-
ency, ultimately compromising its efficacy in managing construction costs 
efficiently. Consequently, a custom model tailored to our unique require-
ments is designed. Our preliminary, deterministic model separates the AM 
production costs into indirect and direct categories, and is based on estimates 
that, at the time of writing, represent the current order of magnitude of those 
individual line items.

Indirect expenses are those related to equipment and overheads. Its cor-
responding linear asset depreciation follows the straight-line method (Kim-
mel et  al., 2020) with a predetermined lifespan and salvage value. The 
model accounts for various operational expenses, including maintenance, 
utilities, rent, and insurance. This approach incorporates the investments 
made in research and development, taxes, and other relevant expenses. 
Personnel-related costs, specifically those tied to Management, Administra-
tion, and Senior Engineering roles, are included in the “Indirect costs” cat-
egory (see Table 6.1 for the specific assumptions).

In contrast, Direct costs are partitioned into Pre-production, Part produc-
tion, and Post-production categories. Pre-production encompasses the set-up 
of Computer-Aided Design and Manufacturing (CAD-CAM) and machine or 
job site preparation. Part production incorporates the cost of materials and 
the time taken, which centres on the Deposition rate and the volume of the 
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part  It further includes the Consumable costs and labour involved in the pro-
cess  Post-production includes quality assurance measures, storage, tax obli-
gations, and shipping costs  Table 6 2 contains the specific values assumed in 
our model  Note that these values represent single-point estimations 

The unit cost (UC) is calculated by adding the direct cost per unit (DCU) 
to the indirect cost per hour (ICPH) multiplied by the production time (PT), 
divided by the batch size (BS)  Additional descriptions of each cost element 
appear in Table 6 3 

UC DCU
ICPH PT

BS
= +

 

The UC equation assumes that indirect costs are spread evenly across the 
units within a batch and that production time remains constant for each 
batch (Horngren et al , 2010; Baye & Prince, 2017) 

In the model’s initial configuration, the deterministically estimated cost 
per unit is 4,105 USD when produced in a batch size of one  Increasing the 
batch size to 1,000 reduces the per-unit cost to 2,802 USD  This reduction 
signifies a savings rate of approximately 32%  Figure 6 2 clearly illustrates 
the profound impact of economies of scale on operational efficiency 

Table 6.1  Assumed indirect costs of 3DCP in construction

Category Description Amount Unit Description

Indirect Equipment Machine 150,000 USD Khajavi et al., 2021
costs acquisition

Availability 2,000 h/y Cranfield University, 2018
Utilization 80 % Cranfield University, 2018
Asset lifetime 5.0 y Cranfield University, 2018
Asset salvage 25 % Kimmel et al., 2020

value
Maintenance 5,000 USD/y Estimation

Overhead Utilities 12,000 USD/y Estimation
Management 200,000 USD/y Estimation
Administration 50,000 USD/y Estimation
Senior 150,000 USD/y Estimation

engineering
Insurance costs 10,000 USD/y Estimation
Rent or interest 20,000 USD/y Estimation
Research and 20,000 USD/y Estimation

development
Regulatory 10,000 USD/y Estimation

compliance 
costs

Indirect taxes 15,000 USD/y Estimation
and duties
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Table 6.2  Assumed direct costs of 3DCP in construction

Category Description Amount Unit Description

Direct Production staff Junior engineering ( JE) 110,000 USD/y Estimation
costs Technical staff (TS) 60,000 USD/y Estimation

Production staff (PS) 40,000 USD/y Estimation
Pre-production Preparation of 2.0 h/batch JE, estimation

CAD-CAM
Preparation of 1.0 h/unit PS, estimation

production
1.0 h/unit TS, estimation
0.5 h/unit JE, estimation

Part production Part volume 1.0 m3 From CAD
Batch size 1.0 unit(s) Prototype
Material density 2.40 t/m3 Concrete
Contingency 10 % Estimation
Test run 25 % Of first unit
Material costs 300 USD/t 720 USD/m3
Deposition rate 10 kg/m Estimation
Consumable costs 10 USD/h Estimation
Operations labour 100 % PS, estimation

50 % TS, estimation
20 % JE, estimation

Post-production Post-production 10 % PS, estimation
10 % TS, estimation

Quality control 10 % JE, estimation
Direct taxes and 50 USD/ Estimation

duties unit
Storage costs 50 USD/ Estimation

unit
Shipping costs 100 USD/ Estimation

unit

Table 6.3  Single point unit cost estimation equation

Abbreviation Full form Description

UC Unit cost The cost incurred by a firm to produce, store, 
and sell one unit of an AM component or unit

DCU Direct cost Direct costs (such as materials and direct 
per unit labour) associated with producing each unit

ICPH Indirect cost Costs that cannot be directly tied to the pro-
per hour duction of a single unit but are still necessary 

for production, such as rent, utilities, and 
salaries for non-production staff, and average 
them over an hour of production time

PT Production Total time required to produce a batch
time

BS Batch size Total number of units produced in a batch
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2.2 � Rationale for further investigations

From a management standpoint, the preceding modelling does not fully 
capture many inherent “real-world” complexities, using only single-point 
estimates. Adopting a probabilistic mindset (e.g. Bayesian inference) ena-
bles management to make better-informed decisions by continually updat-
ing understanding based on new, relevant data. This stochastic approach 
offers a way to navigate the complexities and uncertainties of modern 
decision-making environments (Walsh, 2020). Bayesian statistics often 
involve calculating posterior distributions, the updated probabilities based 
on observed data and prior beliefs. In simple cases, these distributions can be 
computed analytically. However, analytical solutions become impracticable 
for complex models involving multiple parameters or non-standard distribu-
tions. Therefore, more sophisticated methods become necessary to incorpo-
rate various uncertain factors’ influence and interplay. Monte Carlo (MC) 
simulations have played a typical role in such uncertainty analyses.

MC is a computational approach that utilizes repeated random sampling to 
estimate the probability of outcomes in systems that are too complex for deter-
ministic prediction alone (Robert & Casella, 2004; Lo Piano & Benini, 2022). 
MC transforms disparate uncertainties into visual, tangible outputs, enabling 
the decision-maker to better assess the risks inherent in their predictive models. 
The method’s effectiveness lies in its ability to generate initial conditions accord-
ing to the defined input distributions, translate these changing input values into 
arrays of corresponding outputs, and summarize these results visually and ana-
lytically effectively. While these outputs can provide a better understanding of 
uncertainty, their information is limited to the ranges of potential outcomes, 
their expected values, and the shapes of their distributions. Furthermore, MC 
cannot explicitly identify the primary factors driving the model’s uncertainty 
and does not indicate whether there are managerial controls within the model 
that could guide the system toward some intended outcome.

Figure 6.2 � Economies of scale curve for the deterministic model. (colour image is 
accessible via the link)
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Consequently, global sensitivity analysis techniques are used to assess the 
impact of various factors on model outputs (Saltelli et al., 2020). Global sen-
sitivity analyses can be used to compute sensitivity indices that measure the 
impacts that occur when different factors change simultaneously.

The Simulation Decomposition (SimDec) technique combines uncertainty 
with sensitivity analysis by decomposing the probability distribution outputs 
from the MC simulation, enabling visualization of the impact of inputs on 
the outputs (Kozlova et al., 2016; Kozlova & Yeomans, 2020). SimDec dra-
matically enhances the standard MC method by decomposing the final out-
put distributions into groups representing different input combinations and 
colour-coding these partitions for visual clarity. The approach involves trans-
forming variables into states for decomposition, recording these states along-
side outcome values throughout the simulation, and then colour-coding the 
resulting histogram based on the state combinations (Kozlova & Yeomans, 
2020). SimDec’s visual representation readily identifies state combinations’ 
contribution to the overall output, unveiling previously undetected relation-
ships between multivariable input combinations and outputs.

Studies have shown that such decompositions enhance the understanding 
of uncertainty, aid decision-making when choosing actionable variables for 
decomposition, and generate a better comprehension of the interplay between 
different sources of uncertainty on outcomes (Yeomans & Kozlova, 2023; 
Kozlova & Yeomans, 2019; Deviatkin et al., 2021; Liu et al., 2022). Sim-
Dec visualizations, supplemented by the efficient computation of sensitivity 
indices that automatically select the most influential input variables, further 
streamline the analytical process (Kozlova, Moss, et al., 2024). A detailed 
description of the algorithm is available in Chapter 2 (Kozlova, Roy, et al., 
2024), and open-source implementations of it in Python, R, Julia, and Mat-
lab can be found on GitHub.2 By fully leveraging SimDec’s capabilities, this 
chapter aims to provide a holistic understanding of the input components 
that significantly contribute to the output of unit cost. It will be shown that 
this methodological approach is pivotal in uncovering synergies and poten-
tially overlooked patterns within the data, with the results demonstrated in 
the following section.

3  SimDec analysis

3.1  Monte Carlo simulation

In the MC model, the input uncertainties are assumed to be uniformly dis-
tributed within the ranges specified in Table 6.4. All variables are denoted 
in bold italic, and their states in italic. An uncertainty interval of ±10% for 
all Indirect costs in Table 6.1 is used. However, various distributional sym-
metries are assigned to the Direct costs from Table 6.2. The present model 
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predicts a cost of 720 USD per metric ton for the printing material. Projecting 
forward, we postulate a halving of Material costs, coupled with a twofold 
amplification in Deposition rate – concurrent with a contraction in uncer-
tainty to a mere 5%. It should be noted that these two assumptions have 
been based on their logical applicability and current relevance. However, the 
model could be straightforwardly modified to explore other scenarios, condi-
tions, and assumptions.

Some uncertainties feed into several different model components simul-
taneously. For example, the uncertain salary of Technical Staff contrib-
utes both to the Indirect costs and to all three phases of the Direct costs 
(Pre-production, Part production, and Post-production). Other uncertain-
ties provide distinct multiplicative impacts within the model. For example, 
the Batch gross weight varies between [0, +1%] and depends on the Con-
tingency and Test run uncertainties. While the numerous variables listed in 
Table 6.4 represent numerous distinct sources of uncertainty, several can be 
considered too granulated for supplemental analysis. Namely, we are not 
interested in the effect of each element of Indirect costs but in the totality of 
Indirect costs as a whole. Consequently, different levels of the variables are 
aggregated during the SimDec analysis. In particular, Indirect costs, Direct 
costs, Pre-production, Material costs, Consumable costs, Operation labor, 
Post-production, Other, Deposition rate, and Batch size are the variables 
recorded during the simulation.

Table 6.4  Input variable assumptions for Monte Carlo (MC) simulation (-//- if 
unchanged)

Input variable Range

Current uncertainty Future uncertainty

Indirect costs (each element  ± 10%  –//-
separately)

Direct costs
Pre-production  – 5%, +10%  –//-
Part production
Contingency ± 50%  –//-
Test run ± 50%  –//-
Batch gross weight 0%, +1%  –//-
Material costs 300 USD/t ± 10% 150 USD/t ± 10%
Deposition rate 10 kg/m -50%, +25% 20 kg/m ± 5%
Consumable costs ± 10%  –//-
Post-production
Taxes and duties ± 10%  –//-
Storage costs ± 10%  –//-
Shipping costs ± 10%  –//-
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3.2 SimDec results

Under the conditions stated in the previous section, the MC simulation was 
run for the following three cases:

1. Current uncertainty and batch size = 1
2. Current uncertainty and batch size 1 or 1,000
3. Future uncertainty (with the different Material cost and Deposition rate 

shown in Table 6.4) and batch size 1 or 1,000

3.2.1 Cur rent uncertainty, batch size = 1

The sensitivity indices calculated for variables in the first simulation experi-
ment are presented in Figure 6.3. The figure shows the sensitivity impact of 
the individual effects of the variables or their first-order effects. The longer 
the bar, the stronger the influence of that particular input on the model out-
put (see Appendix 1 for detailed sensitivity indices). The individual effects 
are used to judge the relative importance of different variables. Because the 
chosen variables are not the initial sources of uncertainty and are calculated 
at different levels of aggregation, the sum of indices does not add up to one 
(all first- and second-order effect values are provided in Appendix 1). Fur-
thermore, the second-order effects, which reveal the level of variable interac-
tions, often possess negative values, revealing correlations between variables 
(i.e. their effect on the model output overlaps).

The sensitivity indices indicate that the two high-level aggregations, Indi-
rect and Direct costs, significantly affect the output Unit cost. Consequently, 

  

Figure 6.3 First -order sensitivity indices for the Unit cost with size batch  =  1. 
(colour image is accessible via the link)
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Figure 6.4  Decomposition of the Unit cost of batch size = 1 by Indirect and Direct  
costs with equally-spaced state formation.3 (colour image is accessible  
via the link) 

Colour Indirect
costs

Direct
costs

Unit cost, USD

Min Mean Max Probability

 Low Low 3,321 3,893 4,552 42%
 Medium 3,702 4,302 4,779 15%
 High
 Medium Low 4,464 4,691 5,143 3%
 Medium 4,587 5,168 5,858 27%
 High 5,288 5,729 6,040 1%
 High Low
 Medium 5,670 6,018 6,538 6%
 High 5,874 6,321 7,015 6%

a decomposition of the Unit cost by the Indirect and Direct costs is presented 
in Figure 6.4.

Figure 6.4 shows the overall distribution of Unit costs, ranging from 3,300 
USD to 7,000 USD and skewed to the right. The colours represent the differ-
ent combinations of states (low, medium, high) of Indirect and Direct costs. 
As expected, higher input costs result in higher output values of Unit cost. 
Interestingly, however, different combinations of the two variables are not 
equally probable, with some even missing. The prominent scenarios occur 
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when both input costs are low (42%) or medium (27%). Smaller probabili-
ties have scenarios with low Indirect and medium Direct costs (15%) and 
high Indirect costs with medium or high Direct costs (6%). Other scenarios 
have small or zero probability. Indeed, since the same uncertain salaries con-
tribute to both aggregate variables, it is expected for these two to be cor-
related with roughly low–low, medium–medium, and high–high scenarios 
present, with others being negligible.

Figure  6.3 also shows that the three elements of Direct costs, namely, 
Operation labor, Post-production, and Consumable costs, strongly influence 
the Unit cost. The respective decomposition is presented in Figure 6.5.

Figure  6.5 illustrates another correlation pattern in which only the 
low-low-low and high-high-high combinations essentially exist. These two 
scenarios divide the entire distribution into two distinct parts with a nearly 
vertical border crossing between 5,000 and 5,500 USD. Thus, these three 
underlying elements of Direct costs significantly impact the output Unit cost.

The sensitivity indices (Figure  6.3) also show that the Deposition rate 
predominantly affects the Unit cost. Therefore, another decomposition illus-
trates its joint influence with Operation labor (Figure 6.6).

Figure 6.6 demonstrates that the Unit cost decreases with increasing Dep-
osition rate. Again, the correlation manifests without some combinations, 
but this time, it is reversed. A high Deposition rate combined with low Oper-
ation labor creates the most favourable scenario with the lowest Unit cost 
values. For the simulation with a fixed Batch size at one, the decomposition 
by high-level aggregate variables, Indirect costs, and Direct costs, Figure 6.4 
illustrates the main profile of the system, and the follow-up decompositions 
support it with finer detail (Figure 6.5 and Figure 6.6).

3.2.2  Current uncertainty, batch size 1 or 1,000

Another simulation is run with the Batch size, taking values 1 or 1,000 with 
equal probabilities to check the economy of scale effect.

The sensitivity indices (Figure 6.7, top right) paint a similar picture to the 
previous simulation, except the Batch size influence appears since it is no 
longer fixed. Pre-production and Material costs become moderately influ-
ential, indicating economies of scale. For example, the component Junior 
Engineering in the Pre-Production set-up costs is spread out over the batch, 
while other labour related to Pre-production scales proportionally with 
the units. In addition, with larger batch sizes, Material costs become more 
significant as other costs decrease due to the batch volume. The decom-
position of the Batch size is selected as the first variable for comparative 
purposes, followed by the aggregate variables of Indirect and Direct costs 
(Figure 6.7, left). One can see that a larger Batch size shifts the distribution 
of Unit cost to a substantially lower range. Moreover, the right edge of this 
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Figure 6.5 � Decomposition of the Unit cost of batch size = 1 by Operation labor, 
Post-production, and Consumable costs with equally-spaced state 
formation. (colour image is accessible via the link)

Colour Operation 
labor

Post-
production

Consumable 
costs

Unit cost, USD

Min Mean Max Probability

 Low Low Low 3,321 4,181 5,458 72%
 High 4,784 5,133 5,544 2%
 High Low 4,872 5,127 5,307 0%
 High 4,996 5,263 5,431 0%
 High Low Low 4,945 5,228 5,488 1%
 High 5,015 5,256 5,529 1%
 High Low 4,947 5,334 5,815 2%
 High 4,964 5,892 7,015 22%

sub-distribution is more condensed than the long right tail of the Batch size 
one sub-distribution. There is, however, still a significant overlap of the two 
in the range of about 3,500–4,500 USD. Only low Indirect costs, however 
(no matter the Direct costs), can lead to that range of Unit cost if the Batch 
size is 1. Another dependency pattern comes to light with Batch size 1,000 
consisting of mostly low–low costs. This happens because both Direct and 
Indirect costs are per unit and get divided by a bigger Batch size, indicating 
the existence of economies of scale.
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Figure 6.6  Decomposition of the Unit cost of batch size  =  1 by Deposition 
rate and Operation labor with equally-spaced state formation. 
(colour image is accessible via the link)

3.2.3  Future uncertainty, batch size 1 or 1,000

Another simulation run is performed with more optimistic assumptions expected 
from future technology development (Table 6.4). An analogous decomposition 
to that for the current uncertainty assumptions is presented in Figure 6.8.

The sensitivity indices (Figure 6.8, right) all project as necessary except 
for Deposition rate and Other. The visualization (Figure  6.8, left) shows 
two distinct sub-distributions separated by a considerable gap. The legend 
explains the equally high sensitivity indices for the selected variables, as they 

Colour Deposition 
rate

Operation 
labor

Unit cost, USD

Min Mean Max Probability

 Low Low
 Medium 4,568 5,324 6,181 22%
 High 5,429 6,167 7,015 12%
 Medium Low 3,773 4,302 4,923 23%
 Medium 4,304 4,760 5,324 10%
 High
 High Low 3,321 3,795 4,370 34%
 Medium
 High
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all divide the output Unit cost into these two distinct sub-distributions. How-
ever, another high-dependency case is created, with low costs attributed to 
the larger Batch size and high costs to the single-unit Batch size. Figure 6.8 
demonstrates how abruptly the situation may change with higher efficiency 
and lower uncertainty. The economy of scale in the current uncertainty levels 
(Figure 6.7) results in a lower but majorly overlapping range of Unit cost, 
while the future uncertainty level (Figure 6.8) forks into two distinct path-
ways. This suggests a great potential for, and an increasingly important focus 
on, scalable technologies and processes. Apart from this increased influence 
of economy of scale, the overall Unit cost value range becomes significantly 
lower. To better illustrate this point, the datasets behind Figure  6.7 and 
Figure 6.8 were merged and plotted as a single SimDec graph (Figure 6.9).

The two left peaks in Figure 6.9 indicate the future uncertainty level Unit 
cost, and the two widespread low sublimities with right tails belong to the 
current uncertainty level. The effect of the increased Batch size in the future 
uncertainty level (leftmost green peak) appears striking when contrasted with 
all other possibilities.

4  Discussion and conclusions

The findings of this investigation underscore two primary observations. Apply-
ing additive manufacturing (AM) in construction provides potential opportu-
nities for achieving economies of scale. The enhanced capacity for large-scale 
production offered by AM can contribute to a decrease in per-unit costs, 
thereby substantiating the economic viability of this technique at an industrial 
scale. Secondarily, the forecasted trajectory of technological advancements in 
the realm of AM suggests a promising reduction in unit costs and the mitiga-
tion of uncertainties associated with these production technologies.

However, it is essential to note that these conclusions rest on optimis-
tic assumptions that must be validated in real-world constraints and mar-
ket dynamics. While these estimations provide a directional guideline, the 
actual figures are subject to fluctuation based on many factors. Nevertheless, 
a noticeable trend prevails across different scenarios – an inverse relationship 
between batch size and unit cost. The data substantiates the premise that as 
the production batch size increases, the unit cost diminishes correspondingly, 
underscoring the scalability benefits of AM in construction. This investiga-
tion thus provides compelling evidence to explore the integration of AM into 
construction processes.

Nevertheless, our analysis does contain some limitations. For instance, 
our model did not incorporate variables associated with work shift produc-
tion dynamics of human labour. Further, the study excluded wet concrete 
or mortar’s hardening life cycle and thixotropic behaviour from our model-
ling considerations. These elements are crucial and can impose constraints on 
production velocity and, therefore, deserve more attention in future work. 
It is also worth noting that this study exclusively focuses on the unit cost of a 
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single object of a single material with batch sizes of one (as for a “prototype”) 
and 1,000 (for a “production run”), leaving room for future examination of 
unit economics. Unit economics, a concept that evaluates both the revenue 
and cost attached to a single unit of a product or service, encompasses not 
only production unit cost but also revenue per unit sold and other relevant 
per-unit metrics such as customer acquisition cost and lifetime value of a 
customer (Chapman & Feit, 2020). Understanding unit economics is vital 
for assessing a business’s per-unit profitability, informing long-term financial 
planning and strategic decision-making (Kimes & Wirtz, 2015). An improved 
understanding of unit economics may also allow for a more transparent com-
parison of AM with existing practices in construction (e.g. Khajavi et  al., 
2021). Further, this study does not extend to the potential benefits of geomet-
rically optimizing shapes produced by AM, a factor that might significantly 
influence material usage and production process efficiency (Rosen, 2007).

Colour Batch size Indirect costs Direct costs Unit cost, USD

Min Mean Max Probability

 1,000 Low Low 2,268 3,131 4,510 49%
 High
 High Low 4,323 4,525 4,740 1%
 High
 1 Low Low 3,287 3,712 4,412 7%
 High 3,471 4,232 5,059 26%
 High Low
 High 4,714 5,631 6,952 16%

Figure 6.7 � Decomposition of the Unit cost under current uncertainty levels by 
Batch size, Indirect costs, and Direct costs with equally-spaced state 
formation (top left) and sensitivity indices (top right). Detailed sensitivity 
indices are presented in Appendix 2. (colour image is accessible via the link)
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Colour Batch
size

Indirect
costs

Direct
costs

Unit cost, USD

Min Mean Max Probability

 1,000 Low Low 1,387 1,527 1,702 51%
 High
 High Low
 High
 1 Low Low
 High
 High Low

High 1,997 2,229 2,488 49%

Figure 6.8 � Decomposition of the Unit cost under future uncertainty levels by 
Batch size, Indirect costs, and Direct costs with equally-spaced state 
formation (left) and sensitivity indices (right). Detailed sensitivity indi-
ces are presented in Appendix 3. (colour image is accessible via the link)

The ability of AM to create customized designs that meet specific func-
tional requirements could reduce material waste and enhance the perfor-
mance of the constructed components (Wong & Hernandez, 2012). Given 
the significant contribution of the construction industry to global greenhouse 
gas emissions, the potential to reduce material usage through geometric opti-
mization should be fully explored (Mellor et  al., 2014). This underscores 
the need for future research to incorporate geometric optimization into AM 
cost models (or vice versa), comprehensively comparing AM and traditional 
construction methods. As such, the presented workflow using SimDec could 
be coupled with principles of Target Value Design (“TVD”; Ballard, 2008), 
where cost analysis is conducted inversely, manipulating input parameters to 
achieve a desired outcome or “target value”. Its advantage over traditional 
optimization techniques lies in its ability to identify all possible combina-
tions of input parameters to produce the desired cost. Thus, TVD can reduce 
costs in complex product systems, a value engineering strategy to increase 
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provider profit margins while ensuring client quality (Cooper & Slagmulder, 
1997). In fact, prior construction management scholarship has highlighted 
the potential use of TVD with advanced design and production methods in 
construction (Ng & Hall, 2021).

Additionally, there is a need for a more comprehensive understanding 
of unit economics when combined with the integration of carbon taxation 
(Feng et  al., 2020). Enhanced decision-making strategies concerning car-
bon footprint analysis have been explored using SimDec (Deviatkin et al., 
2021; Vinitskaya et al., 2024). They may be combined in future studies on 

Colour Batch
size

Indirect
costs

Direct
costs

Unit cost, USD

Min Mean Max Probability

 1,000 Low Low 1,387 2,261 4,216 49%
 High
 High Low 4,027 4,294 4,644 2%
 High
 1 Low Low 1,997 2,229 2,488 25%
 High 3,287 4,016 4,766 14%
 High Low

High 4,475 5,448 6,952 10%

Figure 6.9 � Decomposition of the Unit cost under merged current and future 
uncertainty levels by Batch size, Indirect and Direct costs with 
equally-spaced state formation.
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AM to guide the construction industry toward sustainable, efficient, and 
cost-effective solutions.

In conclusion, AM holds transformative potential for the construction 
sector, promising efficient, cost-effective, and highly customizable solutions. 
While the current challenges of implementing these practices stem from tech-
nological limitations and economic uncertainties, the timely integration of 
concepts such as unit economics offers a promising avenue for the construc-
tion industry. By steering the sector towards a more sustainable future, these 
strategies could prove instrumental in tackling some of today’s most press-
ing societal and environmental challenges. As underscored throughout this 
study, modelling, analyzing, and strategically managing these complexities 
will be crucial in the years to come.
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Appendix 1

Sensitivity indices for the batch size = 1 simulation

Input variable First-order 
effect

Second-order effect

Indirect 
costs

Direct 
costs

Pre-
production

Material 
costs

Consumable 
costs

Operation 
labor

Post-
production

Other Deposition 
rate

Batch 
size

Indirect costs 97% −75% 0% 1% −85% −87% −87% 0% −87% 0%
Direct costs 85% 0% 6% −73% −75% −75% 0% −74% 0%
Pre-production 0% 0% 0% 0% 0% 0% 0% 0%
Material costs 2% −1% −1% −1% 0% 0% 0%
Consumable 

costs
93% −84% −84% 0% −84% 0%

Operation labor 96% −88% 0% −87% 0%
Post-production 96% 0% −87% 0%
Other 0% 0% 0%
Deposition rate 96% 0%
Batch size 0%



Appendix 2

Sensitivity indices for current uncertainty levels

Input variable First-order 
effect

Second-order effect

Indirect 
costs

Direct 
costs

Pre-
production

Material 
costs

Consumable 
costs

Operation 
labor

Post-
production

Other Deposition 
rate

Batch 
size

Indirect costs 94% −71% −43% −44% −79% −82% −81% 0% −37% −44%
Direct costs 90% −50% −50% −69% −70% −70% 0% −25% −51%
Pre-production 51% −50% −43% −43% −43% 0% 2% −50%
Material costs 51% −43% −43% −43% 0% 2% −51%
Consumable costs 91% −79% −79% 0% −38% −43%
Operation labor 93% −82% 0% −37% −44%
Post-production 93% 0% −37% −44%
Other 0% 0% 0%
Deposition rate 44% 2%
Batch size 51%



Appendix 3

Sensitivity indices for future uncertainty levels

Input variable First-order 
effect

Second-order effect

Indirect 
costs

Direct 
costs

Pre-
production

Material 
costs

Consumable 
costs

Operation 
labor

Post-
production

Other Deposition 
rate

Batch 
size

Indirect costs 98% −95% −93% −94% −94% −95% −95% 0% 0% −95%
Direct costs 98% −93% −95% −94% −94% −94% 0% 0% −95%
Pre-production 95% −93% −93% −93% −93% 0% 0% −95%
Material costs 97% −94% −94% −94% 0% 0% −95%
Consumable 

costs
96% −94% −94% 0% 0% −95%

Operation labor 97% −95% 0% 0% −95%
Post-production 97% 0% 0% −95%
Other 0% 0% 0%
Deposition rate 1% 0%
Batch size 97%
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Abstract

One of the defining characteristics of deep tech ventures is that their tech-
nology could be adapted to multiple applications. In addition to choosing 
the market segment that the company will focus on, deep tech ventures 
need to first make a choice about how to develop their technology and 
then choose a market opportunity to target. For instance, a tool from The 
Lean Startup toolkit, called the Market Opportunity Navigator, helps firms 
to select a market opportunity. In this chapter, we expand the tool to also 
reflect the earlier technology development choice and also to reflect the high 
level of uncertainty that surrounds these decisions. A simulated case com-
pany (based on a real deep tech venture) is used to demonstrate the novel 
Technology Opportunity Navigator. Due to the additional complexity of the 
resulting model, the novel sensitivity analysis tool, SimDec, was employed 
to provide insights into the different dimensions of the decision. We then 
show how the tool and visualized results can be incorporated back into the 
firm’s strategy development process. The chapter contributes to the entre-
preneurship literature by showing how analysis can reduce decision-making 
uncertainty. We contribute to the sensitivity analysis literature by show-
ing how qualitative, multi-criteria decision-making can be supported by 
SimDec.

1  Introduction

Deep Tech is a practitioner term that has recently entered into the popu-
lar vernacular of practitioners and other industry actors (Romasanta et al., 
2021; Siota & Prats, 2022) to describe “companies founded on a scientific 
discovery or meaningful engineering innovation” (Chaturvedi, 2015). There 
is, as of yet, no academic consensus on the exact industries or technologies 
that are included in Deep Tech, or what specifically is meant by meaningful, 
but there is consensus around several defining challenges for deep technology 
ventures. The commercialization of deep technologies is (1) capital-intensive, 
(2) has a long development timeline, (3) involves overcoming significant 
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technical uncertainty, and (4) the technology itself unlocks a new paradigm 
for providing value (De La Tour et al., 2021; Chaturvedi, 2015; Deal Room 
& Sifted.eu, 2021; Romasanta et al., 2021; Ruiz de Apodaca et al., 2023). 
The concept of a new paradigm means that deep technologies are able to 
disrupt multiple industries and markets, so the Deep Technology Ventures 
(DTVs) that are commercializing them need to explore multiple potential 
applications for their technology, which means many potential markets 
(Andries et al., 2021).

A capital-intensive, long development timeline implies that DTVs are 
often short of resources (Lin et al., 2006), which, in turn, can present chal-
lenges if firms try to develop multiple markets simultaneously (Maine et al., 
2012). DTVs can address this challenge by prioritizing amongst these many 
opportunities and finding those that are most promising (Andries et  al., 
2021; Scaringella et al., 2017). As firms begin to validate the assumptions 
of their business model, they may also need to pivot their focus and pri-
oritize a different market opportunity (Maine et al., 2012) or even aspects 
of the technology itself (Furr et al., 2012). When early-stage firms solicit 
funding from investors or other organizations to address their lack of 
resources, they are often selling a vision of capturing a particular market 
segment (Chammassian & Sabatier, 2020). As a result, the challenge of pri-
oritization provides a useful lens into the entire commercialization process 
for DTVs.

In this chapter we will look at how a hypothetical DTV (empirically mod-
elled off a real biotech company) could analyze the strategic choice of prior-
itization. An existing market opportunity evaluation tool has been extended 
to address the uncertainty of technology development. Firstly, three discrete 
technology development paths were modelled, each leading to a different set 
of market opportunities. Secondly, the model was expanded to accept numeric 
intervals as inputs instead of single-number rating, reflecting the high amounts 
of uncertainty associated with DTVs. With a large number of random inputs 
and additional relationships between input variables, we used a Monte Carlo 
simulation to reflect the wide range of possibilities and then used the novel 
sensitivity analysis tool SimDec to understand and visualize the results.

There are two useful frameworks of analysis of computational models, 
both of which are relevant to our case. One is uncertainty analysis that cap-
tures uncertainty in the input variables of the model and translates it into 
the overall probability distribution of the model output. The exposure of 
the output to risk can be judged by the width of the distribution (min, max, 
variance) and its shape. However, such analysis would not tell which factors 
contribute to the variability of the output. This function is undertaken by 
sensitivity analysis. One could change one factor at a time and see how the 
output reacts; however, the advanced analysis involves changing all input 
variables simultaneously and quantifying their effect in the form of sensitivity 
indices (Saltelli et al., 2019).
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Simulation Decomposition (SimDec) is a recent methodological develop-
ment that combines uncertainty and sensitivity analysis (Kozlova & Yeo-
mans, 2022). SimDec displays the results in the form of an output probability 
distribution, identifies the most influential input variables by means of sensi-
tivity indices, and partitions the output distribution by the combinations of 
states of these influential inputs. The procedure enables tracing the influence 
of input variables on the outputs, visualizing the nature of interactions or 
joint effects of the input variables (Kozlova, Moss, Caers, et al., 2024), and 
generally guiding the decision-maker with respect to which factors need to 
be changed in order to achieve desired outcomes. SimDec was successfully 
used in several environmental (Deviatkin et al., 2021; Kozlova & Yeomans, 
2019; Raul et al., 2022) and social (Yeomans & Kozlova, 2023) applica-
tions and has proven superior to other visualization options (Kozlova & 
Yeomans, 2021). The detailed algorithm is presented in Kozlova, Moss, Roy, 
et al. (2024) and open-source codes are available in Python, R, Julia, and 
Matlab.1

We find that the updated tool, in combination with the SimDec analysis, 
provides a readily understandable output with respect to potential prioritiza-
tion decisions. The Excel-based Technology Opportunity Navigator allows 
the user to keep track of the relationships between technology development 
choices and market opportunity choices (such as where a common develop-
ment effort can unlock multiple potential market opportunities). The work 
contributes to the literature on technology entrepreneurship strategy by fur-
ther conceptualizing the specific prioritization challenges faced by a DTV 
and directly contributes to the practice of entrepreneurship by developing 
a tool, the Technology Opportunity Navigator, that helps to address these 
challenges. Future research could extend and further validate this concept 
qualitatively by examining additional case companies.

2  The paradox of choice for deep technology ventures

The literature has identified several theoretical perspectives on entrepreneurial 
decision-making. Causation refers to systematic analysis to arrive at a prede-
termined outcome. Effectuation is an iterative learning process that arrives at 
a previously unknown outcome (Fisher, 2012; Sarasvathy, 2001). In general, 
entrepreneurs are viewed as implementing a combination of both perspectives, 
with more uncertainty leading to a higher tendency to implement effectuation 
(Fisher, 2012). Entrepreneurship is ultimately a domain defined by action: On 
one hand, undergoing an effectual learning process is a type of action with the 
goal of reducing uncertainty (Fisher et  al., 2020; Sarasvathy & Venkatara-
man, 2011). On the other hand, higher uncertainty makes it difficult for an 
entrepreneur to commit to taking action on behalf of a new venture (McMul-
len & Shepherd, 2006). While all startups face uncertainty by virtue of being 
new firms doing things in a new way (and thus lacking a track record) (Politis, 
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2005), technology start-ups face the added uncertainty that the technology that 
they are developing might not work (Sadeh & Dvir, 2020).

Several articles in the technology entrepreneurship literature talk about the 
entrepreneurial action of selecting and developing a target market, and how 
having multiple options can serve to mitigate risk (Andries et al., 2021; Maine 
& Garnsey, 2006; Shepherd & Gruber, 2020). On the other hand, it can prove 
prohibitively costly to validate several different market opportunities, so firms 
need to prioritize their efforts among the different opportunities since they 
often lack resources (Maine et al., 2012; Maine & Garnsey, 2006; Myers & 
Albats, 2024; Scaringella et al., 2017). We see the same strategic tension more 
generally addressed in The Lean Startup (TLS), a practitioner methodology 
for addressing uncertainty in new ventures (Shepherd & Gruber, 2020). TLS 
is an implementation of hypothesis-based entrepreneurship. Entrepreneurs are 
advised to develop strategies for validating the assumptions in their business 
model, with the ultimate goal of preventing costly premature scaling (Eisen-
mann et al., 2012). Although a search for the optimal market opportunity has 
decidedly effectual elements (Fisher, 2012), it can be approached through an 
explicitly causal, deliberate process (Blank, 2013; Eisenmann et al., 2012).

One TLS tool that helps startups to efficiently deploy their resources is 
the Market Opportunity Navigator (MON) (Shepherd & Gruber, 2020). 
The MON helps start-ups to identify market opportunities, evaluate them, 
and then prioritize them into a company strategy. Each opportunity is evalu-
ated across three categories that represent potential (compelling reason to 
buy, market volume, and economic viability) and three that represent chal-
lenges (implementation obstacles, time to revenue, and external risks). The 
categories are ranked on a qualitative, 4-point scale ranging from Low to 
Super-High (Tal & Gruber, 2017). This is like other available tools for mar-
ket selection (Market Selection Tool, n.d.), which ultimately aim to score 
and compare the strengths and weaknesses of different market segments 
using a simple multi-criterion decision-making process. A technology com-
pany that went through a market selection analysis using the MON reflected 
on the challenges of customizing and validating the underlying technology 
to support market opportunities (From lab to market, phase 2, 2021). We 
conceptualize this as the impact of a related decision: the technology devel-
opment choice.

Figure 7.1 shows how the need to customize technology for different sets of 
market opportunities can lead to multiple, discrete technology development 
paths, although the exact conceptual relationships (represented by arrows in 
the figure) likely vary for different companies and/or technologies. Each path 
yields one or more separate intellectual property assets that, in turn, address 
one or more market opportunities (Bitzer et al., 2014). The choice of which 
assets the company should develop influences which market opportunities are 
available to that company (Shepherd & Gruber, 2020; Tal & Gruber, 2017). 
Rather than choosing a market opportunity to focus on, the firm must choose 
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Figure 7.1  Relationship between technology development paths and market 
opportunities. (colour image is accessible via the link)

an asset and then a market opportunity to prioritize. Using the example 
shown in Figure 7.1, we assert that the option to subsequently develop Mar-
ket Opportunity 5 should positively influence the decision to develop Asset 4, 
even if Market Opportunity 4 is more attractive.

3 Case compa ny description

MicroBioX is a DTV developing microbiome-based skincare products. Their 
key innovation is a bio-informatics platform that allows them to process large 
amounts of data in order to find valuable pre-biotics: compounds that are 
metabolized by the skin microbiome and converted into beneficial compounds. 
Each pre-biotic that they discover has the potential to address one or more 
different market opportunities, either alone or in combination with another 
pre-biotic. To date, the company has discovered several pre-biotic assets 
that potentially produce an insect repellent or restore the skin barrier. Each 
pre-biotic cocktail can also address different market opportunities, differenti-
ated by the type of validation required to unlock them. For example, the skin 
barrier repair functionality could address a consumer cosmetic makeup or be 
developed as a therapeutic balm for certain skin diseases. We summarized the 
current state of the company’s product offerings as containing three different 
pre-biotic assets that can potentially address nine market opportunities. Four 
of the market opportunities reflect variations of the cosmetics market, with DC 
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and Corp reflecting different go-to-market channels, and the “light” markets 
that only include one of the company’s assets.

The different assets are at different levels of technology validation, which 
would indicate that they indeed cause the intended beneficial compounds 
to be produced on the skin. Beyond that, there is market validation, which 
shows that the target compounds have a positive impact on the target mar-
ket. Distinct technology validation tasks were used to segment the product 
offerings, and the need for distinct market validation tasks was used to define 
the separate market opportunities.

The company has two related choices to make. The first: Which asset 
should the company validate? This involves the technology development 
effort to prove that the asset will produce the intended beneficial compounds. 
The second: Which market opportunity should the company validate that 
product in? This determines the context in which the company will demon-
strate that the beneficial compounds referenced earlier actually provide value 
to the product’s users.

4  Decision-making tool

The Market Opportunity Navigator (MON) was used as the foundation to 
develop a more comprehensive tool to help with both decisions. The elements 
of the proposed tool are shown in Table 6.2. We start with the six existing 
market criteria from the MON. We then propose six technology criteria, sim-
ilarly divided into three attractive elements and three challenging elements. 
Each element is represented by a range of values on a scale of 0–100, so users 
of the tool input the low and high score for each element in order to reflect 
the relevant uncertainty (Shepherd & Gruber, 2020).

When we evaluated the two-staged decision-making process in the model 
case company, we focused on the qualitative relationships between different 
market and technology choices. For example, Skin Barrier Repair is used for 
many different market segments, so the potential value (T11) of developing 
it should be influenced by each segment’s compelling reason to buy (M11). 
Similarly, the Total Market Volume (T12) for Skin Barrier is influenced by 
the Market Volume (M12) of each of the Skin Barrier markets. Please see the 
Description field in Table 7.2 for all such relationships. Technology scores 
were calculated for the three products identified and applied to the relevant 
market opportunities.

The final scores are calculated for each market opportunity. For aggregat-
ing evaluations of different criteria into a single score for each technology 
option, the most straightforward multi-criteria decision-making approach was 
taken, where the individual scores are weighted and summed up (Triantaphyl-
lou, 2000). The weights add up to 100%; thus, the aggregate score also ranges 
between 0 and 100 as all individual scores. The negative features score is 
reversed by deducting the score value from 100, thus increasing the aggregate 
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Table 7.1  Relationship between Assets and Market Opportunities
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score if the negative feature has the low values, and vice versa. To retain maxi-
mum transparency in the model building process, all weights were kept equal.

5  SimDec analysis

A Monte Carlo simulation was run to generate the data for the analysis. Its 
process and assumptions are described in the next section. The simulated 
dataset is subsequently used to compute sensitivity indices and to build a 
series of visualizations.

5.1  Monte Carlo simulation

All elements of the model that assume independent scores (Table 7.2) are 
assigned minimum and maximum values in accordance with the expert 

Table 7.2  Decision-making elements for new tool: the Technical Market Opportunity 
Navigator

Element Description

Market criteria Evaluated product-wise
(existing)

Market 
attractiveness

Compelling reason M11 Independent score
to buy

Market volume M12 Independent score
Economic viability M13 Independent score
Challenges
Implementation M21 Independent score

obstacles
Time-to-revenue M22 Independent score
External risks M23 Independent score
Technology criteria Evaluated asset-wise

(proposed)
Technology 

attractiveness
Potential value T11 Function: average Compelling reason to buy (M11) 

weighted on Market volume (M12)
Total market T12 Function: sum of Market volume (M12) normalized 

volume on the total maximum market available
Economic viability T13 Function: average Economic viability (M13) 

weighted by Market volume (M12)
Technology 

challenges
Development risks T21 Independent score
Development time T22 Independent score
External risks T23 Function: average External risks (M23) weighted 

on Market volume (M12)
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evaluation for the case company (Table 7.3). In the table, the first three mar-
ket criteria are positive, with their highest values marked with green and 
their lowest values with red. The second three criteria are negative. In order 
to reflect the impact on the overall score, their lowest values are marked with 
green and their highest with red.

In addition to the market criteria values listed in Table 7.3, the values for 
the independent technology criteria T21 and T22 are both modelled within 
a range of [40, 70].

During the simulation, the random scores for each criterion are generated 
uniformly between the specified minimum and maximum values. The Market 
opportunity is also modelled as a random variable, assuming discrete values 
from 1 to 9, corresponding to the nine different products in Table 7.3. In 
each simulation iteration, the value of the Market opportunity dictates which 
product’s scores are used to compute the aggregate valuation. The simulation 
is run 30,000 times, the aggregate score is recorded as an output value, and 
the values of all 12 criteria are recorded, as well as the values of the Asset 
corresponding to Market opportunity. The entire simulation is performed in 
a spreadsheet environment.

5.2  Sensitivity indices

Numeric variance-based sensitivity indices are used to express what share of 
the output variance can be explained by the input variables. The first-order 
indices portray the influence of each of the individual input variables. The 
second-order indices indicate synergetic/interaction effects (positive values) 
or overlapping/correlation effects (negative values). A novel sensitivity index 
that involves a combined sum of first-order effects and second-order effects 
is then calculated (Kozlova et al., 2023). Table 7.4 presents the sensitivity 
indices of the technology criteria computed for all Market opportunities 
considered.

Table 7.4 indicates that M21 and T12 possess the highest combined sensi-
tivity indices. The table also reveals the complex behaviour of the model with 
several noticeable synergetic and overlapping effects. Such behaviour can be 
attributed to the fact that all Market opportunities are considered simulta-
neously with certain Asset (Table 7.1) structures that affect the composition 
of the market and technological scoring criteria. Combined sensitivity index 
values are also computed for Asset (28%) and Market opportunity (58%).

5.3  Visualization

Based on the levels of variable influences identified by the sensitivity indices, 
three different decomposition visualizations are constructed: (1) by Market 
opportunity, (2) by Asset Combination, and (3) by most influential scoring 
criteria M21 and T12.
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Table 7.3  Variation in simulation inputs

Market 
opportunity

DC  
Cosmetics

Corp  
cosmetics

Psoriasis Eczema Mosquito Tick Malaria DC  
Cosmetics 
light

Corp  
Cosmetics 
light

Estimate min max min max min max min max min max min max min max min max min max

M11 55 75 55 75 45 90 45 90 55 95 45 85 35 100 45 65 45 65
M12 5 15 65 85 75 100 75 100 55 90 55 90 65 100 3 13 60 80
M13 80 100 50 60 80 100 80 100 45 90 35 80 65 100 70 90 40 50
M21 30 40 50 60 90 100 90 100 60 70 60 70 70 90 20 30 40 50
M22 0 20 20 40 60 80 60 80 50 70 50 70 60 90 0 10 20 35
M23 10 25 30 50 40 60 40 60 30 50 30 50 40 60 5 15 20 40
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Table 7.4  Sensitivity indices of criteria for the aggregate Score across all Market opportunities

Input First-order 
effect

Second-order effects Combined 
sensitivity 
indexM11 M12 M13 M21 M22 M23 T11 T12 T13 T21 T22 T23

M11 4% 9% 3% 13% 15% 12% 2% 8% 3% 0% 1% 1% 37%
M12 16% 5% −8% −7% −6% 2% 13% 6% 0% 6% 0% 26%
M13 11% 6% 5% 9% 1% 7% 2% 0% 1% 0% 31%
M21 46% −14% −15% 3% 6% 7% 1% 10% 1% 52%
M22 20% −12% 3% 12% 11% 1% 14% 2% 35%
M23 28% 3% 5% 6% 1% 9% 3% 35%
T11 4% 4% 1% 0% 0% 0% 14%
T12 30% −17% −1% −8% 0% 44%
T13 24% −1% −6% 0% 30%
T21 5% −1% 0% 6%
T22 18% 1% 31%
T23 1% 5%
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5.3.1  Market opportunities

Figure 7.2 presents the SimDec visualization of the aggregate Score by Mar-
ket opportunity type.

Figure 7.2 shows that the aggregate Scores for all Market opportunities are 
distributed between roughly 50 and 70, which signifies a medium to high attrac-
tiveness for all technology options. Corporate cosmetics light and DC cosmetics 
light are the two Market opportunities with the highest scores, followed by Mos-
quito. The heavier Corporate cosmetics that contain Hyaluronic acid is the least 
attractive, with Malaria and Tick Market opportunities slightly ahead. Medical 
Eczema and Psoriasis occupy the middle ground. All cosmetics products exhibit 
the least uncertainty in Score (observe their smaller ranges), whereas Malaria, 
Mosquito, Tick, Psoriasis, and Eczema possess higher levels of uncertainty.

5.3.2  Asset combination

The same distribution of the aggregate Score but decomposed by Asset Com-
bination is presented in Figure 7.3.

Asset combinations are representative of the different products that the 
company might develop. Skin Barrier Repair showcase the higher Score, but 
also more variation than number two by Score, with added Skin Anti-Aging. 
Insect repellent represents the least attractive asset in terms of both the mini-
mum Score possible and its overall range of variation. Different probabilities 
in this case simply reflect different occurrence frequencies of the Assets because 
of their non-uniform composition in Market opportunities (Table 7.1).

5.3.3  Scoring criteria

Figure 7.4 shows the decomposition of the aggregate Score by the two most 
influential criteria, M21 (Implementation obstacles) and T12 (Total market 
volume).

Low M21 (Implementation obstacles) in combination with high T12 
(Total market volume) results in the best Score range. The combination of 
medium M21 and high T12, as well as high M21 and low T12, is rare accord-
ing to the frequency (probability) of the respective scenarios. Thus, high T12 
(Total market volume) has more potential than lowering M21 (Implemen-
tation obstacles) to improve the Score. This can be observed by how the 
light-green sub-distribution skews more to the right, whereas the other col-
our shades are clustered more horizontally. The High M21 (Implementation 
obstacles) demonstrates the highest uncertainty in Score.

6  Discussion

Because entrepreneurship can be considered about “action” (McMullen & 
Shepherd, 2006), operationalizing the previous section’s insights requires 
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Colour Market opportunity Score

Min Mean Max Range Probability

 Corp cosmetics 48.9 55.0 61.0 12.1 11%
 Malaria 47.4 57.0 66.9 19.5 11%
 Tick 48.3 57.1 65.0 16.8 11%
 DC cosmetics 51.9 57.8 62.7 10.8 11%
 Psoriasis 50.3 58.4 65.8 15.4 11%
 Eczema 51.7 58.4 66.8 15.1 11%
 Mosquito 50.0 58.8 66.9 16.9 11%
 Corp cosmetics light 56.0 61.6 66.4 10.4 11%
 DC cosmetics light 59.2 64.5 69.3 10.1 11%

Figure 7.2 � Decomposition of Score by Market opportunity (58% sensitivity 
index). Market opportunities are sorted by the increasing mean Score. 
(colour image is accessible via the link)
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translating them into recommendations for future action. In this section we 
will outline how MicroBioX could use the decision-making tool to inform 
strategic decisions along the three dimensions: (1) Model Creation and Vali-
dation, (2) Strategy Recommendation, (3) Future Follow-up.

6.1  Model creation and validation

There are several components of the model that are qualitative in nature, even 
though they have been represented quantitatively. One concern when incor-
porating these insights into the company’s strategy is that these qualitative 
elements may bias the output of the tool. Ultimately, all of the model inputs 
require judgement over how to translate the real-world market opportunity 
context into a score from 0 to 100. There is potential for inconsistency errors 
in terms of how judgements are applied in quantifying different scenarios or 
across different related decision elements in this case. To maintain consist-
ency, we introduced formulas that calculated model input based off other 
model inputs. The decision-making tool’s scoring function (that weights each 
decision-making criteria) is another way that the model could poorly reflect 
reality. We view these elements as a joint and non-severable source of bias 
because errors in the scoring function, or relationships between input values, 
could be accounted for by adjusting those input values at the front end of 
the process. Instead, we strived to evaluate the final conclusions as a “sanity 
check” of the model.

SimDec indicated that the most meaningful factors were implementation 
obstacles and market size. These factors were explicitly considered by the 
company when segmenting market opportunities. For example, for skin bar-
rier repair, the main differences between DC cosmetics light, Corp cosmetics 
light, and the combination of Psoriasis and Eczema are their implementation 
obstacles. DC (which stands for Direct-to-Consumer) has a very clear path 
to market but has limited opportunities to scale. Corp (which stands for 
the business model of licensing the ingredient to other large corporations) 
requires developing enough validating evidence to satisfy the corporations 
but represents a larger market. Finally, both the Psoriasis and Eczema mar-
ket opportunities require satisfying pharmaceutical regulators, which repre-
sents a high implementation obstacle. These challenges are more or less offset 
by the market volume that they unlock. This conclusion is entirely consistent 
with the prior knowledge about the relationships between the different mar-
ket opportunities.

6.2  Strategy recommendation

Examining the market opportunity scores in Figure 7.2, the highest-scoring 
market opportunity is DC Cosmetics Light, followed by Corp Cosmetics light.  
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Consequently, the tool strongly implies that MicroBioX should develop their 
market opportunities in that order. However, it remains somewhat less obvi-
ous what their third- or fourth-ranked market opportunities might be. From 
Figure 7.3, we observe that the Skin Barrier repair–Asset combination is the 
strongest, which supports beginning with DC Cosmetics Light, followed by 
Corp Cosmetics light. However, we observe some supplementary ambiguities 
with respect to the second- and third-placed asset combinations. Insect repel-
lent seems to possess both higher and lower scores, while Anti-Aging shows 
more consistency. Finally, Figure  7.4 indicates that while Implementation 
obstacles and Market Size are the most significant drivers of the score, there 

Colour Asset combination Score

Min Mean Max Range Probability

Skin barrier repair 50.3 60.7 69.3 19.0 45%
Skin anti-aging + 

skin barrier
48.9 56.4 62.7 13.8 22%

Insect repellent 47.4 57.7 66.9 19.5 33%

Figure 7.3 � Decomposition of Score by Asset Combination (28% sensitivity 
index). (colour image is accessible via the link)
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Colour M21: 
Implementation 
obstacles

T12: Total 
market 
volume

Score

Min Mean Max Range Probability

 Low Low 51.9 57.8 62.7 17.4 9%
 Medium 54.2 61.8 68.3 6%
 High 56.0 63.3 69.3 16%
 Medium Low 48.3 56.0 66.0 17.4 18%
 Medium 48.9 58.3 66.9 14%
 High 57.0 61.3 65.7 1%
 High Low 47.4 56.3 64.8 19.4 5%
 Medium 47.4 57.6 66.9 13%

 High 50.3 58.6 66.8 17%

Figure 7.4 � Decomposition of Score by M21 (52%) and T12 (44%). The distinct 
colours represent different levels of M21 and different shades refer to 
different levels of T12 in each state of M21. (colour image is accessible 
via the link)

are many other promising pathways forward. There is not a major differ-
ence between low- and high-scoring market opportunities, which implies that 
MicroBioX should continue to seek out ways for more clearly differentiating 
between the various market opportunities.
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6.3  Future follow-up

The fundamental logic underlying the MON is that its use contributes to a 
learning loop that helps companies to systematically reduce the uncertainty 
around how the firm can provide value to customers on a sustainable basis 
(Shepherd & Gruber, 2020). As such, the tool needs to be reviewed when-
ever the company has learned something. This learning would potentially be 
reflected in a change to the input values (either their magnitude or their level), 
which could thereby modify the tool’s conclusions.

7  Conclusions

This study has presented a unique method for transforming a qualitative 
problem into a computational model so that a sensitivity analysis can be 
conducted on it to support decision-making. Such an approach makes sense 
out of the growing complexity of qualitative situations possessing multiple 
criteria and multiple alternatives. Multi-criteria decision-making is an area in 
which modelling is used to prioritize or rank alternatives. However, it rarely 
examines the question of exactly which factors most influence those rank-
ing results (Kozlova, Lo Piano, et al., 2024). This chapter indicates that, for 
qualitative tasks, it is crucial to understand the behaviour of the phenomenon 
and its contributing factors. Because of the subjectivity of the input values, 
there is a certain futility in validating the output. Consequently, this study 
showcases the importance of sensitivity analysis to explain and to generate 
deeper insights into qualitative decision-making situations.

We chose a Deep Tech Venture’s market entry decision as the exemplar 
multi-criteria decision to model because of its complexity and uncertainty. 
A logical next step would be to consider additional Deep Tech Ventures to 
determine if their market entry decisions share characteristics with Micro-
BioX or if the decision-making tool needs further enhancements to capture 
any additional complexities. This could require a more complex model that 
(1) reflects the structure of the available choice, (2) contains the company’s 
preferences in the weighting of different scoring criteria, and (3) translates 
company’s capabilities into the uncertainty ranges of criteria values. The 
study’s conclusions are also limited by the subjective evaluations which could 
be incorrect or out-of-date, which could lead to incorrect conclusions. Fur-
thermore, simulated analysis lacks “empirical truth”, so the results should 
only be considered as an example for how the tool might be implemented.

Entrepreneurship, especially technology entrepreneurship, is a compli-
cated process containing lots of uncertainty, which disincentivizes taking 
action. In this chapter we have demonstrated a decision-making framework 
(the Technology Opportunity Navigator) paired with an analytical tool 
for interpreting complex models (SimDec) that can help to reduce uncer-
tainty. We demonstrated how SimDec could be used with an appropriate 
decision-making model to evaluate how the uncertainty of model inputs is 
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reflected in model outputs. One of the value propositions of SimDec is that it 
can identify the relative impacts of model input uncertainty. When applied to 
the Technology Opportunity Navigator, this insight helps the user to deter-
mine which technology–market opportunity combinations are worth pursu-
ing by focusing the analysis on the meaningful sources of uncertainty.
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Abstract

Life cycle assessments (LCA) inherently encompass a multitude of factors 
that can be confounded by significant degrees of variation and uncertainty. 
Powerful analytical methods are necessary to process such complexities and 
to enable well-informed sustainable decisions. In this chapter, Simulation 
Decomposition (SimDec) is used to comprehensively analyze the driving fac-
tors behind the greenhouse gas (GHG) emissions resulting from the entire life 
cycle of protective face masks. An LCA of the conventional single-use medi-
cal mask (widely worn during the COVID-19 pandemic) is compared to that 
of a reusable mask, currently prototyping. SimDec is employed concurrently 
to identify the main factors affecting the LCA results, while many uncertainty 
sources and possible variations are present, including how often the masks 
are changed and the reusable ones are disinfected. The LCA shows that reus-
able masks generate fewer GHG emissions than single-use ones due to less 
raw material consumption and less waste disposal. Conversely, if reusable 
masks are not used appropriately over a longer period of time, the result can 
be higher GHG emissions than for their single-use counterparts. The innova-
tive incorporation of SimDec into the analysis results in deeper insights into 
the driving forces underlying the uncertainty, the discovery of nested condi-
tional effects, an opportunity to analyze the impact of intermediary outputs, 
and explicit guidance for the GHG modelling process.

1  Introduction

Due to escalating environmental concerns and increasing requirements for 
sustainable practices, an assessment of environmental impacts from prod-
ucts and services is becoming crucially important in decision-making. The 
Life Cycle Assessment (LCA) has emerged as a methodological approach 
that offers a comprehensive framework for the systematic quantification of 
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the potential environmental impacts associated with the entire life cycle of 
a product. An LCA incorporates such aspects as raw material acquisition, 
production, distribution, utilization, disposal, and potential recycling into its 
overall evaluation. The LCA has progressed beyond mere academic and ad 
hoc use into a much more ubiquitous method for policy-making, especially 
in the European Union (Sala et al., 2021). An LCA serves not only to esti-
mate total emissions and resource consumption over the life span of a prod-
uct, but also to identify the best solution among alternatives together with 
areas for enhancing its environmental performance. Frequently, vastly com-
plex, data-intensive models (containing thousands of inputs) are required in 
order to conduct an effective LCA. The insufficiency and limited quality of 
input data often necessitate inputs based on assumptions and/or uncertain 
values. Consequently, the inherent uncertainties associated with the inputs 
necessarily propagate into the outputs – namely, into the results from the 
LCA model.

To provide reliable LCA outcomes for sustainable product design, pro-
cess design, corporate decision-making, and policymaking, it is important 
to understand the input–output relationships within the model. The input–
output relationships convey how different sources of uncertainty affect the 
outputs, what tools might be available to shield the process from uncertainty, 
and which managerial actions can most impact the outputs. Furthermore, the 
ISO standard that guides the LCA practice (ISO 14044, 2018) suggests, or 
sometimes explicitly requires, the conducting of sensitivity and uncertainty 
analyses.

Generally, sensitivity analysis (SA) encompasses a set of methodolo-
gies that permit the determination of which input variables have the most 
influence on the model and how to prioritize them (Saltelli et al., 2019). 
A commonly practiced technique is one-at-a-time (OAT) sensitivity analysis 
in which the input variables are varied sequentially one-after-another and 
the corresponding changes to the output are duly recorded. These influ-
ences are frequently plotted in Tornado diagrams and Spider charts. How-
ever, complex LCA models generally include significant interaction effects 
between input variables (where the effect of a pair of variables is syner-
gistic) that remain completely undetectable by OAT methods. To counter 
such omissions, a global sensitivity analysis (GSA) involves the changing of 
multiple input variables simultaneously to enable the generation and assess-
ment of potentially extreme outcomes. Saltelli et al. (2019) have strongly 
advocated for the use of GSA methods for assessing the performance of 
complex models.

In practice, LCAs are most commonly conducted using proprietary soft-
ware packages (such as LCA for experts (GaBi), SimaPro, openLCA). Indus-
try specialists tend to use such analytically limited commercial software and 
have little time to implement more sophisticated methods on their own. These 
products contain built-in analytical tools that generally quantify uncertainty 
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via a Monte Carlo simulation. However, these approaches cannot explicitly 
identify which combinations of the different model parameters influence the 
different components of the output distributions. That these software pack-
ages also do not enable an outputting of the simulated data further limits 
their efficacy. Lo Piano and Benini (2022) note that LCA practitioners almost 
universally limit their investigations to either OAT SAs or to straightforward 
scenario analyses in which changes to the LCA model are made manually 
(and usually OAT). In fact, Lo Piano and Benini (2022) identify only a few 
LCA cases that have ever considered a more rigorous GSA. Kozlova, Lo 
Piano, et al. (2024) observe similar neglect in the lack of GSA application to 
essentially all other thematic fields.

Simulation Decomposition (SimDec) is a recent methodological innova-
tion in the SA field that delivers numerous beneficial features to LCA model-
ers: (1) it is sophisticated since it is inherently a global sensitivity analysis 
approach; (2) it is intuitive since its origins were based on familiar Monte 
Carlo simulations; (3) it is powerful since it combines insights on uncertainty 
effects, individual, and joint input influence on the output; and (4) it is ana-
lytically convenient due to its computational efficiencies and its ability to 
work with a given dataset. The driving force behind SimDec is a decompos-
ing and colour-coding of the output distribution into scenarios based upon 
states (e.g. high/low) of the most influential input variables. This intelligently 
coloured decomposition enables the decision-maker to instantaneously iden-
tify which input combinations produce specific outputs. The detailed proce-
dure, open-source codes, and directions for employing SimDec are presented 
in Kozlova, Roy, et al. (2024). SimDec has already demonstrated its effective-
ness in environmental decision-making (Kozlova & Yeomans, 2019, 2022), 
including for LCA (Deviatkin et al., 2021). In this chapter, we extend this 
earlier stream of research into a comparative LCA analysis of two face mask 
value chains.

2  Model

2.1  Problem description

The recent COVID-19 pandemic demonstrated an overarching reliance on 
personal protective equipment (PPE) to prevent the spread of viruses and for 
protecting peoples’ health. During the peak of the pandemic, wearing a mask 
became the pervasive symbol of a “new normal” for society. Meanwhile, 
the supply shortages of high-quality masks highlighted numerous supple-
mentary challenges arising from the skyrocketing demand for PPE (Cohen 
& Rodgers, 2020). For example, the focus on single-use, multi-material 
products made from fossil-based materials substantially increased the gen-
eration of plastic waste that was hard to collect and recycle due to poten-
tial viral contamination risks (Jung et  al., 2021; Rodríguez et  al., 2021). 
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Eighty-nine million face masks per month were required just for healthcare 
workers, alone, at the height of the pandemic (WHO, 2020). Spennemann 
(2021) established that the number of discarded masks increased from 0.14 
to 5.78 per day per person during the mandatory mask-wearing periods. 
The resulting increase in this single-use plastic waste vastly overwhelmed the 
existing waste treatment capacity (Klemeš et al., 2020). Concurrently, the 
plastic surge resulting from these unprocessed wastes has spilled over into 
various nature domains, thereby provoking a cascade of wildlife entangle-
ments, ingestion of noxious plastic elements, and other disparate ecotoxic 
effects. Under such circumstances, it is imperative to provide scientifically 
sound advice to policymakers (and mask manufacturers) that stimulates the 
development of more sustainable, circular products. Clearly, an LCA can 
highlight and identify numerous key environmental impacts in the product 
design phase.

This chapter compares and contrasts the potential climate change impacts 
from single-use medical masks and the reusable polylactic acid (PLA) alter-
native using LCA. To compare these two different mask technologies, the 
functional unit (FU) was formulated as six months (180 days) of human 
protection against viruses during pandemic. The number of masks to ful-
fil the FU was varied for both cases (one to three reusable masks and 360 
to 1,080 single-use masks per half a year). Along with the mask types, 14 
other parameters were determined to be variables or functions of interest. 
The study adopted a cradle-to-cradle approach for its system boundaries. 
Therefore, all stages of the life cycle were covered via this assumption; from 
raw materials acquisition to final disposal, including any credits arising from 
waste incineration and/or recycling. It was assumed that mask manufactur-
ing was located in Finland, though these masks could subsequently be trans-
ported to many different countries. The life cycle inventory data is based 
on publicly-available literature and/or accessible from the ecoinvent (v.3.9) 
database (all details can be readily provided by the authors upon request). 
The life cycle impact assessment method, CML2001 – Aug. 2016 (Guinée, 
2001) excluding biogenic carbon, was used to calculate the global warming 
potential (GWP). Modelling was performed in LCA for experts v.10.7.0.183 
(previously known as GaBi) in combination with the SimDec package coded 
in Matlab.

The respective life cycles of single-use masks and reusable masks are por-
trayed in Figure 8.1. The single-use mask is made from polypropylene (PP) 
containing aluminium and plastic nose wires, and polyurethane straps. The 
masses of each mask component used in the modelling are from Schmutz 
et al. (2020). The reusable mask corresponds to the 3D-printed mask pro-
totype from Rodríguez et al. (2021). Each mask contains a face piece made 
of PLA, disposable filters, and rubber ear bands. It is assumed that the dis-
posable filter component possesses the same nonwoven PP material as the 
single-use mask. It is also assumed that a PLA mask could be decontaminated 
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Figure 8.1 � Life cycle diagram of single-use polypropylene-based medical mask and reusable PLA mask. (colour image is accessible via 
the link)

Source: Originally presented in the Life Cycle Management conference (Vinitskaia et al., 2023) and reproduced by permission.
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by hand-washing with soap and warm water or other disinfectants (as pre-
sented in the reuse cycle). The energy consumption for water heating was 
not included in the model. Used masks can only be incinerated or landfilled 
due to the absence of effective recycling collection infrastructures. Currently 
in Finland, medical masks are incinerated with municipal solid waste if 
collected from households or with hazardous waste if collected from hos-
pital wards for COVID patients. Landfilling is included in the analysis to 
account for masks used in other countries with alternate waste management 
structures.

2.2 Computational model

The model structure is arranged according to the product life cycle phases 
and presented in Figure 8.2. In the end-of-life (EoL) phase, the system expan-
sion is applied. The expansion is achieved by subtracting the alternative 
system (production of energy grid mix and pulp from raw materials) GWP 
results from the GWP results of the main system.

The GWP represents the potential impact of different emissions on cli-
mate change and is measured in kg of CO2 equivalents. GWPtotal  for the 
single-use mask and the reusable mask are calculated according to equations 
(1) and (2), respectively:

GWPtotal single-use mask

= Numberof masksusedsingle-use *1880*( GWPproduction,mask   (1)

+ +GWP Gpackaging WPEoL m, ,ask E+ GWP oL paackaging + GWPtransportation )

GWPtotal reusable mask

= Numberof masksused Greusable *( WPprroduction,mask

+ +GWP Gpackaging WPEoL m, ,ask E+ GWP oL packagingg

(   (2)+ +GWP ftransportation 180* requencyof filterchange

*( )GWPprooduction, ,filter + GWPEoL filter + numberof disinfection

*GWPPdisinfection ))
where:

Numberof masksusedsingle-use  is the number of single-use masks used per 
1 day.

GWPproduction,mask  is the global warming potential in kg of CO2-eq from the 
production of 1 mask.

GWPpackaging  is the global warming potential in kg of CO2-eq from the pro-
duction of packaging, calculated for 1 mask.

  



U
ncertainty co

nsideratio
ns in LC

A
 o

f C
O

V
ID

-19 m
asks 

171

Figure 8.2 � System boundaries of the LCA study. (colour image is accessible via the link)
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GWPEoL m, ask is the global warming potential in kg of CO2-eq from the end 
of life of 1 mask.

GWPEoL p, ackaging is the global warming potential in kg of CO2-eq from the 
EoL of packaging, calculated for 1 mask.

GWPtransportation is the global warming potential in kg of CO2-eq from the 
transportation of 1 mask from the place of production to the client.

Numberof masksusedreusable is the number of reusable masks used per 
180 days.

frequencyof filterchange is the number filter changes per 1 day.
GWPproduction,filter  is the global warming potential in kg of CO2-eq from the 

production of 1 filter for 1 mask.
GWPEoL f, ilter  is the global warming potential in kg of CO2-eq from the end 

of life of 1 filter for 1 mask.
numberof disinfection is the number of disinfections per day.
GWPdisinfection is the global warming potential in kg of CO2-eq from 1 disin-

fection of 1 reusable mask.

The determination of GWP for each life cycle stage is calculated in the 
same way as in Deviatkin et al. (2021). The GWP Gproduction , WPdisinfection , and 
GWPpackaging  are calculated using the masses of materials used, the amount of 
input electricity, and the GWP in kg CO2-eq/unit of providing a unit of the 
required input. The GWPtransportation is GWP of the means of transport mul-
tiplied by distance and the mass of the cargo. The GWPEoL represents the 
emissions from waste treatment or recycling minus the emissions from any 
avoided raw material use or energy production.

2.3 M onte Carlo simulation

A Monte Carlo simulation was run once for the single-use mask and 
once for the reusable mask. Both simulation experiments were run using 
10,000 iterations each. The resulting two datasets were analyzed sepa-
rately and then merged together into one for supplementary analysis.  
The uncertainty assumptions for the variability of the input parameters 
are presented in Table  8.1. Throughout the analysis description, we 
choose to denote input variable names with bold italic and their states 
with italic.

The listed parameters were chosen due to the different circumstances sur-
rounding their uncertainty and variability in different countries. Electricity 
consumption parameters depend upon the technology used and the manufac-
turer of the masks. Mask mass differs between manufacturers, depending on 
design, and the type and amount of materials used. Because single-use face 
masks follow standard technical specifications, any variability in their weight 
is negligible. However, reusable masks are not standardized, which leads to 
significant variability in product mass. The weight of packaging material 
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per 1 mask depends upon the size and configuration of the packaging.  
The distance and means of transportation vary considerably for masks dis-
tributed to other countries. All parameters in the mask use phase are based 
on human behaviour, the different conditions of mask use, and the recom-
mendations and protocols of use (e.g. for healthcare personnel). The final 

Table 8. 1  Variation in input parameters (all distributions are uniform)

Phase Input variable Single-use Reusable mask
mask

Production Electricity consumption,  [1.4, 2.6] [1.4, 2.6]
middle layer, MJ/kg PP

Electricity consumption,  [1.4, 2.6]  –
nose band, MJ/kg PP

Electricity consumption,   – [1.4, 2.6]
PLA, MJ/kg

Mask mass, g [2.7, 3.0] [27, 45]
Mass of packaging except [0.87, 1.61] [46.2, 72.6]

film, g per one mask
Transport Distance, km [50, 10000]

Means of transport {1} – truck
{2} – ship
{3} – airplane

Use Number of masks used {2, 3, 4, 5, {1, 2, 3}
6} per 180 days

per day
Frequency of filter changes,  – {0.25, 0.5, 1, 2}

per day
Frequency of disinfection,   – {0.5, 1, 2}

per day but no less than 
frequency of filter 
changes

Decontamination type  – {1} – disinfection
{2} – soap

Consumption of soap, g per  – [1.8, 3.4]
hand wash

Consumption of disinfectant,  – [1.4, 2.6]
g per disinfection

Water consumption, l per  – [1.8, 3.3]
hand wash

End of life Mask disposal {1} – incin- {1} – incineration
eration {2} – landf illing

{2} – land- {3} – landf illing with 
f illing PLA biodegradation

Packaging disposal {1} – incineration
{2} – recycling

Avoided impact in {1} – none
incineration {2} – electricity

{3} – electricity + heat
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important parameter is end of life. It is impossible to predict which recycling/
waste facility will process a used mask or its concomitant packaging. There-
fore, the outcome depends on where the mask is disposed and on the waste 
management systems of that location.

It can be observed that the models contain several scenario inputs repre-
sented by discrete numeric variables, such as means of transport, number of 
masks used, decontamination type, and mask disposal. The numeric ranges 
for continuous variables are initially assumed to vary uniformly ±30%, with 
an intention to refine these ranges for the variables identified as influential in 
the global sensitivity analysis.

3  SimDec analysis

In this section, LCA investigations are performed on the two mask value 
chain models. Extensive uncertainty and sensitivity analyses are conducted 
on the various outputs considered using SimDec. During the SimDec anal-
ysis, different perspectives of the simulated data are explored using dif-
ferent combinations of the cases considered. These various experiments 
are discussed in the following subsections: (1) in Section 3.1, both mask 
model outputs are merged into a single dataset; (2) in Section  3.2, the 
Reusable mask model is examined; (3) in Section 3.3, the single-use mask 
model is evaluated; (4) in Section 3.4, the single-use mask model is subdi-
vided by its various transportation means; and (5) Section 3.5 undertakes 
an LCA decomposition by intermediate outcomes of phases and product 
elements.

There are only two separate simulations actually performed with the 
data for all other cases arising from various transformations performed on 
the two distinct sets of original outputs. Section 3.2 simulates the Reus-
able mask model, while Section 3.3 does the same for the single-use mask 
model. Ten thousand iterations are simulated (producing 10,000 data 
points) for each of the two respective models. In Section 3.1, the simulated 
data from the two separate models is merged together into a single com-
bined dataset of 20,000 data points, together with the inclusion of an addi-
tional mask type categorical variable. Furthermore, the decomposition in 
Section 3.4 is performed on the single-use mask data from Section 3.3 that 
has been subsequently split into three separate datasets according to the 
states of means of transport. For Section 3.5, a set of intermediate out-
comes was constructed for the analysis instead of using individual input 
values. Each SimDec analysis was performed according to the methodolo-
gies prescribed in Chapter 2 (Kozlova et al., 2024). As noted previously, 
all SimDec open-source procedures are freely available in Python, Julia, R, 
and Matlab and can be readily accessed via GitHub (Simulation Decom-
position, 2023).
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3.1  Both mask types considered together in a single 
decomposition

The initial decomposition for evaluating the carbon footprint evaluates the 
merged dataset from both the single-use and the reusable mask models. 
Appendix 1 provides the sensitivity index values calculated for the variables 
in the merged dataset. It should be explicitly noted that, in general, sensitivity 
indices tend to become less interpretable when data from different models are 
combined. First-order indices can still be used to determine how much the 
inputs contribute to explaining the outputs and can still be used to rank the 
variables by their relative influences. However, the sum of the first-order indi-
ces no longer adds up to 1 and the second-order indices can exhibit consider-
able correlation as indicated by their negative values. In a ranking reversal of 
the calculated values from Appendix 1, the mask type (first-order sensitivity 
index of 42%) is manually selected as the primary decomposition variable, 
while for visualization purposes, the overridden-yet-most-influential input, 
number of masks used (62%), is relegated to secondary decomposition sta-
tus. The merged-model decomposition is presented in Figure 8.3.

Figure  8.3 displays the very distinct structures and differences between 
the two models. The GWP of Reusable masks resembles the shape of a log-
normal distribution. It is heavily skewed to the right, with the bulk of the 
output lying between 0 and 10 kg CO2-eq. The number of masks used mono-
tonically increases the GWP. Conversely, the distribution of the Single-use 
masks GWP possesses numerous, distinct peaks. While an increasing num-
ber of masks used is associated with higher GWP values, the root causes 
behind each peak are not readily apparent or explainable from this particular 
decomposition. Namely, because several peaks possess the same colour, the 
implication is that they cannot be exclusively distinguished using the states 
selected. In general, it can be observed that Single-use masks result in GWP 
which is double that for Reusable masks in the worst case. However, if Reus-
able masks were to be changed more frequently than assumed in the analysis, 
the material consumption could become so high that their resulting GWP 
might exceed that of the Single-use masks.

3.2  Reusable masks

Appendix 2 shows the sensitivity indices determined for the GWP of reusable 
masks alone. Based on the combined indices, the two most prominent fac-
tors are number of masks used (33%) and frequency of filter changes (32%) 
that also exhibit a 6% interaction. At 13% each, frequency of disinfection 
and means of transport both contribute a lower influence on GWP. The com-
bined indices of all remaining inputs are less than 3%. Both the frequency of 
filters used and frequency of decontamination possess a second-order effect 
of −17%. The negative value is a manifestation of the visceral correlation 
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explicitly incorporated during the modelling stage, when disinfection was 
deemed mandatory during a filter change. Thus, in Table 8.1, although the 
frequency of disinfection was modelled as random, it would be considered 
no less random than frequency of filter changes. Consequently, number of 
masks used and frequency of filter changes are chosen for the decomposition 
shown in Figure 8.4.

Because the decomposition shows a lot of overlapping states, this means 
that other uncertainties are affecting GWP of the masks and that the neigh-
bouring states of the most important inputs cannot guarantee differential 
ranges of outcomes. Nevertheless, some form of impact must obviously 
be inherent as the two extreme scenarios do, indeed, produce two entirely 
non-overlapping sub-distributions. The lowest number of masks used with 

Figure 8.3 � Decomposition of the total global warming potential (GWP) of both 
masks by mask type (42%) and number of masks used (62%). Note 
that number of masks used is of different units for the different mask 
types. (colour image is accessible via the link)

Colour Mask type Number of 
masks used

GWP

Min Mean Max Probability

 Reusable 1 per 0.5 year 0.4 2.1 8.9 17%
 2 per 0.5 year 0.8 4.3 18.7 17%
 3 per 0.5 year 1.1 6.4 27.1 17%
 Single-use 2–3 per day 4.0 9.1 22.7 20%
 4 per day 8.0 14.5 30.3 10%
 5–6 per day 10.0 19.9 45.5 20%
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Colour Number of masks 
used per 180 days

Frequency of f ilter 
changes per day

GWP

Min Mean Max Probability

 1 0.25 0.40 1.16 3.03 8%
 0.5 0.55 1.47 3.96 8%
 1 0.89 2.18 5.50 8%
 2 1.62 3.72 8.91 8%
 2 0.25 0.77 2.32 6.12 8%
 0.5 1.08 2.95 7.42 9%
 1 1.76 4.38 11.13 8%
 2 3.21 7.47 18.75 8%
 3 0.25 1.14 3.49 8.96 8%
 0.5 1.55 4.47 11.66 8%
 1 2.68 6.56 16.86 8%

 2 4.81 11.13 27.12 8%

Figure 8.4 � Decomposition of the total global warming potential (GWP) of reus-
able masks by number of masks used (33%) and number of filters 
used (32%). (colour image is accessible via the link)

the lowest frequency of filter changes results in GWP no higher than 3 kg 
CO2-eq. (the darkest-green scenario), whereas the highest states of both vari-
ables result in GWP over 4.8 kg CO2-eq. (the lightest red-shaded scenario). 
As the impact of one variable increases with higher values of another, the 
interaction characteristic identified is clearly monotonic.
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Figure 8.5 � Decomposition of the total global warming potential (GWP) of 
single-use masks by means of transport (35%) and number of masks 
used (45%). (colour image is accessible via the link)

Colour Means of 
transport

Number of 
masks used 
per day

GWP

Min Mean Max Probability

 Aircraft 2–3 4.9 12.6 22.7 15%
 3 9.7 20.2 30.3 8%
 4–5 12.2 27.7 45.5 15%
 Ship 2–3 4.0 6.8 10.5 16%
 3 8.0 10.8 14.0 8%
 4–5 10.0 14.9 21.0 16%
 Lorry 2–3 4.0 7.0 11.0 8%
 3 8.1 11.1 14.7 4%

 4–5 10.1 15.2 22.0 8%

3.3 � Single-use masks

The single-use mask model contains a different set of input variables in com-
parison to that for the reusable masks. The sensitivity indices for the model 
(Appendix 3) identify the number of masks used as the most important vari-
able (45% combined index), as was the case for reusable masks, but now the 
second-most important variable is identified as the means of transport (35%). 
These two inputs also possess a 4% interaction effect. The sensitivity indices 
also identify distance (11%) and mask disposal (8%) as two lesser influential 
variables, while the impact from all other inputs is negligible. Hence, number 
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of masks used and means of transport are selected for the single-use decom-
positions, but the variables are presented in a flipped order of importance to 
facilitate the overall visual perception portrayed in Figure 8.5.

Figure 8.5 reveals notable behavioural differences in the model based on 
the various different means of transport. The Aircraft sub-distribution (red) 
is continuous and extends considerably into the higher regions of GWP, 
whereas the ship (yellow) and lorry (green) sub-distributions possess much 
more condensed, discontinuous peaks in the lower regions of GWP. The iden-
tification of such structurally different behaviour would seem to motivate the 
need to split the data further in order to investigate each sub-distribution in 
subsequent separate simulation experiments (in Section 3.4).

3.4 � Decomposition of single-use masks by means of 
transportation

In this section, the data for the single-use masks (from Section 3.3) is decom-
posed according to the three distinct means of transport (aircraft, ship, and 
lorry), with each transportation means analyzed separately. For the initial 
influence analysis, Table 8.2 reveals significant structural differences inherent 
within the calculated sensitivity indices.

The number of masks used is immediately identifiable as a critical input 
variable for all states of the means of transport. However, distance mat-
ters only for the Aircraft, while the effect of mask disposal dominates for 
transportation by both Ship and Lorry. Figures 6–8 provide the subsequent 
SimDec visualizations of these respective decompositions.

From Figures 8.6–8.8, it can be clearly seen that both the Lorry and the 
Ship sub-distributions are very similar to each other, while the appearance 

Table 8.�2 � Combined sensitivity indices for the three means of transport states 
separately

Input Effect (Combined index)

Aircraft Ship Lorry

Number of masks used 69% 73% 74%
Electricity consumption middle layer 0% 0% 0%
Electricity consumption nose band 0% 0% 0%
Mask mass 0% 0% 0%
Mass of packaging except film 0% 0% 0%
Distance 24% 0% 1%
Means of transport 0% 0% 0%
Mask disposal 7% 26% 24%
Packaging disposal 0% 0% 0%
Avoided impact in incineration 0% 0% 0%
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Figure 8.6 � Decomposition of the total global warming potential (GWP) of 
single-use masks means of transport equal to Aircraft by number of 
masks used (69%) and distance (24%). Low, medium, and high states 
of distance are produced by dividing its total range [50, 1000] km into 
three equal intervals. (colour image is accessible via the link)

of the Aircraft sub-distribution is completely different. The higher values 
for the number of masks used and distance for the single-use masks trans-
ported by Aircraft results in higher and wider ranges of GWP – exceeding 45 
kg CO2-eq. in the worst case (Figure 8.6). The distributions of single-mask 

Colour Number of 
masks used

Distance GWP

Min Mean Max Probability

 2 Low 4.9 7.7 10.8 7%
 Medium 7.8 10.3 13.0 7%
 High 9.9 12.4 15.2 7%
 3 Low 7.3 11.5 16.2 7%
 Medium 11.9 15.4 19.4 7%
 High 14.6 18.5 22.7 7%
 4 Low 9.7 15.4 21.6 7%
 Medium 15.7 20.4 26.1 7%
 High 19.5 24.6 30.3 7%
 5 Low 12.2 19.2 26.8 7%
 Medium 19.4 25.6 32.4 7%
 High 24.5 31.0 37.7 7%
 6 Low 14.4 23.0 32.3 7%
 Medium 23.4 30.8 39.0 7%

 High 29.3 37.0 45.5 7%
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GWP transported by Ship (Figure 8.7) and Lorry (Figure 8.8) can be used to 
explain the peaks observed in Figure 8.5. The influence of number of masks 
used and mask disposal is very strong, which shifts their sub-distributions 
apart, whereas the other input parameters are entirely separated due to their 
relatively low uncertainties. From Figure 8.7 and Figure 8.8, we can observe 
that the two most influential factors completely explain the formation of 
each peak (each peak has its own distinct colour, so must be determined 

Figure 8.7 � Decomposition of the total global warming potential (GWP) of 
single-use masks means of transport equal to Ship by number of 
masks used (73%) and mask disposal (26%). (colour image is accessible 
via the link)

Colour Number of 
masks used

Mask 
disposal

GWP

Min Mean Max Probability

 2 Incineration 6.1 6.5 7.0 10%
 Landf illing 4.0 4.3 4.6 10%
 3 Incineration 9.1 9.8 10.5 10%
 Landf illing 6.0 6.4 6.8 10%
 4 Incineration 12.1 13.0 14.0 10%
 Landf illing 8.0 8.6 9.1 10%
 5 Incineration 15.2 16.3 17.5 10%
 Landf illing 10.0 10.7 11.4 10%
 6 Incineration 18.2 19.6 21.0 10%

 Landf illing 12.1 12.9 13.6 10%
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by different state combinations of these two variables). Landfilling (lighter 
shades) results in lower GWP values than incineration because decomposi-
tion of plastics in a landfill is slow and leads to lower GHG emissions, even 
when the system is expanded to include emissions avoided by the energy 
production at the end-of-life phase.

Some scenarios are located on top of each other, which means that the 
same GWP range can be achieved by various different combinations of fac-
tors. For example, number of masks used equal to 2 and incineration (red) 
produces the same GWP as number of masks used equal to 3 and landfill-
ing (yellow). This implies that one can employ multiple different options to 
achieve desired levels of GWP. The lower GWP results for landfilling can 
be explained by the low decomposition rate of plastic waste in the landfills, 
which implies that the contribution to climate change for that stage is low.

3.5  Decomposition by LCA phases and product elements

When running the simulation experiments, intermediate outcomes were also 
recorded to enable further analysis. These intermediate outcomes included 
computing such values as the aggregate GWP per each mask life cycle phase 
and also on per product element basis. Table 8.3 shows the first-order sensi-
tivity indices computed for the reusable masks and single-use masks, respec-
tively. As with the case of the merged datasets, the second-order indices for 
the intermediate outputs reveal the presence of substantial correlation. How-
ever, in spite of the correlation, only the first-order indices are displayed in 
the table.

Figure 8.9 shows the various intermediate output decompositions selected 
automatically by the SimDec algorithm according to the indices highlighted 
in Table 8.3.

Table 8. 3  First-order sensitivity indices for LCA phases and product elements

LCA phases Reusable mask Single-use mask

Mask production 29% 42%
Packaging production 27% 37%
Transport 64% 74%
Use 78% 0%
EoL mask 31% 51%
EoL packaging 21% 29%
Product elements Reusable mask Single-use mask
Mask 28% 51%
Filter 70% 0%
Decontamination 44% 0%
Transport 64% 74%
Packaging 26% 36%

Note: The two most influential inputs are marked with grey shading.
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Compared with the earlier decompositions, Figure 8.9 shows that the GWP 
from higher phases and elements corresponds to the higher-GWP of aircraft 
transportation. This effect can be observed in the decomposition of the reusable 
mask GWP by product elements filter and transport (Figure 8.9, bottom left).  
Another interesting phenomenon that emerges is that the low and medium 
filter GWP (the green and yellow scenarios) and the low and medium trans-
port GWP (the two darker shades) occupy the same total GWP ranges. This 
contrasts sharply with the high transport GWP that causes the total GWP 

Figure 8.8 � Decomposition of the total global warming potential (GWP) of 
single-use masks means of transport equal to Lorry by number of 
masks used (74%) and mask disposal (24%). (colour image is accessible 
via the link)

Colour Number of 
masks used

Mask 
disposal

GWP

Min Mean Max Probability

 2 Incineration 6.1 6.7 7.4 10%
 Landf illing 4.0 4.4 4.9 10%
 3 Incineration 9.1 10.0 11.0 10%
 Landf illing 6.0 6.7 7.4 10%
 4 Incineration 12.2 13.3 14.7 10%
 Landf illing 8.1 8.9 9.9 10%
 5 Incineration 15.2 16.6 18.4 10%
 Landf illing 10.1 11.1 12.3 10%
 6 Incineration 18.2 20.0 22.0 10%

 Landf illing 12.1 13.3 14.7 10%
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Figure 8.9  Decomposition of the total global warming potential (GWP) of reusable masks (left) by LCA phases transport and 
use (top) and product elements filter and transport (bottom), and of single-use masks (right) by LCA phases trans-
port and EoL mask (top) and product elements transport and mask (bottom). (colour image is accessible via the link)
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to shift significantly to the right (the light-green and light-yellow tails). 
This rightward-shift corresponds to the adverse effects from air transporta-
tion (namely, Figure 8.6 versus Figures 8.7 and 8.8). The reason that such 
complex behaviour can be observed is explained by the fact that the GWP 
impacts from both the product elements and the LCA phases are highly inter-
connected within the model.

4  Discussion and conclusions

Normally, when evaluating climate change impacts and emissions reduction, 
the natural tendency is to focus on the big industrial emitters such as fossil 
fuel power plants. However, the impact from small contributors that are used 
extensively by significant numbers of people on a daily basis should not be 
underestimated. This chapter constructed a life cycle assessment of two types 
of protective face mask technologies and analyzes their GWP ramifications. 
Protective face masks are used daily throughout the world on a ubiquitous 
basis. Their collective manufacture necessitates considerable quantities of 
fossil fuels, thereby creating a massive carbon footprint. In addition, their 
subsequent disposal results in billions of tonnes of plastic waste. In our anal-
ysis, we compared the LCA impacts from the existing widely-used, single-use 
mask with those from a newly developed reusable mask. The standard LCA 
modelling approach was simulated and analyzed using SimDec.

The global sensitivity analysis framework of SimDec provided much deeper 
insights when compared to the more limited, one-at-a-time type of sensitivity 
analyses performed in the vast majority of prior LCA studies (Lo Piano & 
Benini, 2022). To give an example of a difference that can be achieved through 
moving from one-at-a-time analysis to global sensitivity analysis, we can refer 
to a misconception of one of the reviewers of this very chapter. Namely, that 
the mass of mask cannot result in zero importance, because changing it would 
affect all stages of the life cycle, and so the total GWP would change. While 
this is true for the situation where only the mask mass is changed while all 
other factors are kept fixed, in global sensitivity analysis when everything is 
changing, the effect of mask mass becomes negligible and approaches zero. In 
other words, its effect is overridden by other sources of uncertainty.

Another long-held convention of LCA specialists is their desire to obtain 
a breakeven number of reuse cycles when comparing single-use and reus-
able products. Global sensitivity analysis with SimDec emphasizes that 
breakeven point is not actually a single number, but a function of multiple 
sources of uncertainties and variation. For example, the main decomposi-
tion in Figure  8.3 shows that the economical use of reusable masks (one 
in half-a-year) produces lower GWP than the most active use of single-use 
masks (over five per day). The reverse situation, however (i.e. an economi-
cal use of single-use masks of under three per day), and more frequent use 
of reusable ones (three per half-a-year) results in largely overlapping ranges 
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of GWP. Their further separation (or location of breakeven point) requires 
consideration of several other factors. Thus, the concept of a breakeven point 
transforms from a single number to a set of breakeven values resulting from 
a more complex, but realistic, situation where variation arises from different 
sources simultaneously.

In addition to producing global sensitivity indices, SimDec simultaneously 
enabled an uncertainty analysis that revealed the most important LCA fac-
tors behind emissions. This showed how drastically different the uncertainty 
profiles were between the two different mask technologies. It also detected 
a recursive iteration of nested effects in which the influence of one factor is 
conditioned to the state of another. The complex nature of this nesting can 
be observed in that (1) the effect of mask disposal produces different emission 
levels for (2) different levels of mask usage, which (3) appears differently in 
(4) different transportation modes, (5) which generates different effects for 
(6) each of the two different types of masks. SimDec’s deconstruction of the 
complicated input–output relationships in such an iterative fashion enables 
the subsequent construction of an effective policy road map to ensure that 
emissions from mask technologies can be effectively reduced.

SimDec has proven to be a vital addition not only for model analysis, 
but also for model building. The original motivation for the chapter was to 
conduct a deep dive into clarifying, verifying, and validating the numerous 
numerical assumptions that are characteristic of the LCA field. This initial 
impetus was somewhat overridden by the negligible sensitivity indices calcu-
lated under even the most outlandish assumptions. Of particular note is the 
fact that SimDec can be used to perform an entire analysis on intermediary 
outputs using only the original, single set of simulated data. In this fashion, 
the aggregate effect of different life cycle phases and different product parts 
can be used to identify the most important elements in the emissions chain. 
This unique aggregation analysis can effectively direct decision-making 
efforts toward the most meaningful intervention policies.

This chapter has focused only on the carbon footprint aspect of LCA, 
whereas other impact categories (such as eutrophication, ecotoxicity, abi-
otic resource depletion, etc.) should also be introduced into the analysis. 
These impacts might have a different profile of factors that affect them and, 
thus, would require balancing the intervention. Furthermore, along with 
LCA, other considerations could be relevant for policymaking, such as life 
cycle costing (LCC) and social LCA. Such holistic assessments, coupled with 
advanced sensitivity analysis, are a subject for future research.

While SimDec would clearly be an effective tool for any LCA model as 
it is topic-agnostic, it is also widely applicable to a diverse range of other 
environmental and sustainability models. The more complex the models are, 
the more value SimDec can contribute. Different stakeholders, ranging from 
policymakers, corporations, ecosystem orchestrators, to personal carbon 
footprint analysts, would benefit from SimDec-supported decision-making. 
Clearly, better decisions can produce a better, more sustainable environment.
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Sensitivity indices for the merged dataset
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Sensitivity indices for reusable mask GWP
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Sensitivity indices for single-use mask GWP
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Chapter 9

Model fidelity analysis for 
sequential decision-making 
systems using Simulation 
Decomposition
Case study of critical mineral 
exploration

Robert J. Moss, Mariia Kozlova, Anthony Corso, 
and Jef Caers

Abstract

To solve sequential decision-making problems in practice, modelling assump-
tions are made to make the problems tractable. A  partially observable 
Markov decision process (POMDP) is a mathematical framework for sequen-
tial decision-making and is solved using planning or reinforcement learning 
algorithms. In this work, we develop a framework to analyze the sensitiv-
ity of POMDPs across various model fidelities. We introduce the POMDP 
model-fidelity framework (PMFF), where fidelities of the state uncertainty 
(i.e. belief), environment, planner, and inference algorithm are analyzed. We 
use Simulation Decomposition (SimDec) to quantitatively study the sensitiv-
ity in the variance of the output planning performance metrics (e.g. returns 
and accuracy) given different input model fidelities. We apply PMFF and Sim-
Dec to a real-world case study of critical mineral exploration, and results 
for this example suggest that planning with lower-fidelity models may be 
sufficient for decision-making.

1  Introduction

Many applications require a sequence of decisions to be made in uncertain 
environments, such as autonomous driving (Qiao et al., 2018), lunar rover 
exploration (Balaban et  al., 2018), aircraft collision avoidance (Wolf & 
Kochenderfer, 2011), disaster management (Julian & Kochenderfer, 2019; 
Bravo et  al., 2019; Einstein et  al., 2022), cyber protection (Pisal & Roy-
chowdhury, 2022), stock trading (Baffa & Ciarlini, 2010), and geological 
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Model fidelity analysis using Simulation Decomposition 193

domains such as carbon capture and storage (Corso et al., 2022; Wang et al., 
2023) and critical mineral exploration (Mern & Caers, 2023).

Computational models of the world are often used to support the 
decision-making process. Algorithms for sequential decision-making often 
require planning over thousands or millions of executions of these models, 
so computational efficiency is important. Planning with high-fidelity models 
(where the fidelity is the degree of realism of the simulator) may limit the 
search horizon and the breadth of potential actions to take. Thus, analyz-
ing the sensitivity in the outcome of a sequential decision-making system to 
different model fidelities becomes important. This work applies sensitivity 
analysis to assess the planning performance of a sequential decision-making 
system using qualitative heat map or contour map analysis with Simulation 
Decomposition (SimDec), which combines quantitative variance–based sen-
sitivity analysis and visualization (Kozlova et al., 2024).

This chapter introduces a framework to study model sensitivity for POM-
DPs and demonstrates the framework on a sequential decision-making sys-
tem for critical mineral exploration. The results from SimDec illustrate that 
model fidelities have minor impacts on planning performance for the studied 
POMDP, showing an example of how developers can use this framework to 
test whether their planning problem is robust to complexities in their models. 
This work suggests that, when planning, focusing on depth and breadth of 
the search and a well-representative environment fidelity model may be more 
important than the state model complexity.

2 Background  

The partially observable Markov decision process (POMDP) is a mathemati-
cal framework for sequential decision-making. The POMDP framework 
defines a problem using a (continuous or discrete) state space s S , action 
space a A , and observation space o Z , with a state transition function 
s T   ( ) s a, , reward function r R= ( )b a, ,=  b s( )R s( )a , and obser-s S 
vation function o O=  ( ) a s,   together as   S A, ,Z R, ,T O,  (Kochenderfer 

et al., 2022). Decisions are made using a belief b, defined as the distribution 
over states where b s( ) is the likelihood of being in state s. The objective is 
to maximize the discounted returns, namely the discounted sum of future 
rewards. A policy  : B A  is learned using POMDP solution methods that 
map a belief b B  to an action a A . A method for solving POMDPs plans 
over simulated futures from an initial belief to determine the best action to 
take. Framing the decision-making problem as a POMDP allows us to design 
a general POMDP model-fidelity analysis framework based on the model 
components defined for partially observable sequential decision-making 
problems.
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2.1  Case study: sequential decisions for mineral 
exploration

In the transition away from fossil fuels, mining for critical battery minerals 
becomes an important problem. The problem of critical mineral exploration 
can be formulated as a POMDP that sequentially drills to gather informa-
tion about the subsurface ore quality to decide whether to extract a prospec-
tive ore body (Mern & Caers, 2023). Figure 9.1 details the decision-making 
process for the mineral exploration problem. An initial belief b0 is sampled 
as a set of n state particles and an online planning algorithm starts at the 
root node belief and plans to some depth d . The partially observable Monte 
Carlo planning with observation widening (POMCPOW) online solver was 
used, which is designed to handle continuous observations (Sunberg & 
Kochenderfer, 2018). A drill location action at  is selected after the planner 
finishes and the action is taken in the real environment. An observation ot  is 
measured from the environment and used to update the particle filter belief 
to get the next belief bt+1. This process repeats to some horizon T when a 
final decision is made to mine or abandon the subsurface ore body. At each 
decision step, a reward r R b a= ( ),  is received from the environment, and 
the objective of the planner is to maximize the expected discounted return, 
discounted by g = 0 99.  to control the impact of future decisions on current 
actions.

At each time step in the decision process, a reward from the true environ-
ment is collected. A  cost of cdrill =−0 1.  (unitless) is incurred when a drill 
action is taken. A reward proportional to the amount of extracted massive 
ore is collected when the mine action is taken, where sore is the normalized 
ore quality in 0 1,[ ] for each pixel in the true state, hmassive = 0 7.  is the eco-
nomic threshold that determines massive ore, and cextract = 150 (unitless) is 
the extraction cost. This cost is calibrated so that the expectation of the ore 
mass distribution is centred at cextract. If the action to abandon is taken, then 
the agent receives zero reward. The reward function is as follows:

The state s is fixed throughout the simulation and the action a at=  changes 
at each time step t.

2.2  Evaluation

When evaluating how well the decision-making algorithm performs, we 
hold out a true set of ore density maps (i.e. true states) used as the ground 
truth. Notably, this ground truth is unknown to the decision-making algo-
rithm and only accessible through observations. The belief is constructed 
using state samples from a similar state distribution (or entirely differ-
ent, as described later in the state fidelity paragraph), and the belief is 
updated using the measured observations from the true environment. This 
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Figure 9.1  POMDP problem formulation for the mineral exploration case. (colour image is accessible via the link)
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approach is the standard way to test the performance of POMDPs as you 
want to compute evaluation metrics (see Section 5) based on the unknown 
truth, which is available during simulation but not during real-world 
deployment.

3  Model-fidelity framework for POMDPs

When analyzing the sensitivity to model fidelity of a sequential decision-making 
system – specifically framed as a POMDP – there are several levels of fidel-
ity to consider. Here we introduce the POMDP model-fidelity framework 
(PMFF). The framework consists of four fidelity levels: state fidelity, envi-
ronment fidelity, planning fidelity, and inference fidelity. As described in 
Section 2.2, it is important to note that the framework focuses on the model 
fidelities used for planning, instead of the model fidelities used as truth in 
the decision-making problem (e.g. the state space). Therefore, the sensitivity 
analysis determines the robustness of the planning performance based only 
on the modelling choices the developers have control over.

3.1  State fidelity

The model used to represent the state, which forms the belief (i.e. a dis-
tribution over states), can vary in complexity. For the mineral exploration 
problem, we consider three state complexities: representing the subsurface 
ore body state as a simple circle, as an ellipse, or as a Bézier shape (or blob). 
Figure  9.2 shows the three state fidelities in increasing fidelity order. The 
hold-out truth for the mineral exploration problem is represented using the 
highest fidelity Bézier shape (sampled separately from a generative distribu-
tion of shapes).

3.2  Environment fidelity

The complexity of the problem-specific environment will, by design, approxi-
mate the real world and can be tuned to the available computational resources 
and effect on planning performance. For the mineral exploration problem, 
the subsurface is discretized into a grid and the grid resolution is treated as 
environment fidelity. Shown in Figure  9.3, we analyze grid resolutions of 
10 × 10, 30 × 30, 50 × 50, and 80 × 80. Based on the qualitative similari-
ties between 50 × 50 and 80 × 80, we only study the effect of the planning 
performance up to 50 × 50 grid resolution. As shown in the runtime analysis 
in Section  5.3, the grid resolution has a significant impact on runtime as 
the action space consists of all cells in the 2D subsurface image for drilling 
locations.
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Figure 9.3  Environment fidelity as grid resolution for the mineral exploration problem. (colour image is accessible via the link)
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3.3 Planning fidelity

When using an online tree-based planning algorithm, such as POMCP (Silver 
& Joel, 2010) or POMCPOW (Sunberg & Kochenderfer, 2018), the depth 
of the tree search can be used as planning fidelity. The depth corresponds 
to the search horizon, that is, how far into the future the planner simulates 
the problem. In our work, we use the number of planning iterations as the 
planning fidelity parameter (e.g. 100, 1,000, and 10,000 iterations). Planning 
iterations correspond to how many simulations the solution method runs 
when selecting an action. The number of planning iterations controls both 
the tree search breadth (i.e. action and observation widening) and the depth. 
As shown in Figure 9.4 (where states are shown as circles and actions are 
shown as squares), using fewer planning iterations corresponds to a shallow 
and narrow tree, and using many planning iterations, the tree becomes deep 
and wide.

3.4 Inference fidelity

To update the belief, also called inference or inversion, an algorithm takes in the 
current belief b, observation o, and action a to get a new belief b P¢ = ×( )#o a, ,b .  
The complexity of the belief updater can impact the decision-making process 
as the belief is a summary of the necessary information that captures the 
understanding of the partially observable environment. In the mineral explo-
ration POMDP, we use an importance resampling particle filter to update the 
belief (Del Moral, 1997; Liu & Chen, 1998; Mern & Caers, 2023). A simple 
algorithm for belief updating – thus, lower fidelity – would be a particle filter 
using approximate Bayesian computation (Del Moral et al., 2001). In our 
study, we use the highest-fidelity belief updater and, for simplicity, omit the 
choice of inference algorithm from the analysis.

4 Sensitivity analysis

Sensitivity analysis studies the effect of model inputs on a single output (Sal-
telli et  al., 2019). In the case of planning, several outputs are of interest. 
Figure 9.5 details the studied model fidelity inputs and various output metrics 
used to determine planning performance. The state shape model, shown in 
Figure 9.2, consists of three categorical variables: circle, ellipse, and Bézier 
blob. The number of online planning iterations ranges from 100, 1,000, and 
10,000. The grid dimensions or resolution, i.e. environment fidelity, controls 
the number of cells used to construct the belief (i.e. regardless of the true 
environment resolution) and ranges from 10 ́  10, 30 ́  30, and 50   50. The 
true model is constructed from the Bézier shape over 50 ́  50 grid cells.

Several sources of randomness, or stochasticity, are present in the POMDP. 
First is the stochasticity in the planning algorithm. POMCPOW samples 
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Figure 9.4  Planning fidelity using number of planning iterations in the tree search. (colour image is accessible via the link)
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from the observation space to simulate expected future observations and 
samples new actions to take during the search – thus, the planner may be 
non-deterministic unless otherwise controlled by seeding the random num-
ber generator (RNG). Typically, the stochastic state transition function is 
sampled to get the next state, but in this problem, the state dynamics are 
deterministic. Another source of randomness is in the environment: initial 
true states are sampled from a generative model of subsurface shapes and 
thus change for each episode in the simulation (where an episode is a set of 
decisions over a single initial true state). In Section 4.2, the data collection 
process is explained, which evaluates the planner over 500 RNG seeds for 
each input variable to achieve statistical significance in the results.

The output metrics studied are agnostic to the type of POMDP. Section 5.1 
analyzes the discounted return of each episode, which is a standard metric 
on the performance of the planner. The regret of the final decision, which 
is a measure of how well a planner performed relative to the best possible 
outcome as determined by an oracle (requiring access to truth to measure) is 
studied in Section 5.2. The runtime of the planning algorithm over an entire 
episode is analyzed in Section 5.3. The bias of the state model is analyzed in 
Section 5.4, which is the expected difference between the truth massive ore 
quantity and the modelled massive ore quantity from the belief. The number 
of actions is studied in Section 5.5, i.e. the number of drills or bore holes used 
to make a final mine or abandon decision. Finally, the accuracy of the final 
mine or abandon decision, relative to the truth based on a predetermined 
economic threshold, is studied in Section 5.6 to measure the decision-making 
performance of the planner under varying model fidelities.

To study the sensitivity of model fidelity on planning performance, we use 
contour maps to visually determine performance effects. We complemented 
this method both qualitatively and quantitatively using SimDec (Kozlova, 
Moss, et al., 2023). SimDec provides sensitivity indices which measure the 
effect of the inputs on the variance of the output metrics – therefore, validat-
ing the qualitative conclusions from the contour method.

4.1  Simulation Decomposition (SimDec)

The SimDec approach consists of two main components, computation of sen-
sitivity indices and visualization (Kozlova, Moss, et al., 2023). The sensitivity 
indices are global, i.e. computed when all input variables are changing simulta-
neously (Saltelli et al., 2002). Three types of indices are computed: first-order 
(individual effects), second-order (interaction effects), and combined indices 
(an aggregation of the former two) (Kozlova, Ahola, et al., 2023).

The SimDec visualization is built from the input variables that have the 
highest combined indices and, in essence, is a decomposed probability distri-
bution of the model output by the combination of states. The classic visu-
alization type is a stacked histogram, but box plots can be used as well. For 
more details on the algorithm, the nuances of its usage, available open-source 
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packages, and guidance on how to read SimDec and interpret sensitivity indi-
ces, see Chapter 2 (Kozlova et al., 2024).

4.2 Data generation

Due to the randomness in the planning algorithm and the environment, the 
Monte Carlo data used for sensitivity analysis is generated over 500 RNG 
seeds for each of the 27 input configurations (three state shape models, three 
planning iteration values, and three grid dimensions). A total of 13,500 epi-
sodes were generated where each of the 27 configurations runs the same 500 
RNG seeds for a fair comparison (resulting in the same true environment 
sampled for each seed). Generating data over many seeds achieves an ade-
quate level of statistical significance to better support the conclusions from 
the analysis. Using a discrete grid of inputs also enables us to visualize the 
outputs on 2D contour maps, as described in the next section.

A separate discrete sampling scheme is compared in Section  5.7 that 
samples planning iterations in [ ]100,10000  and grid dimensions in [ ]10,50  
without controlling the seed. The same sensitivity analysis conclusions are 
reached from the seed approach and the discrete sampling approach. Thus, 
our analysis focuses on the seed approach as it allows us to compute and 
visualize metrics such as accuracy. For systems without stochasticity, the 
sampling scheme could be used to generate the model fidelity inputs.

4.3 M odel fidelity contour maps

To visualize the output metrics, we use contour maps with the model inputs as 
the horizonal and vertical axes (e.g. grid dimensions and planning iterations 
shown as white circles in Figure 9.6), where the coloured third dimension 

  

Figure 9.6 E xample fidelity contour. Fidelity increases from the bottom left to the 
top right, for example, the white point at the centre is the mean runt-
ime for the 30 × 30 grid with 1,000 planning iterations (over 500 seeds). 
(colour image is accessible via the link)
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shows the specific performance metric (e.g. runtime). Fidelity contours are 
read as increasing fidelity from bottom left to top right.

5  Results

The following results analyze how the model fidelity inputs affect the perfor-
mance metric outputs. We ran independent sensitivity analysis on each out-
put metric. In the analysis, we first generate the 13,500 Monte Carlo input 
samples and then visually analyze the metrics using the fidelity contour maps. 
Simulation Decomposition (SimDec) is then used to quantitatively measure 
the first- and second-order sensitivity indices. SimDec is also used to divide 
the inputs into scenarios and plot the colour-coded scenarios on a histogram. 
The results are analyzed both qualitatively and quantitatively.

Table 9.1 shows the aggregate combined variance-based sensitivity indices for 
all the output performance metrics for the studied mineral exploration POMDP. 
Cases with explained variance of the output above 1% are highlighted in light 
grey, with cases above 10% highlighted in dark grey. Unsurprisingly, planning 
iterations and grid dimensions had the largest impact on runtime. Combined 
across all metrics, the state shape had the lowest overall effect – indicating 
that lower-fidelity state models may be used without significant performance 
degradations. POMDP performance is generally measured based on compute 
time relative to returns and accuracy. Due to the multi-objective nature of the 
analysis, system developers may base their modelling decisions on how indi-
vidual model fidelity choices affect the metric they are most interested in. The 
following sections detail the analyses for each output metric.

5.1 Discounted return anal ysis

A standard metric to analyze the performance of a sequential decision-making 
system is to evaluate the discounted return. The finite-horizon discounted 
return G( )t  for some state-action trajectory t = ás a0 0, ,¼ ñ, ,s aT T  up to a time 
horizon T  is computed as:

T

G R( )  =  t ( )s at t,
t=0

Table 9.1 Combined sensitivit y indices for all considered outputs

Input/output Discounted Regret Runtime Bias Number Accuracy Mean
return of actions

State shape 0.0003 0.003 0.005 0.001 0.008 0.002 0.003
Planning 

iterations
Grid 

dimensions

Note: Highlighting cases above 1%.

  

0.0002 0.002 0.248 0.002 0.052 0.001 0.051

0.0010 0.010 0.203 0.007 0.003 0.006 0.038
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The discounted return, or simply return, is a measure of the total reward 
accumulated during the decision-making process and is discounted by the 
discount factor g , which controls the impact of future rewards on the final 
decision. The mean discounted return over the seeded data is shown in 
Figure 9.7. Each white marker indicates the input configurations (e.g. grid 
dimensions and planning iterations), and the discounted return is averaged 
over the 500 seeds during data collection. The contours indicate that the 
range of the mean return is between 25 and 30 and that the highest-fidelity 
case – the top-right corner of the Bézier blob plot – shows the highest return 
in the dark green. Evident from the contour analysis is the relatively high 
returns when using the ellipse or circle state shape with medium to high grid 
dimensions and planning iterations. This suggests that the model fidelity has 
a minor effect on the discounted return.

To quantitatively measure the effect of model fidelity on discounted 
return, we can use Simulation Decomposition (SimDec) to calculate the 
variance-based sensitivity indices shown in Table 9.2. The first-order effect 
of all input configurations accounts for less than 1% of the variance in the 
discounted return. Similarly, the second-order effect accounts for even less, 
that is, less than 0.01% of the variance.

The sensitivity results from SimDec can also be qualitatively validated by 
visualizing the input configurations split into states (defined by the states in 
the table from Figure 9.8). The coloured histogram in Figure 9.8 visually con-
firms the lack of significant effect that the input model-fidelity configurations 
have on discounted return (i.e. the colours are fully overlapping).

5.2 Regret analysis

Another standard decision-making performance metric, called regret, meas-
ures how much return G was missed relative to the best-case scenario (i.e. 
what an oracle would receive). Regret is non-negative and is a difference of 
the best return and the actual return experienced during planning:

regret = -G Gbest actual

  

Table 9. 2  Sensitivity indices for discounted return

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.0003 — 0.0001 0.0 0.0003
Planning iterations 0.0001 — — 0.0 0.0002
Grid dimensions 0.0010 — — — 0.0010



206 
R

o
bert J. M

o
ss, M

ariia K
ozlova, A

ntho
ny C

o
rso

, and Jef C
aers

Figure 9.7  Contour maps of the discounted return for the mineral exploration POMDP. (colour image is accessible via the link)
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Figure 9.8  Decomposition of return by state shape, planning iterations, and grid dimensions. Explained variance of the output by 
this decomposition is 0.002. (colour image is accessible via the link) 
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The actual return, G Gactual = ( )t , is computed for a trajectory t  produced by 
an execution of the planning algorithm given a model-fidelity configuration 
as input. The optimal return from the oracle Gbest  is computed as:

Gbest = -max ,{ }0 true massive ore extraction cost

Computing the 90th percentile of regret, we can analyze the tail of the 
worst-case regret shown in Figure  9.9. The darker colours indicate mini-
mized regret, and as expected, the highest-fidelity configuration has the 
lowest regret. Also as expected, the highest regret is associated with the 
lowest-fidelity configurations. For all the state shape fidelities, regret is pri-
marily a function of the grid dimensions.

Performing quantitative sensitivity analysis with respect to regret using 
SimDec, Table  9.3 confirms the qualitative results from the contour map 
analysis. The first- and second-order variance are less than 1%, with the 
highest effect coming from the grid dimensions.

Table 9.3 confirms the conclusion that grid dimensions have the largest 
effect on regret. As with the discounted return case, the histogram of the 
colour-coded regret from SimDec in Figure  9.10 shows that the coloured 
states present no significant difference compared to one another (as indicated 
by the similar stacked colours). Note that the proportional binning of the 
regret states in the table from Figure 9.10 is equivalent to the discounted 
return case in the table from Figure 9.8.

Unsurprisingly, given that the model-fidelity configurations showed little 
effect on the discounted return, we would expect the regret to similarly match 
this conclusion. After converting back from the log-scale, we see that the mean 
regret is between about 3 and 5 with a long tail (hence the percentile contour 
analysis). Sorting by high regret, developers of the decision-making system can 
further analyze the worst-case scenarios instead of looking solely at returns.

5.3 Runtime analysis

Another metric to determine the decision-making performance is the runtime 
of the planning process. Figure 9.11 shows that runtime (in minutes averaged 

  

Table 9.3 Sensitivit y indices for regret

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.003 — 0.001 0.00 0.003
Planning iterations 0.001 — — 0.00 0.001
Grid dimensions 0.009 — — — 0.010
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Figure 9.9  Contour maps of the 90th percentile of regret for the mineral exploration POMDP. (colour image is accessible via 
the link)
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Figure 9.11  Contour maps of the runtime for the mineral exploration POMDP. (colour image is accessible via the link) 
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Table 9. 4  Sensitivity indices for runtime

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.001 — 0.001 0.006 0.005
Planning iterations 0.217 — — 0.061 0.248
Grid dimensions 0.169 — — — 0.203

for each configuration) is highly correlated to both grid dimensions and plan-
ning iterations but is less affected by the state shape.

The conclusions drawn from the contours are confirmed by the SimDec 
sensitivity indices in Table 9.4. Planning iterations and grid dimensions con-
tribute combined sensitivity indices of 24.8% and 20.3%, respectively, while 
the state shape contributes less than 1% of the total variance in runtime. 
Sensitivity values with larger than 1% of the effect are shaded in grey, with 
darker shading representing higher sensitivity indices.

In certain decision-making problems, the time between decisions may 
be days, months, or even years (Rice, 2017). This is particularly relevant 
to geological problems such as critical mineral exploration and carbon 
capture and storage (CCS). When using runtime as a metric to analyze 
decision-making performance, it is crucial to consider the context in which 
the planner is used. Based on the return and accuracy analysis, lower-fidelity 
models may be adequate for fast planner development to make use of the 
significant decrease in runtime. But during planner deployment in the field, 
higher-fidelity models may be used at the expense of runtime to gain a slight 
increase in performance across the remaining metrics. Because much of the 
runtime expense is incurred during the online planning, this type of analysis 
can be used to determine the different model fidelities used during online 
planning (which forecasts the future over thousands of simulated time steps) 
and during actual planner execution in the real environment (which could 
update the belief using a higher-fidelity model under the state fidelity and 
inference fidelity PMFF categories).

The conclusions drawn from the contour maps and the sensitivity indices 
are also confirmed when decomposing the input configurations into states 
and plotting their coloured histograms using SimDec. Figure 9.12 illustrates 
the increase in runtime when using high planning iterations (in blue) and the 
increase in runtime when using higher grid dimensions (shown in the lighter 
shades of colour). Only the scenarios where both input parameters are either 
low (dark red) or high (light blue) do not intersect, resulting in predictably 
different levels of runtime. Generating the histograms can visually indicate 
how much the planning performance is affected by the choice of model fidel-
ity. Note that the results are shown on a log10  scale for visual clarity.
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Figure 9.12  Decomposition of runtime by planning iterations and grid dimensions. Explained variance of the output by this decom-
position is 0.451. (colour image is accessible via the link)
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5.4 Bias analysis

In information-gathering POMDPs, the belief often represents an estimate of 
some unknown quantity that is useful for decision-making. Therefore, it may 
be important to study how model fidelity affects bias in the estimate. In our 
studied mineral exploration POMDP, the bias quantifies the difference of the 
estimated ore mass (from the belief) and the true ore mass (directly from the 
true state, that is, an oracle). Therefore, the bias is defined as:

where f s( ) is the true ore mass (oracle) for a subsurface map s (i.e. the 
 state), the estimate f sk ( ) is the subsurface ore mass from the belief model 

for state s, and k is the level of model fidelity where k n { }1, ,  for n = 27  
fidelity configurations. Figure 9.13 shows the mean overestimation as blue 
shades (positive bias), the mean underestimation as brown shades (negative 
bias), and a mean bias of zero in white. The range of the bias is shown in the 
colour bar (between about −10 and 10) where the standard ore mass is at 
about 150 units. Qualitatively, the lowest-fidelity state shape (circle) and the 
highest-fidelity state shape (Bézier blob) have similar bias characteristics. The 
mid-fidelity state shape (ellipse) has more negative bias, as it may be fitting an 
ellipse only to portions of the true ore shape and missing ore that protrudes 
out from the centre (as seen in an example of the Bézier blob in the rightmost 
plot in Figure 9.2). Because the circle state shape is only parameterized by a 
radius and centre location, it may be spanning the full subsurface ore body, 
thus would have similar bias behaviour as the Bézier blob.

Although the bias characteristics look visually different across the three 
state shapes, the quantitative analysis confirms that the effect of the plan-
ning iterations and grid dimensions are an order of magnitude greater than 
the state shape (seen in Table 9.5). Yet the combined first- and second-order 
sensitivity indices for bias are all less than 1% of the variance.

The conclusion from the quantitative analysis that the model fidelities 
exhibit little effect on the bias is confirmed in Figure 9.14. Visually, the col-
oured decomposition of the distribution share similar histogram character-
istics, with low grid dimensions centred just above zero (red), medium grid 

Table 9.5 Sensitivit y indices for bias

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.0004 — 0.001 0.001 0.001
Planning iterations 0.0020 — — 0.001 0.002
Grid dimensions 0.0070 — — — 0.007

  

  

bias  f sk k( ) =  f s f s   ( )− ( )  
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Figure 9.13  Contour maps of the bias in the final estimated massive ore quantity. (colour image is accessible via the link)
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Figure 9.14  Decomposition of bias by grid dimensions and planning iterations. Explained variance of the output by this decompo-
sition is 0.009. (colour image is accessible via the link)
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dimensions centred at or just below zero (yellow), and high grid dimensions 
centre around zero (blue). It is evident from this analysis that the bias in the 
ore mass is not sensitive to the different model fidelities, where the explained 
variance is only 0.009.

5.5  Number of actions analysis

The number of actions – or, in the mineral exploration case, the number of 
drill actions – is analyzed to determine how many steps the agent took to col-
lect enough data to make a final mine or abandon decision. Each drill action 
corresponds to a deterministic observation of the subsurface ore quality. The 
observation is used to update the current belief and the belief (including the 
uncertainty) is used to determine the final mining decision.

The contour map analysis in Figure 9.15 indicates that the medium- and 
low-fidelity state shapes (i.e. ellipse and circle) drill the fewest actions (about 
6 to 7 shown in blue) when the planning iterations are high. This may be 
due in part to the simplicity of the state shape models which may require 
fewer observations to converge the belief. This insight may lead developers to 
employ simple state models in information-gathering problems, thus reduc-
ing the expense of collecting more information to converge a complex belief. 
The contours also show that increasing the planning iterations has a signifi-
cant impact on the number of actions, while increasing the grid dimensions 
has little to no effect. Because this problem is studied over multiple objectives 
(e.g. discounted return, runtime, bias, and accuracy), it is important to use 
the final sensitivity analysis to make appropriate model selections based on 
the priority of objective.

The sensitivity analysis from SimDec shown in Table 9.6 confirms that 
the planning iterations have the largest impact on number of actions, while 
the grid dimension has near-zero impact. The decomposed histograms in 
Figure 9.16 are split up by the input configurations. Figure 9.16a shows that 
the grid dimensions have little effect on number of actions, each state with a 
mean of about 9 actions. Figure 9.16b shows that high planning iterations 
lead to the smallest mean number of actions of about 7. Finally, Figure 9.16c 
shows that the circle and ellipse state shapes have a smaller mean number 
of actions of about 9 compared to the Bézier blob state shape of about 9.5.

Table 9.6 Sensitivit y indices for number of actions

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.0020 — 0.011 0.001 0.008
Planning iterations — —
Grid dimensions 0.0002 — — — 0.003

  

0.0450 0.004 0.052
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Figure 9.15  Contour maps of the number of actions (i.e. drills) for mineral exploration. (colour image is accessible via the link)
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Figure 9.16  Decomposition of number of actions by (a) grid dimensions, (b) plan-
ning iterations, and (c) state shape. Explained variance of the output 
are 0.003, 0.052, and 0.052, respectively. (colour image is accessible via 
the link)
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5.6 Accuracy analysis

For POMDP problems that make a final decision, the accuracy is defined as 
how close the final decision was to the correct decision. For binary decisions, 
this is simply whether the agent took the correct action or not. For continu-
ous decisions, this could be the difference between the final decision and the 
correct decision (e.g. distance to an unknown goal). For the mineral explora-
tion POMDP, we treat the final decision as a classification task (i.e. whether 
to classify the orebody as a resource to mine or abandon). Based on the final 
decision, the accuracy is computed as:

number of correct decisions
accuracy =

number of decisions

The number of decisions is equivalent to the number of episodes (i.e. 
seeds) per model configuration. For a set of economical orebody states E, the 
number of correct decisions is:

1 1( |a s= Îmine E a) (+ = abandon | )s EÏ

The contour map analysis of the accuracy in Figure 9.17 indicates that 
every model-fidelity configuration has accuracy above about 0.69 (where 
an accuracy of 0.5 would correspond to a random policy). Also evident in 
the contours is that the grid dimensions have the largest effect and that the 
medium- and low-fidelity state shapes have similar accuracy. Unsurprisingly, 
the highest-fidelity model configuration produces the highest accuracy.

The sensitivity analysis in Table 9.7 confirms that the model fidelities have 
little effect on the accuracy, all less than 1%. Table 9.8 details the decompo-
sition of accuracy based on the model fidelities with an explained variance 
of the decomposed output of 0.009. These results show that the accuracy 
ranges from 0.69 to 0.84 (where the latter corresponds to the highest fidelity 
case), matching the contour map analysis. This suggests that regardless of the 
choice of model fidelity, relatively high accuracy can be achieved.

  

Table 9. 7  Sensitivity indices for accuracy

Input First-order Second-order effect Combined 
effect sensitivity 

State shape Planning Grid index
iterations dimensions

State shape 0.002 — 0.001 0.0002 0.002
Planning iterations 0.001 — — 0.0001 0.001
Grid dimensions 0.006 — — — 0.006
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Figure 9.17  Contour maps of the accuracy in the final mine or abandon decision. (colour image is accessible via the link)
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Table 9. 8  Decomposition of accuracy by state shape, planning iterations, and grid 
dimensions

State shape Planning Grid Accuracy
iterations dimensions

Min Mean Max Probability

Circle Low Low 0.00 0.76 1.00 7%
High 0.00 0.81 1.00 15%

High Low 0.00 0.74 1.00 4%
High 0.00 0.79 1.00 7%

Ellipse Low Low 0.00 0.74 1.00 7%
High 0.00 0.79 1.00 15%

High Low 0.00 0.69 1.00 4%
High 0.00 0.79 1.00 7%

Blob Low Low 0.00 0.75 1.00 7%
High 0.00 0.83 1.00 15%

High Low 0.00 0.80 1.00 4%
High 0.00 0.84 1.00 7%

5.7 Seed vs . random sampling

As described in Section 4.2, two types of Monte Carlo data generation were 
studied: sampling seeds for a discrete set of input configurations and random 
sampling over a range of inputs. Results in Table 9.9 suggest that the overall 
model fidelity sensitivity analysis conclusions are unaffected by the sampling 
scheme. Therefore, we chose to sample based on the seed strategy to allow 
us to visualize accuracy using contours. Figure 9.18 compares two outputs 
(regret and runtime) using the different sampling schemes. The regret dis-
tributions are an example where the histograms (and supporting sensitivity 
indices) are nearly equivalent, and the runtimes are an example where the his-
tograms are visually different (despite the sensitivity analysis closely match-
ing). The runtime histograms for the random sampling scheme (Figure 18b2) 
are smoother as they are computed over a finer range (i.e. defined by the x–y 
range in the contour plots).

6 Discussion

The analysis presented in this chapter highlights the use of SimDec for model 
fidelity sensitivity of sequential planning performance. We introduced the 
POMDP model-fidelity framework (PMFF) and applied it to a real-world 
case study of critical mineral exploration. The results of this case study sug-
gest that complex state modelling to accurately represent the subsurface may 
be less important than focusing on planning fidelity and environment fidel-
ity, as shown in the sensitivity indices mean in Table 9.10 (also shown in the 
overall results in Table 9.1). The state shape model (i.e. state fidelity) had the 

  

largest sensitivity to the number of actions planning performance metric with 
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Table 9. 9  Combined sensitivity indices for all outputs for the two sampling strategies

tions

Sampling

0.006
0.042
0.008

No. of ac

Seed

0.008
0.052
0.003

Sampling

0.011
0.006
0.009

Bias

Seed

0.001
0.002
0.007

Sampling

0.006
0.229
0.201

Runtime

Seed

0.005
0.248
0.203

Simple random sampling b.

Sampling

0.001
0.004
0.006
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Seed
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0.002
0.010
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0.001
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0.0003
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Figure 9.18  Comparison of histograms obtained with seed sampling (a1 & a2) and random sampling (b1 & b2 e similar esults ar). R
for regret (a1 & b1) and different for runtime (a2 & b2). (colour image is accessible via the link)
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a sensitivity index of 0.008. Although relatively low, this fidelity resulted in 
reduced information gathering to converge the simple belief, thus leading to 
fewer actions per episode. Both the planning iterations (i.e. planning fidelity) 
and the grid dimensions (i.e. environment fidelity) had the largest sensitivities 
to runtime with sensitivity indices of 0.248 and 0.203, respectively. This runt-
ime sensitivity is understood to come from two components of the planner: 
(1) the size of the action space is the size of the grid dimensions, thus leading 
to more actions to explore during planning, and (2) the particle filter belief 
updater uses importance resampling with conditional Gaussian simulations 
to condition the subsurface field on the ore measurements. Therefore, when 
the grid dimensions are larger, there are more actions and a larger subsurface 
to generate based on the observations. Also, one would expect the runtime 
to increase as a function of planning iterations. All three input fidelities had 
the lowest sensitivities to the discounted return with sensitivity indices of 
0.0003, 0.0002, and 0.001, respectively. In POMDP planning and reinforce-
ment learning, the discounted return is the primary metric used to determine 
the performance of a decision-making agent. This suggests that, across all 
input fidelities, the planning performance is not sensitive to model fidelity.

6.1  Applicability

Demonstrating the use of SimDec to study the sensitivity of model choices in 
a POMDP has broader applicability outside the case study of mineral explo-
ration. PMFF provides a general framework to be applicable to any POMDP. 
Other application areas could focus on the safety of POMDP planning algo-
rithms, including studying POMDPs for autonomous driving (Sunberg & 
Kochenderfer, 2022) and carbon capture and storage (Wang et al., 2023). 
The sensitivity analysis could further analyze the system behaviour in terms 
of how the sensitivity in the inputs affects decision-making based on the 
actions taken. The combination of SimDec and PMFF could also be used not 
only for model performance analysis but also for model selection: fine-tuning 
the model behaviour for optimal decision-making based on the balance of 
multiple performance objectives.

6.2  Open-source code

The source code for the general PMFF framework and the interface and 
experiment code used in this case study for the mineral exploration POMDP 

Table 9.10 Sensitivit y index totals

Input/output Sensitivity indices mean

State shape 0.019
Planning iterations 0.305
Grid dimensions 0.230
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are available online.1 Open-source packages to run SimDec for other types 
of systems (using Monte Carlo data from simulated or real-measured situa-
tions) are available in Matlab, Python, Julia, R, and Excel.2
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Notes

1 https://github.com/sisl/POMDPModelFidelityFramework.jl.
2 https://github.com/Simulation-Decomposition.
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Abstract

Power-to-X (P2X) technology holds great potential for decarbonization and 
sees an active growth of R&D, pilot projects, and scaling initiatives. Such 
projects are surrounded by tremendous uncertainty due to their long lifes-
pan, dependency on market and policy evolution, and high upfront costs. 
Thus, the usage of adequate analytical tools is of paramount importance to 
design, evaluate, and execute P2X projects. In this chapter, we took one such 
techno-economic report for a P2X project and replicated its one-at-a-time 
sensitivity analysis and scenario analysis with the more powerful SimDec 
approach. The breadth of the newly acquired insights inspired the authors to 
upgrade the analysis to reflect present-day circumstances in order to deter-
mine what findings SimDec could contribute to the evolving situation. In all 
analyzed cases, SimDec showed an excellent capability of combining uncer-
tainty and sensitivity analysis for deriving comprehensive actionable insights 
for investment projects.

Keywords: P2X, power-to-X, SimDec, simulation, feasibility, capital invest-
ment, discounted cash flow model, net present value, global sensitivity analy-
sis, uncertainty analysis

1  Introduction

P2X (power-to-X) is an umbrella term for pathways which convert electricity 
into various commodities, such as fuels, chemicals, gases, heat, or even food. 
One subset of P2X is represented by electrofuels, also known as e-fuels. This 
class of fuels functions as a direct drop-in replacement for vehicles and other 
devices relying on internal combustion engines and liquid fuels. Instead of 
using fossil crude oil as the feedstock, e-fuels are synthetized from carbon 
dioxide and hydrogen. Notably, the hydrogen may be obtained from water 
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electrolysis, which, in turn, is operated using renewable electricity. Synthesis 
processes for P2X products and e-fuels may take many forms and different 
reaction steps, such as the Sabatier reaction, hydrogenation using heteroge-
neous catalysts, and biosynthesis (Laaksonen et al., 2021).

Feasibility studies related to P2X projects are highly relevant and interest 
is increasing regarding the profitability of these projects (Dahiru et al., 2022). 
However, the availability of reliable data using real cases is limited. This 
is partly because of confidentiality issues, but also because of uncertainties 
related to the key factors affecting the economic feasibility of P2X invest-
ments, such as end product price, expected decrease in production costs due 
to technological and manufacturing innovations, or general uncertainties in 
process design at preliminary design stage. Modelling the technical and eco-
nomic feasibility of the new energy solutions is critical in order to promote 
the energy transition in a sustainable manner. Because previous cases with 
real data are limited, sensitivity analysis and simulations are important when 
evaluating the profitability of this kind of investment.

This study aims to replicate and improve a previously conducted 
pre-feasibility study of an e-fuel plant (Laaksonen et al., 2021). Some of the 
challenges relating to the pre-feasibility study include (1) uncertainty in the 
product market prices and input electricity price, (2) numerous technical 
pathways producing a variety of products with different volumes, and (3) 
limited certainty in equipment cost estimates. The number of factors that 
need to be considered can quickly increase to such levels that it is hard to 
grasp which factors are relevant and which are not.

In cost–benefit analysis and investment appraisal, usually only limited 
sensitivity analysis approaches are used, such as one-at-a-time sensitivity 
analysis (Botchway et  al., 2023; Rahmanzadeh et  al., 2023; Fang et  al., 
2023), when each input variable is changed individually, and neither syner-
getic managerial capabilities nor joint effects of multiple uncertainty sources 
can be captured (Kozlova, Lo Piano, et al., 2024). In a SCOPUS database 
search, out of over 200,000 results with the “cost–benefit” keyword, only 
7% mention “sensitivity analysis” (in either title, keywords, or abstract), 
and only 0.05% contain “global sensitivity analysis”,1 a more sophisti-
cated type where all inputs are varied at the same time (Kozlova, Lo Piano, 
et  al., 2024). In addition to one-at-a-time analysis, some researchers per-
form uncertainty analysis by means of Monte Carlo simulation and display 
the distribution of resulting profitability indicators (Mombello et al., 2023; 
Gill-Wiehl et al., 2023). This type of analysis, however, lacks the knowledge 
of which input factors are more important and drive the output distribution 
one way or another.

A recent methodological development, Simulation Decomposition (Sim-
Dec), combines the benefits of sophisticated sensitivity analysis and uncer-
tainty analysis by revealing which inputs are important and how different 
combinations of them translate onto the output distribution (Kozlova & 
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Yeomans, 2022; Kozlova, Moss, et al., 2024). Thus, SimDec analysis pro-
vides a methodological approach matching the challenges of the case study 
considered.

2  Case description

Laaksonen et al. (2021) and Ruokonen et al. (2021) previously performed a 
pre-feasibility study of a power-to-fuels facility that would be located in Jou-
tseno, Finland. The project has since been relocated to Lappeenranta, and the 
project received a 35.4-million-euro subsidy for the building of the facility 
(St1, 2023). The techno-economic feasibility of the plant was estimated using 
a life cycle costing model, which is also utilized in this work.

2.1  Power-to-X processes

There are numerous arguments why power-to-X processes and, specifically, 
the production of drop-in fuels and chemicals can be considered rational and 
urgent. Firstly, there will be industrial sectors which will continue to pro-
duce unavoidable or hard-to-abate CO2 emissions for the foreseeable future. 
These industrial discharges are partially based on process emissions that can-
not be avoided by eliminating the fuel-related emissions, like in the case of 
cement (IEA, 2019a). These unavoidable emissions could be either seques-
tered or utilized in various products for climatic and monetary benefits (IEA, 
2019b). Another argument is that drop-in fuels for road and aviation could 
be used as an interim solution until better technological alternatives become 
available. Especially the aviation sector is hard-pressed to find viable alterna-
tives and, thus, it is highly likely that aircraft will rely on hydrocarbon fuels 
for the next few decades (United Nations Environment Programme, 2020). 
One more argument is that products manufactured using recycled CO2 and 
green hydrogen have the potential to reduce greenhouse gas emissions in 
large scale and cost-efficiently (Hepburn et  al., 2019). A  key requirement 
is that the production process uses low-carbon electricity (Liu et al., 2020; 
Ballal et al., 2023).

2.1.1  Technical process

Drop-in fuels can be synthesized from captured CO2 and renewable hydro-
gen from water electrolysis by two different routes. These routes go either 
via methanol as an intermediary or directly from reaction gases to hydrocar-
bon fuels using Fischer–Tropsch technology (Figure 10.1) (Iglesias Gonzalez 
et  al., 2011; Avidan, 1988). These routes have some differences in chem-
istry and in process configuration. Methanol processes can directly utilize 
carbon dioxide, but in Fischer–Tropsch, CO2 must first be converted into 
carbon monoxide in a reverse water-gas-shift reaction. The investment costs 
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Figure 10.1  An overview of the common synthetic drop-in fuel production pathways and their main products. MTG stands for 
Methanol-to-Gasoline; MTO, Methanol-to-Olefins; MOGD, Mobil olefins to gasoline and distillates; and RWGS, reverse 
water-gas-shift. (colour image is accessible via the link)

ssessm
ent w

ith Sim



232  Hannu Karjunen et al.

of these process routes have been compared earlier by Petersen et al. (2015) 
and Schmidt et al. (2018). The evaluated investments are similar, indicating 
perhaps a small benefit towards the methanol route.

However, the main reason why the methanol route is interesting is that 
methanol is a very versatile product which can be used as a precursor for 
a wide variety of chemicals. As liquid, it can be easily transported and 
stored and then used when needed, for example, as a raw material for 
fuels production (Olah, 2013). Methanol can be processed into gasoline 
in the methanol-to-gasoline (MTG) process (Yurchak, 1988) or further 
into olefins (MTO) and to higher hydrocarbons such as Mobil’s olefins to 
gasoline and distillate (MTO-MOGD) process (Avidan, 1988). The MTG 
process is a proven industrial technology which has previously operated at 
production levels of 570,000 t of gasoline per year (Tabak & Yurchack, 
1990). The MTO-MOGD technology has so far only been tested in pilot 
operations.

The technical details of the process studied in this chapter have been intro-
duced earlier by Laaksonen et al. (2021) and Ruokonen et al. (2021). The 
basic components of the system are shown in Figure 10.2 and include (1) CO2 
capture process, (2) hydrogen source, (3) methanol synthesis process, and 
(4) further refinement of methanol, either in methanol-to-gasoline (MTG) 
process or methanol-to-olefins coupled with Mobil’s olefin to gasolines and 
distillates (MTO-MOGD).

A unique feature of the earlier study was the availability of hydrogen as 
a by-product of chlor-alkali production. Therefore, the developed business 
cases are centred on using this available hydrogen, affecting both the total 
volume of the plant and the price of hydrogen, which is a key ingredient. To 
enable independent operation, electrolyser systems were also considered as 
an alternative to produce the required hydrogen. Under the assumed price 
levels, electrolysis-sourced hydrogen was considerably more expensive com-
pared to the by-product schemes. In the case, the CO2 originated from the 
flue gases of a cement plant.

2.1.2  Business models

The motive for scaling up e-fuel production is linked to mitigating climate 
change. EU regulations aim at establishing incentives and carbon pricing 
mechanisms to create revenue streams. Governments can require biofuels or 
e-fuels to make up a certain percentage of total energy content, which creates 
demand. At the moment, P2X investments in Finland can receive a maximum 
subsidy corresponding to 40% of the total investment, from the Ministry of 
Economic Affairs and Employment (TEM). However, such allowances are 
not available for all types of green energy projects. The European Parliament 
(2023) has changed the content of the EU ban on the sale of new cars from 
2035. The earlier goal was to ban all petrol- and diesel-driven cars, but due 
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Figure 10.2  Overall diagram of the studied production route, divided into four sections. Some purification and processing steps 
are simplified for clarity. (colour image is accessible via the link)
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to car manufacturers, those new cars could be sold alongside electric vehicles 
if they use zero-carbon-dioxide-emission e-fuels.

Power-to-X concepts call for different business models and enable differ-
ent ways of generating ecosystems. Drop-in e-fuels require a carbon diox-
ide supplier, for whom the carbon dioxide is usually useless and produces 
cost through emissions. Benefits may arise if the carbon dioxide can be used 
to produce green hydrogen and e-fuels. Hydrogen can either be produced 
directly in the P2X plant by an electrolyser or purchased from a hydrogen 
provider. For the direct production case, the electrolyser manufacturer is con-
sidered a part of the ecosystem. An example of a provider might be a factory 
process in which hydrogen is produced as a by-product. Renewable electric-
ity (e.g. wind or solar power) is a significant factor in e-fuel production. The 
use of electrolysis raises the electricity consumption to a significantly higher 
level. Consequently, electricity price becomes crucial factor. The operating of 
the production process can be acquired from special plant operators. In some 
process alternatives, there are by-products (e.g. oxygen and heat) generated 
which have commercial importance (Laaksonen et al., 2021). Location also 
holds significant importance. In ideal cases, green electricity production and 
carbon dioxide sources are sited in close proximity to the P2X plant and 
even the end-users of the e-fuel products should reside nearby. However, 
such ideal situations are rare, so transportation and infrastructure providers 
necessarily play a role in the ecosystem.

This chapter evaluates nine different P2X scenarios in total. In all sce-
narios, the market price of the end products is one of most significant factors. 
An assumption is that hydrogen can be purchased in any scenario that does 
not use electrolysis and that carbon dioxide is usually provided for free. If 
there is only a limited amount of hydrogen available for purchase, it limits 
the production of e-fuels. Factory production processes are considered the 
source of carbon dioxide for all nine scenarios.

In the base scenario, hydrogen can always be purchased and the end prod-
uct is gasoline. For example, the hydrogen might have been acquired from 
some chemical factory that generated surplus hydrogen as a by-product of its 
regular production process. In the base scenario electrolysis, the most nota-
ble difference between it and the base scenario is that the hydrogen is pro-
duced by electrolysis rather than purchased elsewhere. If the capacity of the 
electrolyser is high or several electrolysers are employed, then this scenario 
can generate considerably more end product. However, because electrolysis 
consumes a significant amount of electricity, price becomes a major factor. 
As price significantly impacts the profitability of a P2X plant, the total invest-
ment costs are considerably higher.

The main difference between the base scenario and the MTG scenario 
is the revised investment cost for hydrogen compression and other key 
equipment as well as product prices. Along the same lines, the MTG 
Electrolysis scenario includes an electrolyser investment, resulting in 
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higher electricity consumption. The MTG Electrolysis speculative sce-
nario differs from the previous one by employing a more efficient and 
cheaper electrolyser, reflecting the expected development of the industry. 
In this scenario, oxygen is assumed to be a by-product that can be sold 
on the open market, which improves the profitability of the P2X plant 
investment.

In the MeOH scenario, the end product is methanol. The technical invest-
ment in equipment is the lowest amongst all scenarios. In this scenario, the 
market price of green methanol is an important factor and is significantly 
higher than for fossil methanol. Methanol can be used as e-fuel or raw mate-
rial in chemical industry. For the MeOH Electrolysis scenario, there is a 
higher technical investment cost and considerably higher electricity con-
sumption than for the MeOH scenario.

MTO-MOGD scenario is similar to the MTG scenario, but produces ker-
osene and diesel in addition to gasoline. This production adds new custom-
ers from industry bases such as aviation and maritime. The total technical 
investment includes the significantly higher-priced synthesis equipment. Fur-
thermore, the notable investment disparities are attributable to price differ-
ences between e-fuels and fossil fuels. Finally, the MTO-MOGD Electrolysis 
scenario contains the highest overall investment costs.

2.2  Computational model

Laaksonen et  al. (2021) developed an investment model for studying the 
feasibility of a P2X investment project. The model applies a life cycle cost-
ing (LCC) approach in which (1) a discounted cash flow model is created 
(that calculates such measures as net present value (NPV) and internal rate of 
return (IRR)), and (2) a one-at-a-time (OAT) sensitivity analysis is conducted 
using the key identified variables.

The LCC is based on the initial outlay of technical installation, capital 
cost during construction phase, and yearly operating margin derived from 
technology modelling, market analysis, and knowledge of various experts. 
Expert interviews (13 experts in the fields of oil and energy industry) were 
utilized to obtain a comprehensive understanding of the studied context: 
power-to-X market, supply, demand, and prices. The results of the expert 
interviews are discussed in detail by Laaksonen et al. (2021). LCC is per-
formed for a 20-year lifetime. The value of cash flow is determined on 
a yearly basis, and the present value (the value point at time 0) is the begin-
ning of the first operating year. The present value (PV) of cash flow is cal-
culated as follows:

PV
CF
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n
t

t
=

+( )=
å
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where t is time index, n is the last year of analysis, i  is yearly interest rate, 
and CF is cash flow. The initial investment cost (I) of technical installation, 
including engineering, occurs at the value point in time 0. The NPV is the 
difference between the present value of cash inflows and the present value 
of cash outflows from the year 1 to 20 (PV) less the present value of initial 
investment (I).

NPV P= -V I   (2)

Numeric assumptions for the input variables of the model are presented 
in Appendix 1. Annual cash inflows are based on revenues from selling 
end-products (and by-products) and depend upon the annual production 
amounts, operation time, and the production ratio. The initial investment 
costs consist of technical investment costs, reserve, and working capital. 
Cash outflows of the model consist of expenses during operation. A weighted 
average cost of capital (WACC) interest rate is employed and the cost of 
equity influences the interest rate. These input variables directly impact the 
discounted cash flow and the calculation of NPV.

The model also computes specific investor cash flows when determining 
the investment IRR. Investor cash flow is calculated from the annual operat-
ing margin (equivalent to net cash flow) decreased by both debt amortization 
and debt interest costs. As cash flow depends on the profit, investor cash 
flow corresponds to the investment return from equity. The apportionment 
of subsidy, debt, and equity all impact the investor cash flow.

CFt t= -operating margin debt amortizationt - debt interest costtst   (3)

2.3 P revious sensitivity analysis studies

Laaksonen et al. (2021) previously performed two forms of sensitivity analy-
sis on the model: (1) a one-at-a-time sensitivity analysis of the base scenario, 
and (2) a selected scenario analysis that computed deterministic profitability 
indicators.

2.3.1 One -at-a-time sensitivity analysis

The key variables together with their realistic ranges, were established by 
the participating researchers and experts (Table  10.1). The most critical 
factors were identified to be end product price (Gasoline price in Base sce-
nario), Hydrogen price, Operation time, and Investment reserve. The vari-
ous impacts on profitability of the uncertainty and risks were analyzed by 
examining changes to the model from varying one input at time. Table 10.1 
presents the results with starting values in the Base scenario.
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Table 10.1  One-at-a-time sensitivity analysis

Base 
scenario

Electricity price, 
€/MWh

20 30 40 50

IRR (investor) 18.0% 16.9% 15.8% 14.7%
Hydrogen price, 

€/MWh
10 15 20 25 30

IRR (investor) 20.3% 15.8% 11.2% 6.3% 1.0%
Investment 

reserve
−30% −15% 0% 15% 30%

IRR (investor) 52.0% 33.1% 22.6% 15.8% 10.9%
Gasoline, €/t 1000 1200 1300 1400 1600 1800
IRR (investor) −3.3% 7.1% 11.5% 15.8% 24.0% 31.9%
Debt interest 

rate
1% 2% 3% 4% 5%

IRR (investor) 17.2% 15.8% 14.5% 13.2% 12.0%
O&M 2% & 3% 3% & 4% 4% & 5%
IRR (investor) 15.8% 11.6% 7.2%
Operation time 6000 7000 8000
IRR (investor) 5.4% 10.8% 15.8%
Investment sub-

sidy (TEM)
30% 40% 50%

IRR (investor) 12.4% 15.8% 20.1%

Source: Updated from Laaksonen et al. (2021) (https://lutpub.lut.fi/bitstream/handle/10024/ 
162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y), Figure 4.5, p.66.

2.3.2  Scenario analysis

Laaksonen et al. (2021) created five different scenarios to compare different strat-
egies and alternatives (Table 10.2). The first scenario is specified as the base sce-
nario. The second scenario represents a variation in which electrolysis-sourced 
hydrogen is used instead of purchased by-product hydrogen. Since both of these 
scenarios employ an MTG-pathway approach, the final product is gasoline.

The third scenario, named MTG, is a variation of the base scenario pos-
sessing more detailed cost parameters and other revised assumptions. The 
final two scenarios employ non-MTG technological approaches. In the 
MeOH case, production is halted at the methanol stage. The MTO-MOGD 
case initially converts methanol to olefins and then into gasoline and dis-
tillates. The MTG, MeOH, MTO-MOGD scenarios all require purchased 
hydrogen as opposed to hydrogen produced electrolytically.

3  SimDec analysis

SimDec is first used to replicate the earlier sensitivity analysis, followed by a 
restructured sensitivity analysis with updated assumptions.

https://lutpub.lut.fi/bitstream/handle/10024/162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y)
https://lutpub.lut.fi/bitstream/handle/10024/162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y)
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Table 10. 2  Scenario analysis

Scenario Description Total Investment Investor IRR NPV, M€
investment, subsidy, 
M€ M€

Base scenario Initial first draft for 76.5 26.4 15.8% 30.1
plant profitability 
analysis.

Base scenario Initial first draft for 116.0 40.2 - -144.0
electrolysis plant profitability 

analysis using elec-
trolyser-sourced 
hydrogen.

MTG Basic route to drop- 82.8 28.6 24.7% 53.0
in-fuels. Compared 
to the base sce-
nario, most critical 
changes are:

• Upgraded prod-
uct prices and 
investments

• Utility consump-
tions revised

• Catalyst renewal 
cost included

MeOH Final product is 62.1 21.4 9.0% 7.2
methanol.

• No drop-in-fuel 
synthesis in invest-
ment and catalyst 
cost

• Product price 
assumed to be 
€400/t

MTO-MOGD Alternative synthesis 99.3 34.4 23.0% 56.9
pathway including 
kerosene and  
diesel as end 
product.

Source: Updated from Laaksonen et al. (2021). (https://lutpub.lut.fi/bitstream/handle/10024/ 
162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y), Table 4.3, p.67.

3.1  Monte Carlo simulation

In Table 10.3, the input variables for the SimDec Monte Carlo simulation are 
assumed to be uniformly distributed within the ranges of the values used in 
the previous sensitivity analysis study (i.e. Table 10.1). The variation in all 
product prices is assumed to be the same as for the Gasoline price, ranging 
from 63% to 114%.

https://lutpub.lut.fi/bitstream/handle/10024/162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y
https://lutpub.lut.fi/bitstream/handle/10024/162597/P2X%20Joutseno%20Final%20Report.pdf?sequence=1&isAllowed=y
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from residual heat and oxygen were not studied in detail, as their influence 
would not eliminate the dominance of end product price, hydrogen price, 
and investment on profitability. Using these assumptions, the model was sim-
ulated 50,000 times, and the dataset was analyzed using the SimDec Matlab 
package.2

3.2  Simulation Decomposition

The output was analyzed using both the simple binning approach for sensi-
tivity indices computation and SimDec visualization (see Chapter 2 of this 
book, Kozlova, Roy, et al. (2024)).

The analysis was performed in four iterations:

1. Base scenario only (extension of earlier OAT analysis, Section 2.3.1)
2. All scenarios (extension of earlier scenario analysis, Section 2.3.2)
3. Currently realistic scenarios (updated uncertainty assumptions and new 

set of scenarios)
4. Methanol electrolysis scenario (currently under consideration as a 

pilot case)

Table 10.3  Variation in input parameters

Input variable Range Distribution

Electricity price, €/MWh [20, 50] Uniform
Hydrogen purchase price, €/MWh [10, 30] Uniform
Product selling prices [63%, 114%] Uniform
Methanol price, €/tn [253, 455] Uniform
Gasoline price, €/tn [1000, 1800] Uniform
Kerosine price, €/tn [1059, 1907] Uniform
Diesel price, €/tn [1081, 1947] Uniform
LPG, €/tn [323, 582] Uniform
Total investment reserve Uniform
Debt interest rate [1%, 5%] Uniform
O&M costs
Operations, % of actual revenue [2%, 4%] Uniform
Maintenance, % of technical revenue [3%, 5%] Uniform
Operation time, h/a [6000, 8000] Uniform
Investment subsidy, share of  [30%, 50%] Uniform

technical investment
Scenario {1} – Base scenario Discrete

{2} – Base scenario 
electrolysis

{3} – MTG 2.0
{4} – MeOH
{5} – MTO-MOGD

NPV was chosen as the output variable instead of IRR. The contributions 
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3.2.1  Base scenario only (extension of OAT, Section 2.3.1)

The Base scenario is filtered from the simulated dataset, resulting in the 
extraction of 9,922 corresponding outputs from the 50,000 data points. 
Table 10.4 shows the first-order sensitivity indices (individual influence of 
each input variable) to enable a ranking of the input variables by their relative 
importance. The sensitivity indices indicate that Gasoline price is the most 
influential variable, followed by Hydrogen price, and then by the Investment 
reserve. The second-order effects are all negligible. This finding implies that 
the model is additive and that these results are consistent with the previous 
OAT analysis (Table 10.2).

For the decomposition, the two most influential input variables, Gasoline 
price and Hydrogen price, are chosen. The resulting SimDec graph is shown 
in Figure 10.3.

Figure 10.3 exhibits a monotonic relationship between the most influen-
tial input variables and the output. NPV increases with increasing Gasoline 
price, since it affects revenues, and decreases with Hydrogen price, since this 
contributes to costs. Most of the High sub-distribution portion of the Gaso-
line price lies in the positive NPV range, signifying the overall great potential 
for this technology. However, most of the influence over profitability resides 
in external market factors beyond the control of management.

3.2.2  All scenarios (extension of scenario analysis, Section 2.3.2)

Table 10.5 shows the sensitivity indices computed for the individual scenar-
ios over the entire dataset (with the new Scenario variable included as a 
separate input).

Table 10.4  Sensitivity indices for Base scenario

Input variable Sensitivity index

Gasoline price 55%
Hydrogen price 16%
Investment reserve 16%
Operation time 5%
O&M 4%
Investment subsidy 2%
Debt interest rate 1%
Electricity price 0%
LPG Price 0%
Kerosine Price 0%
Diesel Price 0%
Methanol Price 0%
Total 100%
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Figure 10.3 � Simulation Decomposition of NPV (Base scenario) by Gasoline price 
(55%) and Hydrogen price (16%). (colour image is accessible via the link)

Colour Gasoline price, €/t Hydrogen price, €/MWh NPV, M€

Min Mean Max Probability

Low
[1,000, 1,267]

Low [10, 17] −56 −11  45 11%
Medium [17, 23] −70 −24  29 11%
High [23, 30] −83 −37  13 11%

Medium
[1,267, 1,533]

Low [10, 17] −39 15 83 11%
Medium [17, 23] −47 1 57 11%
High [23, 30] −67 −13  54 11%

High
[1,533, 1,800]

Low [10, 17] −19  41 104 11%
Medium [17, 23] −34  28  89 11%
High [23, 30] −44 14  73 11%

Table 10.5 clearly indicates that the Scenario variable is the most influen-
tial parameter over the entire dataset. However, each scenario demonstrates 
its own relatively unique sensitivity profile and that product price has a sig-
nificant effect on profitability for each scenario. In the Base electrolysis sce-
nario, Electricity price is the most important factor, since the hydrogen is 
produced in-house and requires electricity. Investment reserve appears sig-
nificant in the MTO-MOGD scenario, which can be partially explained by 
the larger absolute investment.
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Figure 10.4 decomposes the entire dataset by Scenario and Gasoline price. 
The corresponding sensitivity indices appear in the legend.

The decomposition shows that the Base scenario electrolysis (yellow) is 
associated with a greater uncertainty (as it is wider) than other scenarios and 
is considerably shifted into the negative NPV range with only a negligible 
positive portion. All other scenarios essentially lie on top of each other with 
a similar profitability profile. The MeOH scenario exhibits a much lower 
upside potential than Base scenario, MTG, and MTO-MOGD, together with 
a negative expected mean (see mean NPV of the Medium Gasoline price in 
each scenario). The influence of Gasoline price provides a noticeable hori-
zontal shift of shades in the Base scenario and MTG, while also possessing 
the highest sensitivity indices. The shift is noticeable in the Base scenario elec-
trolysis, although less pronounced, given the value of its sensitivity index. In 
the MeOH and MTO-MOGD scenarios, the shaded sub-distributions clearly 
lie on top of each other, which provides a visual confirmation of their negli-
gible sensitivity indices.

The SimDec analysis visually increases the amount of insight over the 
earlier deterministic scenario analysis. Firstly, a very different importance 
profile of input variables is revealed in each scenario. Secondly, the distribu-
tions of the SimDec charts reinforce a distinct visual sense of the uncertainty 
exposure from each project. Thirdly, the decomposition further guides the 
decision-maker by providing a deeper comprehensive understanding of how 
different factors interact, thereby affecting the overall profitability of the 
investment.

Table 10.5  Sensitivity indices for all scenarios and the entire dataset

Scenario Base case Base case 
electrolysis

MTG MeOH MTO-MOGD Altogether

Electricity price3 0% 52% 1% 1% 0% 2%
Hydrogen price4 16% 0% 15% 27% 17% 5%
Investment reserve 16% 15% 16% 17% 27% 6%
Gasoline price5 55% 24% 56% 0% 2% 7%
Methanol Price 0% 0% 0% 46% 0% 8%
Kerosine Price 0% 0% 0% 0% 8% 0%
Diesel Price 0% 0% 0% 0% 21% 0%
LPG Price 0% 0% 0% 0% 0% 0%
Debt interest rate 1% 1% 1% 0% 1% 0%
O&M 4% 4% 4% 4% 7% 2%
Operation time 5% 0% 5% 2% 9% 1%
Investment subsidy 2% 2% 2% 2% 3% 1%
Scenario - - - - - 66%
Sum 100% 97% 99% 99% 96% 97%
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3.2.3 � Currently realistic scenarios

After the sensitivity analysis replication, the model assumptions were 
updated to reflect current conditions. The following scenario updates were 
implemented:

Figure 10.4 � Simulation Decomposition of NPV by Scenario (66%) and Gasoline 
price (7%). (colour image is accessible via the link)

Colour Scenario Gasoline price, €/t
(sensitivity indices and  
states)

NPV, M€

Min Mean Max Probability

Base 
scenario 
electrolysis

24% Low [1,000, 1,267] −260 −143 −33 7%
Medium (1,267, 1,533] −242 −119 −8 7%
High (1,533, 1,800] −214 −92 22 7%

MeOH 0% Low [1,000, 1,267] −95 −29 40 7%
Medium (1,267, 1,533] −101 −29 42 6%
High (1,533, 1,800] −99 −28 42 7%

MTO-MOGD 2% Low [1,000, 1,267] −85 −6 94 7%
Medium (1,267, 1,533] −91 −3 91 7%
High (1,533, 1,800] −83 3 96 7%

MTG 56% Low [1,000, 1,267] −100 −30 39 7%
Medium (1,267, 1,533] −67 −1 77 6%
High (1,533, 1,800] −41 26 101 7%

Base 
scenario

55% Low [1,000, 1,267] −83 −24 45 7%
Medium (1,267, 1,533] −64 1 83 6%
High (1,533, 1,800] −44 28 104 7%
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• Only electrolysis scenarios were considered. This assumption is related 
partly to local developments and also to reflect the view that hydrogen 
cannot be sourced reliably and in significant scale as a by-product from 
existing processes. Consequently, P2X processes must independently 
secure any hydrogen required.

• One additional scenario is introduced. The MTG Electrolysis speculative 
scenario assumes a more efficient and less costly electrolyser. In addition, 
the oxygen obtained as a by-product from electrolysis is assumed to have 
a value of €20/MWh.

• The variation of product selling prices is updated – to [400, 1000] €/tn for 
methanol and ±50% for everything else.

• Electricity price is updated to a range of [30, 60] €/MWh.
• The variation in Investment reserve is dropped and fixed at 15%. The vari-

ation of Total Investment cost is introduced instead within the range ±30%.
• The Investment subsidy is changed to a binary variable with values [0, 

40%] that represent the uncertainty in receiving the subsidy.

Table 10.6 provides the sensitivity indices calculated, as before, for the 
individual scenarios over the entire dataset. Once again, the Scenario vari-
able is considered as a separate input.

A number of differences can be observed in comparison with the previ-
ous case (Table 10.5). Because only electrolysis cases have been considered, 
the Electricity price is uniformly influential across all scenarios, while, con-
versely, Hydrogen price is never important. However, the Investment subsidy 
becomes more influential after its binary variable modification. The scenario 
with the highest impact on Total investment, MTO-MOGD electrolysis, 
reveals the largest sensitivity to Investment subsidy. Product prices remain 
the most important profitability factor throughout.

Figure 10.5 shows the decomposition of investment profitability resulting 
from variables Scenario and Gasoline price.

All electrolysis scenarios exhibit poor profitability profiles, with the major-
ity of their sub-distributions falling into the negative NPV range. The consid-
erably lowered sensitivity index for Scenario (12% here as opposed to 66% 
previously) is due to the rather-stacked appearances of the sub-distributions. 
The MTG Electrolysis speculative and MeOH Electrolysis demonstrate the 
highest upside potentials of all the scenarios.

3.2.4  Methanol electrolysis scenario

In this section, the MeOH electrolysis case is scrutinized more closely. MeOH 
electrolysis represents the actual scenario chosen for the P2X construction 
project at Lappeenranta. According to Table 10.6, the most influential input 
variables behind its profitability are Methanol price (56%) and Electricity 
price (25%). Consequently, Figure  10.6 illustrates a decomposition based 
upon these two factors.
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Table 10.6  Sensitivity indices for the updated model with electrolysis-only scenarios

Scenario Base case 
electrolysis

MTG Electrolysis MeOH Electrolysis MTO-MOGD 
Electrolysis

MTG Electrolysis 
speculative

Altogether

Electricity price 26% 24% 25% 29% 22% 22%
Hydrogen price6 0% 0% 0% 0% 0% 0%
Total investment 12% 10% 8% 17% 9% 13%
Gasoline price 48% 51% 1% 3% 57% 27%
Methanol price 0% 0% 56% 0% 0% 13%
Kerosine price 0% 0% 1% 8% 0% 1%
Diesel price 0% 0% 0% 23% 0% 3%
LPG price 1% 0% 0% 1% 0% 0%
Debt interest rate 1% 1% 1% 1% 1% 1%
O&M 3% 2% 2% 3% 2% 2%
Operation time 1% 0% 1% 0% 1% 0%
Investment subsidy 10% 11% 8% 18% 9% 10%
Scenario - - - - - 12%
Sum 102% 101% 103% 103% 103% 103%
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Figure 10.5 � Simulation Decomposition of NPV by Scenario (12%) and Gasoline 
price (27%). (colour image is accessible via the link)

Colour Scenario Gasoline price, €/t
(sensitivity indices  
and states)

NPV

Min Mean Max Probability

Base 
scenario 
electrolysis

48% Low [1,000, 1,267] −366 −216 −71 7%
Medium (1,267, 1,533] −310 −167 −39 7%
High (1,533, 1,800] −259 −117 25 7%

MTG 
Electrolysis

51% Low [1,000, 1,267] −391 −227 −88 7%
Medium (1,267, 1,533] −317 −173 −34 7%
High (1,533, 1,800] −268 −120 25 7%

MeOH 
Electrolysis

1% Low [1,000, 1,267] −300 −119 61 7%
Medium (1,267, 1,533] −305 −121 62 7%
High (1,533, 1,800] −286 −120 52 7%

MTO-MOGD 
Electrolysis

3% Low [1,000, 1,267] −375 −189 15 7%
Medium (1,267, 1,533] −357 −179 1 7%
High (1,533, 1,800] −354 −167 12 7%

MTG Elec-
trolysis 
speculative

57% Low [1,000, 1,267] −320 −181 −58 7%
Medium (1,267, 1,533] −274 −129 0 6%
High (1,533, 1,800] −202 −75 74 7%

The decomposition in Figure 10.6 shows that the project upside is limited 
to only a small segment of the distribution, which is mostly attributable to a 
case of high Methanol price and low Electricity price. However, a large por-
tion of this dark-green sub-distribution falls into the negative NPV zone. This 
implies that even favourable prices alone cannot guarantee project success. 
Total investment cost and Investment subsidy (each with an 8% sensitivity 
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Figure 10.6 � Simulation Decomposition of NPV (MeOH Electrolysis) by Methanol 
price (56%) and Electricity price (25%). (colour image is accessible via 
the link)

Colour Methanol price, €/t Electricity price, 
€/MWh

NPV, M€

Min Mean Max Probability

Low
[400, 600]

Low [30, 40] −240 −136 −56 11%
Medium (40, 50] −275 −173 −89 11%
High (50, 60] −305 −208 −124 11%

Medium
[600, 800]

Low [30, 40] −178 −86 17 11%
Medium (40, 50] −203 −118 −31 11%
High (50, 60] −243 −156 −75 11%

High
[800, 1,000]

Low [30, 40] −119 −33 62 11%
Medium (40, 50] −153 −68 33 11%
High (50, 60] −195 −104 −20 11%

index) have only a minor impact, and their effect does not change the overall 
impact. Consequently, a major technology improvement, a significant cost 
reduction, or financial benefits not currently in our modelling need to occur 
in order to make such an investment become profitable.

4 � Discussion and conclusions

In this chapter, we considered different P2X scenarios and analyzed their 
profitability. The prior analysis included a one-at-a-time (OAT) sensitivity 
analysis for one scenario and a scenario analysis in the form of a deterministic 
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evaluation of other scenarios (Laaksonen et al., 2021). The novel inclusion 
of SimDec confirmed the criticality of certain input variables previously 
detected with OAT. In addition, SimDec generated sensitivity indices for 
ranking variable influence and a visualization of how these important input 
variables mapped onto the output distribution. The application of SimDec to 
all scenarios generated much deeper insights when compared to the earlier 
deterministic analysis. It clearly revealed different sensitivity profiles of profit-
ability under the different investment scenarios. Namely, some input variables 
were identified as critically important in certain scenarios, but not in others. 
The SimDec scenario-based colour-coded histograms enabled direct visual 
comparisons of all scenarios. This visual analysis clarified pre-conceived per-
ceptions of scenario profitability potential and provided an understanding of 
the extent of input influence throughout all scenarios. The SimDec analysis 
also clearly demonstrated that there are no noticeable higher-order interac-
tion effects on the output. In one “real-world” extension, the computational 
model was rearranged to explicitly reflect current market conditions. In par-
ticular, the option to buy hydrogen from the market was eliminated due to 
changed local circumstances and only scenarios where hydrogen could be 
produced via electrolysis were considered. Under such circumstances, the 
extension revealed poor profitability over all the studied scenarios.

Numerous insights can be derived for P2X investments from using Sim-
Dec. Profitability is hard to achieve even when multiple controllable param-
eters combine favourably (i.e. low electricity prices, low investment costs, 
high product prices). This analysis dispels any illusions that combined vari-
able interaction effects might project into positive profitability – a conclusion 
which is almost impossible to verify using conventional OAT analyses. The 
parameter ranges would need to be much more favourable to produce higher 
NPVs. The key parameters were identified as the product prices, the price of 
electricity (or hydrogen), and the investment subsidy (which could be inter-
preted as a change in equipment cost).

For the study, the lower limit of total electricity price was assumed to be 
€30/MWh, which is already a reasonably low estimate. On the other hand, 
product prices levels could have the potential to increase, especially if a green 
premium is assumed for the product. Taxation of fuels varies from country 
to country, but in Finland nearly 60% of the final price at the gas station 
consists of different taxes. More analysis would be beneficial in order to bet-
ter understand the price gap between current fossil gasoline and diesel prices 
and prospective e-fuel prices – especially from the point of view of the fuel 
supplier. Based on subsidy mechanisms for solar PV and wind power, incen-
tivized demand can spur growth and foster experience in the manufacturing 
sector, thereby bringing down the equipment price. Flexible operation of P2X 
plants might be necessary in the future, which would increase the impact of 
investment cost on profitability.
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Regulation and national policies will play a major role in forming a 
market for e-fuels and P2X products. The demand for certain goods and 
materials will persist, but their production means may need to be mod-
ified and restricted for climatic reasons. One line of argument is that if 
the demand exists, then the supply will follow. Obligatory blending, taxa-
tion, tax reliefs, governmental purchase orders, and other methods may 
be employed to stimulate demand. Climate-conscious customers may also 
play a role, as cost escalations in certain raw feedstocks (such as steel) only 
contribute to a negligible increase in the final consumer product (such as for 
a car). Currently, the true climate effect is generally not factored into the 
price of most products, but the impacts from climate change are becoming 
increasingly apparent.

The effective analysis of P2X alternatives becomes imperative due to 
their significant potential for decarbonization and energy transition. P2X 
approaches can be viewed as actively developing technologies with elevated 
state support profiles that are currently confounded by considerable uncer-
tainty. For studying implementation options, SimDec’s global sensitivity 
analyses, in conjunction with its visualizations, provide a crucial element in 
the planning of major P2X investments and for evaluating their related sup-
port policies.
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Notes

1 In addition to the keyword “global sensitivity analysis”, the following keywords 
were used to enhance the search: OR “variance-based sensitivity” OR “Monte 
Carlo filtering”, OR “Sobol” indices.

2 https://github.com/Simulation-Decomposition.
3 In Base scenario electrolysis, electricity is used to produce hydrogen; that is why 

Electricity price has significant impact in this scenario. All other scenarios assume 
buying hydrogen from the market.

4 Hydrogen price is important in all scenarios that assume buying it from the 
market.

5 Importance of product prices, including gasoline, methanol, kerosine, diesel, and 
LPG, shows as negligible in scenarios that do not produce those fuels.

6 Hydrogen price is not important in any of the scenarios because it is produced in 
electrolysis.

https://github.com/Simulation-Decomposition
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Appendix 1: Input variables of 
the DCF model (base scenario/
MTG) (Laaksonen et al., 2021)
Input variable Numeric value Unit Source of info

(assumption)

Operation time 8,000 h/a
Product quantities
• Methanol 25,000 t/a Aspen modelling and 
• Gasoline 8,750/9,500 t/a case description 
• Diesel 0 t/a (methanol quantity 
• Kerosine 0 t/a fixed).
• LPG 2,000/1,000 t/a
• Purge stream 300/500 t/a
• Oxygen 0 t/a
• Water 0 t/a
• Heat 0 MWh/a
Product selling prices
• Methanol 0 €/t Selling prices of end 
• Gasoline 1,400/1,583 €/t products are based 
• Diesel 1,500/1,677 €/t on market analysis 
• Kerosene 1,500/1,712 €/t and the knowledge 
• LPG 512 €/t of experts in the 

project.
Production ratio (plant availability)
• First year 50 %
• Years 2–20 100 %
Technical investment 

costs
• Hydrogen 2.3/5.2 M€ Technical investment 
• Carbon dioxide 18.5 M€ costs are based on 
• MeOH synthesis 16.7 M€ budgetary offers and 
• MTG synthesis 19.3/17.6 M€ knowledge of expert 
• Auxiliary systems 1.0/2.0 M€ in
• Other investment 4.5/6.6 M€ project team.

costs*

Reserve (%) 15 %
Working capital addition 0.5 M€
(cash reserve)
Financing
• Investment subsidy 40 %
• Debt 70 %
• Equity 30 %

Costs and expenses during operation
(Continued)
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Input variable Numeric value Unit Source of info
(assumption)

• Operation costs (as 2 % Annual production 
percentage of actual amounts and annual 
revenue) consumptions of 

• Maintenance costs (as 3 % electricity, steam, 
percentage of techni- hydrogen, and carbon 
cal investment) dioxide are based on 

• Electricity 22,470/29,920 MWh Aspen modelling.
consumption Prices of raw mate-

• Electricity price 40 €/ rials (electricity, 
(including transfer fee) MWh steam, hydrogen, 

• Steam consumption 60,312/33,200 MWh and CO2) are based 
• Steam price 20 €/ on the knowledge of 

MWh experts in the project 
• H2 consumption 182,000 MWh and existing market 
• H2 price 15 €/ prices.

MWh
• Real estate tax (per- 1.43 %

centage of building 
investment, excluding 
equipment)

• Insurance costs (as 0.25 %
percentage of debt)

• Administration costs 2 %
(percentage of actual 
revenue)

Other source data
• Debt rate 2 %
• Cost of equity 6 %
• Change % of WACC 0 %/a

(weighted average 
cost of capital)

• Rate of inflation 0 %
• Income tax % 0 %
• Number of years for 20

debt amortization
• Straight-line deprecia- 20

tion (years)
• Residual value 0 €

Note: LPG, liquid petroleum gas; WACC, weighted average cost of capital.

*Other costs include electricity connection fees, infrastructure (roads, etc.), buildings, 
engineering, interest and expenses during construction, bank fees, land lease before the 
start-up, and permitting.
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Abstract

The reliability of steel structures is a complex nonlinear phenomenon that 
depends on multiple external and technological factors. Accumulated fatigue 
can lead to a sudden collapse of construction, resulting in lost reputations, 
sunk investments, and even loss of lives. Thus, accurate models that cap-
ture fatigue damage accumulation are of paramount importance, as are the 
adequate methods that explain and communicate the complex input–output 
relationships of the model.

In this study, we apply Simulation Decomposition (SimDec) to a fatigue 
assessment model developed for welded joints. SimDec exposed and com-
municated a three-dimensional heterogeneous effect in the model. The three 
input variables interact pairwise and affect the output in a nonlinear fashion 
conditioned to each other. Identifying such effects is critical when designing 
reliable steel structures.

1  Introduction

Mechanical system components, such as that found in industry process 
equipment, bridges and infrastructures, vehicles and transportation equip-
ment, machinery, and cranes, play an important role in the functioning of 
various industries. The mechanical design of these systems needs to satisfy 
the technical requirements (i.e. the functions or operations needed by an 
end-product). These functions can involve energy conversions, load-bearing 
capacities, and/or accessibility and dimensions to certain space. In addition 
to the technical requirements, the mechanical system must fulfil the struc-
tural safety and integrity during the service load actions. This is necessary in 
order to avoid loss of expensive structural assets and infrastructure or loss 
of human lives due to the sudden collapse or ruptures of mechanical com-
ponents in the worst case. In the context of structural design and analysis, 
mechanical industries rely heavily on modelling and simulations to address 

Chapter 11
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structure reliability model – 
global sensitivity analysis
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such things as structural behaviour (strength, deflections, stability), user 
experience and control systems, and verification of various functionalities. 
Due to the increased computational resources, nowadays, these models are 
more frequently built on a numerical basis using commercially available soft-
ware. Irrespective, it remains crucial to understand the underlying behaviour 
of those models in order to make effective decisions about the design of more 
resilient structures.

In the context of structural applications, steel materials are widely used 
due to their excellent mechanical-performance-to-weight ratio, widespread 
availability, economical profitability, and manufacturability. Because of 
this, steel materials have been employed in many of the aforementioned 
fields. Amongst different failure criteria, fatigue is of paramount impor-
tance, particularly for those components subjected to cyclic and/or dynamic 
load conditions. Fatigue is a phenomenon in which a structural element 
experiences cracking under cyclic or fluctuating stress load conditions that 
are lower than the yield or, ultimately, strength of the material. A  high 
fraction of reported failures in steel components can be attributed to the 
fatigue phenomenon (Hobbacher, 2020). Several studies have even reported 
that more than 50% of failures in metallic components result from fatigue 
(Stephens et  al., 2000). Some of these fatigue-originating failures have 
caused severe consequences: the crash of the first commercial passenger jet 
plane (De Havilland, 1954, US), the capsizing of the Alexander L. Kielland 
oil platform (1980, Norway), and the derailment of a high-speed train in 
Eschede (1998, Germany) claimed 21, 123, and 101 human lives, respec-
tively. Compared to many other failure mechanisms, fatigue phenomenon 
can be complicated by multiple influencing factors. In addition, the uncer-
tainty related to the predicted operating load conditions generally prevents 
an accurate assessment of fatigue and structural life cycle in engineering 
(Hultgren et al., 2021). Taking into account the fact that steel production 
currently generates more than 7% of the global CO2 emissions (World Steel 
Association, 2021), there is an escalating need to create more sustainable, 
high-performing structural steel applications.

Steel structures usually incorporate welding as the joining method to cre-
ate permanent connections. Welded connections are susceptible to fatigue 
failures as the process introduces geometrical discontinuities, tensile residual 
stresses, and potential flaws into the material. Over the past few decades, 
great efforts have been employed to establish design and analysis methodolo-
gies for fatigue assessments of welded connections. Acting stress, or strain 
amplitude, has been identified as one key parameter (Braun et  al., 2022). 
Consequently, the vast majority of fatigue assessment approaches utilize 
applied stress-based methods that have also been documented in interna-
tional product and (steel) structure standards (EN 1993-1-9, 2005). These 
methods have clearly established correlation between applied stress and life 
(S-N curves), for example, using Basquin or equivalent equations (Dowling, 
2013). The model parameters of such equations are usually determined via 
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experimental testing, i.e. fatigue testing is carried out on components. From 
empirical observations (applied stress versus life data), the model parameters 
are then statistically evaluated. Even though local stresses would be used, the 
parameters obtained are based on the stochastic models. At the high-cycle 
fatigue (HCF) regime, usually a Gaussian distribution of experimentally 
determined fatigue lives (at a certain load level) is obtained from which the 
characteristic design curves are then determined at the decided survival prob-
ability. Due to this, most fatigue approaches consider factors contributing 
to fatigue in a statistical manner, i.e. correction factors and different design 
curves are obtained for certain representative datasets. To adopt additional 
parameters governing fatigue performance of welded connections, such as 
material strength and residual stresses, a multiparametric 4R method has 
been proposed. Use of the method enables a consideration of the combined 
effects of the aforementioned parameters to improve the accuracy of fatigue 
assessments, particularly in the contexts of combined post-weld treatments 
(Ahola et al., 2021) and/or variable amplitude loads (Lipiäinen et al., 2023; 
Grönlund et al., 2024; Rohani Raftar et al., 2024).

Sensitivity analysis of such complex models is an essential component of 
their design, analysis, and decision-making processes (Iooss et  al., 2022). 
However, even advanced global sensitivity analysis techniques lack the means 
to identifying the shapes of the interactions in a model and to communicating 
their importance to decision-makers (Kozlova, Moss, et al., 2024). Simula-
tion Decomposition (SimDec) is an approach that builds on global sensitivity 
analysis and extends it into a visualization of the most critical system behav-
iour (Kozlova, Roy, et al., 2024). In this chapter, we explore the added value 
of SimDec contrasted with previously done series of one-at-a-time sensitivity 
analyses for the 4R model.

In the next section, the 4R method, its computational model, and a 
description of previously conducted sensitivity studies are summarized. 
Section 3 describes the set-up of the Monte Carlo simulation, the compu-
tation of sensitivity indices, and the corresponding series of visualizations. 
The SimDec approach indicates a single main decomposition involving the 
three most influential variables, which interact pairwise, producing nested 
heterogeneous effects. Furthermore, the single-input decompositions are ana-
lyzed in conjunction with interaction decompositions using each pair of input 
variables. The chapter concludes with a comparison of the results to earlier 
sensitivity analysis studies and with a discussion of the added value provided 
by SimDec for this specific case.

2  Computational model

2.1  4R method

The 4R method has been developed to construct more accurate assessments 
of effective stress in fatigue strength predictions. It is a multiparametric model 
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Figure 11.1  4R model description. Input parameters: (a) residual stress, (b) materi-
al’s ultimate strength at the heat-affected zone (HAZ), (c) applied stress 
ratio, and (d) weld toe radius, and cyclic behaviour at notch. (colour 
image is accessible via the link)

that accounts for numerous parameters associated with the fatigue perfor-
mance of welded connections. The 4R method considers residual stresses (s res ,  
Figure 11.1a), material ultimate tensile strength (Rm, Figure 11.1b), applied 
stress ratio (R, Figure 11.1c) of external loading, as well as geometrical weld 
quality via the weld toe radius (rtrue, Figure 11.1d). Due to the applied four 
(bolded) “R”-related parameters, the approach was named the 4R method.

The local stress ratio is applied in the mean stress-correction using the 
well-known Smith-Watson-Topper (SWT) equation (Smith et al., 1970). As a 
result, the mean stress-corrected effective stress is applied in the fatigue assess-
ments using a conventional S-N (stress–life)–based correlation. Section 2.2 
describes the computation of cyclic stress behaviour in detail.

2.2 Computational model

This section outlines the details of the computational model applied in the 4R 
method. The essence of the 4R method is to compute the local (cyclic) elastic– 
plastic behaviour at a fatigue-critical notch. The cyclic behaviour can be 
simulated based on the numerical model (e.g. using finite elements), but it is 
usually more feasible to conduct such analyses using analytical equations due 
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to their complexity. As an output value, the mean stress-corrected reference 
effective notch stress range is computed as:

∆ ∆   k ref k true local true m resr R r R R, / , , ,= ( ) − ( )    1   (1)

where   k ref,  is the mean stress-corrected (reference) local stress,   k is 
linear-elastic notch stress obtained using an effective stress concept (i.e. either 
using a fictitious radius concept or theory of critical distance).

Further definitions of the applicable stress concepts for welded connec-
tions and cut edges have been introduced in the previous works undertaken 
by Ahola et al. (2021) and Lipiäinen et al. (2023). The Rlocal  value is obtained 
from the local cyclic behaviour based on the minimum and maximum stress 
as follows (see also Figure 11.1):

Rlocal min max=   / .  (2)

For a determination of local behaviour, both maximum and minimum 
stress is determined. The material behaviour is described using an elastic–
plastic model. In this context, the well-known Ramberg–Osgood model can 
be employed (Dowling, 2013). For the monotonic load (first peak load of a 
first cycle), the material behaviour is formulated as:

     = + =( )+( )e p

n
E H/ /

/1 ,  (3)

where   is the (total) strain,  e is the elastic strain,  p  is the plastic strain,   
is the stress, E is the modulus of elasticity, and H  and n are, respectively, 
the strength coefficient and strain hardening exponent of the material plastic 
behaviour.

For the cyclic material behaviour, the kinematic hardening rule is assumed, 
and the cyclic material behaviour is formulated as:

          = + =( )+ ( )e p

n
E H/ /

/
2 2

1 ,  (4)

where the variables are similar to equation (3) but described by the range ( ).
To analytically compute the elastic–plastic behaviour, Neuber’s notch the-

ory is applied to obtain plastic behaviour from elastic stresses (see Dowling 
(2013)). The upper bound (monotonic load) can be formulated as:

   
 

  
 max

res k max

max

res k

maxE
R

E
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+
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while the lower bound (cyclic load) is calculated by:

    = 2
k / ( )  E   (6)

The reference local stress range, equation (1), can be computed by know-
ing the linear-elastic effective stress range and other input parameters (i e  
residual stress  res, Rm -related H  and n material coefficient factors, and R 
ratio of applied cyclic load)  The formulation described earlier is given for 
variable amplitude loads  For further details concerning the evaluation of 
Rlocal  in cycle-specific conditions, see Grönlund et al  (2024) and Lipiäinen 
et  al  (2023)  The main concept regarding variable amplitude loads is to 
compute the Rlocal  values for each fatigue cycle, and to then calculate their 
contribution to the fatigue damage using a linear damage accumulation  In 
the context of the subsequent sensitivity analysis (see Section 2 3), the ratio 
of the obtained reference stress compared to the baseline scenario value is 
determined by:

f =     k r, ,ef i k/ , ,ref baseline scenario   (7)

2.3 P revious sensitivity analysis studies

The focus of previous research on the 4R method has been on the develop-
ment of theoretical methodology and its empirical verifications via experi-
mental testing  Nykänen and Björk (2015) published the seminal study 
outlining the basic concept, in which the mean stress correction is assessed 
with three parameters (Rm,  res, and R)  Subsequent research has tended to 
focus on extensions to other steel materials (Björk et  al , 2018), variable 
amplitude load conditions (Nykänen et  al , 2017; Lipiäinen et  al , 2023; 
Grönlund et al , 2024), and geometrically improved components including 
the fourth notch geometry-related parameter (Mettänen et al , 2020; Ahola 
et al , 2021) 

Recently, Ahola et al  (2021) evaluated the sensitivity of the 4R param-
eters using a standard one-variable-at-a-time (OAT) approach  In this study, 
three different baseline stress scenarios (high stress, negligibly small stress, 
and compressive residual stresses) were established for welded components 
made of mild- and high-strength steels  Within the selected scenarios, the 
variation in each parameter was quantified as per their normal uncertainty 
related to their measurement accuracy (material yield strength ±100 MPa), 
residual stress (±100 MPa), applied stress ratio (±0 2), and weld toe radius 
(±0 5 mm)  For an output value, the change in reference stress value,   k r, ef , 
compared to each baseline scenario was determined  Figure 11 2 presents the 
results of this OAT sensitivity analysis 

In this evaluation, the sensitivity could only be observed visually  Accord-
ing to the results, it was clear that the weld toe radius (column 2) had an 
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effect on the output regardless of residual stress level (rows), while the resid-
ual stress and R ratio effects (first and last column, respectively) were highly 
dependent on the residual stress level. For the low or compressive residual 
stresses case, these parameters had a more significant effect on the output 
than in the case of high tensile residual stresses. This observation is congru-
ent with the established comprehension regarding fatigue design standards 
(Hobbacher, 2016). However, based on these results, it is still unclear what 
are the most influencing factors of the 4R method. Additional sensitivity 
analyses are needed to clearly ascertain the relationship between the model 
parameters and the output value (equation (1)) in order to guide the future 
development of the 4R model.

3 SimDec analysis

SimDec requires the simulation data (see Section 3.1, “Monte Carlo simula-
tion”) for the sensitivity indices to be computed (see Section 3.2, “Sensitivity 
indices”) that describe which input variables are important for the model 
output and inform how the visualization is constructed (see Section  3.3, 
“Decomposition”). The methodology for sensitivity indices and visualization 
is described in detail in Chapter 2 (Kozlova, Roy, et al., 2024), together with 
usage and interpretation guidelines and open-source packages in Python, R, 
Julia, and Matlab.1 Further, for the SimDec analysis, we choose to denote 
input variables with bold italic, and their states with italic.

3.1 M onte Carlo simulation

The 4R model described in Section 2.2 can be studied using Monte Carlo 
simulation with the four key parameters modelled as uniformly distributed 
within the ranges given in Table 11.1. The simulations are conducted for two 
cases that refer to the applied materials grades – S355 and S960. S355 refers 
to a normal, mid-strength structural steel widely employed in various fields, 
while S960 is a novel ultra-high-strength steel (UHSS) that can be specifically 
adapted to mechanical components benefitting from lightweight designs that 
reduce the self-weight of the structure. The weld toe radius (rtrue ) is selected as 

Table 11.1 4R input parameter values and their ranges 

Case material r true (mm) Rp0.2 (MPa)  res (MPa) R (-)

S355 0.5 ± 0.5 355 ± 100 • 250 ± 100 • 0.5 ± 0.2
• 0 ± 100 • 0 ± 0.2
• –100 ± 100 • –1 ± 0.2

S960 0.5 ± 0.5 960 ± 100 • 850 ± 100 • 0.5 ± 0.2
• 0 ± 100 • 0 ± 0.2
• –300 ± 100 • -1 ± 0.2
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per the normal-quality weld and conservative assumptions of resulting weld 
geometry in the manufacturing industry (rtrue  = 0–1 mm). By means of the 
weld toe radius, the fatigue-effective stress at the notch can be computed via 
the fatigue notch factor, Kf , as follows:

K Kf t= =( )r rtrue + 1mm ,  (8)

where Kt is the notch stress concentration factor, and r  is the applied weld 
toe radius.

For the determination of Kf  factors, an analytical equation presented by 
Ushikorawa (Iida & Uemura, 1996) was applied. In contrast to the previous 
one-at-a-time sensitivity analysis, Kf  is chosen as a factor instead of rtrue for 
SimDec. Since knowledge of rtrue  is not sufficient to know Kf  without know-
ing the joint type and notch geometry, Kf  can be considered more generic. In 
the simulation model, the inputs to the sensitivity analysis, Kf  and rtrue , are 
fully interchangeable because only a single joint type is selected. This results 
in the same sensitivity index together with symmetrical visualizations. As in 
the earlier sensitivity study, the same value ranges are chosen for rtrue  and 
translated into Kf .

The material strength values were selected as per the case scenarios and a 
range of ±100 MPa was selected in accordance with the normal variation for 
those values (e.g. given by material certificates and standardized allowable 
ranges).

For the residual stresses, three different cases were selected with the selected 
values dependent on the material grade (i.e. higher tensile and compressive 
residual stresses can be assumed for high-strength materials). The conditions 
were high tensile residual stress (250 MPa for the S355 grade, 850 MPa for 
the S960 grade), negligibly low residual stress (0 for both cases), and com-
pressive residual stresses (−100 MPa and −300 MPa). A conservative assump-
tion is to have high tensile residual stresses (up to the yield strength of the 
material) in the joints of the as-welded condition, but these can be altered if 
post-weld techniques or special welding arrangements are conducted. Within 
these categories, ±100 MPa ranges were selected to account for the potential 
changes (e.g. in the workshop/manufacturing conditions resulting scatter in 
residual stresses. Or if welding residual stress is measured, the selected range 
reflects the inaccuracy and uncertainty related to the measurement systems).

The applied stress ratio is case-specific to the structural applications (i.e. 
the conditions related to the self-weight and external loading profile can 
highly change this value). However, the selected cases R = 0.5, 0, and −1 
cover the most common cyclic load conditions. Within these cases, the R 
ratio was varied by ±0.2.

Since in the studied mild steel (S355 grade) both negligible ( res = 0) and 
compressive ( res = −100 MPa) cases existed, the selected range of material 
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strength, ±100 MPa in these cases, caused an overlap between the residual 
stress values of 0–100 MPa.

The model is run 10,000 times while recording the values of the output 
variable Dsk ref,  and the four input variables during each iteration of model 
evaluation. The resulting dataset of the size 10,000 × 5 is used to compute the 
sensitivity indices (Section 3.2.) and to construct the decomposition graphs 
(Section 3.3.).

3.2  Sensitivity indices

Sensitivity indices are computed using the global variance–based sensitivity 
analysis technique, the so-called simple binning approach (Kozlova et  al., 
2023). The resulting indices for the studied model are presented in Table 11.2. 
The percentage value shows how much of the variation in the model output 
is explained by a certain input parameter.

The first-order effects show the individual influence of inputs on the out-
put (Table 11.2). Residual stress sres  alone explains half of the variance in 
the output, followed by stress ratio R and steel grade Rp0 2. . The second-order 
effects are the pairwise effects of inputs on top of their individual influences. 
A strong 11% interaction can be seen between residual stress sres  and stress 
ratio R, a negative value between residual stress sres  and steel grade Rp0 2.  
signifies a correlation between these two inputs, and a smaller 4% interaction 
is spotted between stress ratio R and steel grade Rp0 2. . The combined effect 
is computed as the first-order effects plus half the sum of the second-order 
effects of this input with all others. The sum of all combined effects is equal 

Table 11.2  Sensitivity indices

Variable First-order 
effect

Second-order effect Combined 
effect

Residual 
stress, σres

Stress 
ratio, R

Steel 
grade, 
Rp0.2

Fatigue-
effective 
stress, Kf

Residual 
stress, σres

0.50 0.11 −0.06 0.00 0.51

Stress  
ratio, R

0.28 0.04 0.00 0.35

Steel  
grade, Rp0.2

0.11 0.00 0.10

Fatigue-
effective 
stress, Kf

0.04 0.04

Total 0.92 1.00

Note: First-order effect shows the individual influence of an input variable, second-order 
effect represents additional interaction/correlation effects of pairs of variables, and the 
combined effects is an aggregation of those two.
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to 100% establishing that the entire variation of the output is captured by 
these specific first- and second-order effects.

3.3 Decomposition

In essence, SimDec visualization takes the distribution of the output values 
and decomposes them into multivariable scenarios. The results take the form 
of a stacked histogram that has the same shape as the original distribution, 
where scenarios (series of the histogram) are colour-coded in a specific way. 
Presenting the decomposition in a stacked rather than overlay form intro-
duces multiple advantages (Kozlova & Yeomans, 2020). The decomposition 
algorithm is presented in detail in Chapter 2 (Kozlova, Roy, et al., 2024).

The decomposition of the output distribution is the most meaningful when 
the most influential inputs are used to compose scenarios for sub-distributions. 
The sensitivity indices (Table 11.2) show that three out of four input vari-
ables have a double-digit first-order effect and each pair of them produces 
a second-order effect on the output, thereby signifying the presence of het-
erogeneity (Kozlova, Moss, et al., 2024). Thus, these three input variables 
are used for decomposition. To further explore the nature of each effect, 
individual input contributions and pairwise interaction effects are displayed 
in the supplementary decomposition visualizations.

3.3.1 Main decomposition r esults

The main decomposition is performed for the three most influential vari-
ables, residual stress, stress ratio, and steel grade. Together, these three vari-
ables explain 96% of the variability in the model outcome. Its decomposition 
presented in Figure 11.3 demonstrates a highly heterogeneous nature. The 
residual stress is divided into three states with numeric boundaries in nearly 
equal-sized ranges, but corrected in such a way so as to provide the most con-
trasting visual distinction (Table 11.3). The stress ratio and the steel grade are 

  

broken down into two states of equal ranges to keep the number of scenarios 
under 12. The equal ranges principle, rather than equal probabilities, is cho-
sen due to specific modelling of variation in inputs and a clearer visualization.

Table 11.3 St ates of input variables for the main decomposition

Residual stress Stress ratio Steel grade

State Min Max State Min Max State Min Max

Compressive & −400 100 Reversed −1.2 −0.25 Mild 255 657
Negligible

Medium 100 650 Low & High −0.25 0.7 UHSS 657 1,060
High 650 950 - - - - - -
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Figure 11.3 depicts the distribution of the output stress, stretching from 
near zero to 900 MPa. The most influential input, residual stress, breaks 
down the output distribution into three parts according to its states, com-
pressive & negligible (blue), medium (yellow), and high (green). Interestingly 
enough, whereas compressive & negligible residual stress results in a wide 
range of output values, medium and high residual stress focus the corre-
sponding output values on a relatively constrained space.

The influence of the second-important input variable, stress ratio, depends 
on the state of the first input variable, residual stress. If residual stress is 
medium or high, the stress ratio has a limited effect, which can be seen from 
the minor horizontal shift of shades of yellow and green. If residual stress is 
compressive & negligible, however, the stress ratio plays a significant role.

The third important input variable, steel grade, divides the output attrib-
uted to compressive & negligible residual stress into two well-defined 
sub-distributions (dark-blue scenarios versus light-blue ones). Medium and 
high residual stress, however, is attributed to only a single steel grade, mild 
for the former and UHSS for the latter.

Output stress values above 630 MPa can result only from three combi-
nations of input factors: (1) compressive & negligible residual stress with 
medium & high stress ratio and UHSS steel grade, or (2, 3) high residual 
stress with both stress ratio levels and with only UHSS steel grade possible 
in such combination. The output stress values below 530 MPa can only be 
achieved when stress ratio is reversed and residual stress is either compres-
sive & negligible or medium, no matter the steel grade. Mid values of the 
output stress are mostly comprised of the three scenarios, two with medium 
residual stress and one compressive & negligible one with low & high stress 
ratio and mild steel grade. The most uncertain (unpredictable or least under 
control) scenario is the one with compressive & negligible residual stress, 
low & high stress ratio, and UHSS steel grade (light-blue); it stretches over 
90% of the range of the output.

The decision-making implications turn out to be relatively straightfor-
ward. When the structural design involves high or medium residual stresses, 
the stress ratio does not play an important role in the estimation of the output 
stress. This is also in line with the general understanding of the residual stress 
effects on the fatigue behaviour of welded connections (Hobbacher, 2016). 
However, for structures with compressive and low residual stress, the accurate 
estimation of stress ratio or, if possible, the design of the operating conditions 
is critical. If the stress ratio appears to be high (or the operating conditions 
cannot be softened), the grade of steel becomes the next most important 
design parameter. Such decision logic is built based on the visually most 
prominent heterogeneities and illustrated by the decision tree in Figure 11.4. 
To facilitate the perception for professionals, in the decision tree, normalized 
values are used. These are obtained by dividing the output reference stress 
  k r, ef  (equation (1)) by the applied nominal stress of   norm  = 200 MPa.  
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Figure 11.3 � Main decomposition of the structural reliability model output by the most 
influential three input parameters, explaining 96% of the variance of the out-
put (sum of their sensitivity indices) and portraying three second-order effects 
causing heterogeneous input–output relationship. The histogram is stacked and 
exposes the entire simulation data without overlapping. The share of data in 
each scenario (or the probability of scenario) is displayed in the rightmost col-
umn of the legend. (colour image is accessible via the link)

Colour Residual stress, 
σres

Stress 
ratio, R

Steel 
grade, Rp0.2

Output stress, Δσk,ref Share 
of data

Min Mean Max

 Compressive & 
negligible

Reversed Mild 107 332 475 11%
 UHSS 11 264 515 11%
 Low & 

high
Mild 320 467 591 22%

 UHSS 68 543 819 22%
 Medium Reversed Mild 383 456 524 6%
 UHSS NaN NaN NaN NaN
 Low & 

high
Mild 422 499 622 12%

 UHSS NaN NaN NaN NaN
 High Reversed Mild NaN NaN NaN NaN
 UHSS 630 704 795 6%
 Low & 

high
Mild NaN NaN NaN NaN

 
UHSS 656 746 851 12%
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Figure 11.4  Decision tree constructed based on the most prominent heterogeneity in the effects of input variables on the out-
put stress (denoted with stress concentration factor Kf,ref). (colour image is accessible via the link)
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By doing this, a reference notch stress concentration factor is obtained. This 
factor directly implies the effects on the fatigue strength capacity.

Kf r, ,ef =    k ref / , norm   (9)

The decision tree presented in Figure 11.4 should be taken with a grain 
of salt, however. Firstly, the resulting ranges of the output stress intersect, so 
the different branches of the tree do not lead to exclusive solutions, and as 
mentioned while discussing Figure 11.3, different ranges of the output can 
be achieved with several scenarios. Secondly, the tree nodes are constructed 
from the most prominent heterogeneous effects across the entire range of the 
output. If one, however, would prefer to focus on a subset range or consider 
a limited set of applicable solutions (i.e. certain material strength), the deci-
sion logic needs to be reconstructed from Figure 11.3 again and the resulting 
decision tree might change its structure.

3.3.2 Contr ibution of individual inputs

In this subsection, the decompositions created for each input are shown to 
illustrate their individual contribution to the variance of the model output. 
Proceeding in order of significance (Table 11.2), the first decomposition by 
residual stress is shown in Figure 11.5. The range of the input variable is 
divided into four states; negative values fall into the compressive state, val-
ues up to 100 constitute the Negligible state, followed by medium and high, 
attributed to the different steel grade levels (Table 11.1).

From Figure  11.5, one can observe a rather peculiar effect. While the 
compressive and negligible states cover the majority of the model output 
value range, with Compressive stretching further into the lowest values, the 
medium and high states create narrow, distinct sub-distributions that explain 
the two peaks of the overall distribution of the model output. Such focused 
concentration of values in the medium and high states explains the high sen-
sitivity index of 51%.

The decomposition by stress ratio is depicted in Figure 11.6. The range of 
the ratio values is divided into three states with all negative values constitut-
ing the reversed state, and the remainder divided according to the equal range 
principle.

Figure 11.6 demonstrates a gradual shift of the scenarios to the right, with 
the minimums of each scenario staying further apart than the maximums. 
Such a gradient effect signifies the monotonic type of the input’s effect.

The decomposition by steel grade is opposite to monotonic (Figure 11.7). 
Although the range of the steel grade values is divided into three states of 
equal sub-ranges, only the lower and the higher actually exist in the model, 
which constitute mild and UHSS steel grade, correspondingly.
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Although steel grade receives a relatively low combined effect (only 10% 
according to Table 11.2), the visualization in Figure 11.7 reveals a clear dis-
tinction between the two steel grades. The mild steel grade occupies a rela-
tively narrow area slightly shifted to the left on the graph, while the UHSS 
steel grade peaks in the right part of the distribution with its tail covering the 
entire range of the mild steel grade scenarios (and going even lower beyond 
them). Such an effect type that causes the difference in variation of the output 
but less so in the mean is poorly captured by variance-based sensitivity indi-
ces, since they are computed based on averages. SimDec visualization brings 
clarity and allows in-depth analysis of such effects based on the descriptive 
statistics of the corresponding scenarios (legend).

Colour Residual stress, σres Output stress, Δσk,ref Share of 
data

State Value, MPa Min Mean Max

 Compressive [−400, 0) 11 413 819 49%
 Negligible [0, 100) 322 503 819 16%
 Medium [100, 650) 383 481 622 17%

 
High [650, 950] 630 732 851 17%

Figure 11.5  Contribution of residual stress to the variance of the output: 51% of 
the variance is explained by the input variable. (colour image is acces-
sible via the link)
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The factor with the least significance, fatigue notch factor, demonstrates 
appropriately little influence on the SimDec visualization as well (Figure 11.8), 
where all three equally spaced states of this input largely intersect and lie on 
top of each other.

Only a slight shift on the right edge of the distribution explains the com-
puted 4% sensitivity index.

3.3.3  Interaction between residual stress and stress ratio

Residual stress and stress ratio have the strongest interaction effect and 
together explain over 85% of the variance of the output. Each of the two 
variables is broken down into three states (the same as before for the residual 

Colour Stress ratio, R Output stress, Δσk,ref Share of 
data

State Value Min Mean Max

 Reversed [−1.2, 0) 11 420 817 50%
 Low [0, 0.4) 219 522 825 21%

 
High [0.4, 0.7] 393 602 851 29%

Figure 11.6  Contribution of stress ratio to the variance of the output: 35% of 
the variance is explained by the input variable. (colour image is acces-
sible via the link) 
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stress) and of equal ranges for the stress ratio (Table 11.4). The resulting 
decomposition is shown in Figure 11.9.

Figure 11.9 is very similar to Figure 11.3 since the decomposition is 
constructed from the same two variables. Figure 11.9 confirms the clear 
heterogeneous effect, which was also observed in Figure 11.3. The effect 
of the second important variable, stress ratio, depends on the state of 
residual stress. When residual stress is medium or high, the stress ratio 
does not affect the output very much (slight horizontal shift of the shaded 
sub-distributions within the green and yellow parts). When the residual 
stress is compressive & negligible, however, the stress ratio has a much 
more pronounced impact (substantial horizontal shift of the blue-shaded 
sub-distributions).

Colour Steel grade, Rp0.2 Output stress, Δσk,ref Share of 
data

State Value, MPa Min Mean Max

 Mild [255, 523) 107 441 622 50%
 - [523, 792) NaN NaN NaN NaN

 
UHSS [792, 1060] 11 548 851 50%

Figure 11.7  Contribution of steel grade to the variance of the output: 10% of 
the variance is explained by the input variable. (colour image is acces-
sible via the link)
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3.3.4  Interaction between steel grade and stress ratio

The next strong interaction occurs between steel grade and stress ratio. The 
modelling of the steel grade values is done for the two case materials, S355 
and S950 (Table 11.1). Thus, the two earlier states are used for this input 
(Table 11.5) and, for clarity of visualization, is chosen first for decomposition 
(Figure 11.10).

From Figure 11.10, it can be observed that output values attributed to 
mild steel grade are concentrated in the middle (peaking at around 450 MPa), 
while the ones attributed to the UHSS steel grade are spread over the entire 
range of the output and form another peak around 700 MPa. The stress ratio 
has a visible monotonic impact in mild steel grade, and a messy effect in the 
UHSS steel grade. This appears as if monotonicity is repeated twice, which, 

Colour Fatigue notch factor, Kf Output stress, Δσk,ref Share of 
data

State Value Min Mean Max

 Low [2.3, 2.6) 11 467 777 47%
 Medium [2.6, 2.8) 12 504 828 30%

 
High [2.8, 3.1] 17 538 851 23%

Figure 11.8  Contribution of fatigue notch factor to the variance of the output: 
4% of the variance is explained by the input variable. (colour image is 
accessible via the link)
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Table 11. 4  States formation of input variables for the supplementary 
decomposition by residual stress and stress ratio

Residual stress Stress ratio

State Min Max State Min Max
Compressive & negligible −400 100 Reverse −1.2 −0.6
Medium 100 650 Low −0.6 0.1
High 650 950 High 0.1 0.7

Colour Residual  
stress, σres

Stress  
ratio, R

Output stress, Δσk,ref Share of 
data

Min Mean Max

 Compressive & 
negligible

Reverse 11 299 515 22%
 Low 68 417 650 13%
 High 237 541 819 30%
 Medium Reverse 383 446 524 6%
 Low 421 476 548 3%
 High 428 508 621 8%
 High Reverse 630 704 795 6%
 Low 656 724 816 3%

 
High 669 754 851 8%

Figure 11.9  Supplementary decomposition of the structural reliability model 
portraying the interaction effect between residual stress and stress 
ratio. Their combination explains 86% of the variance of the output. 
(colour image is accessible via the link)
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Table 11. 5  States formation of input variables for the supplementary 
decomposition by steel grade and stress ratio

Steel grade Stress ratio

Min Max Min Max

Mild 255 657 Reverse −1.2 −0.6
UHSS 657 1,060 Low −0.6 0.1
- - - High 0.1 0.7

Colour Steel grade, 
Rp0.2

Stress  
ratio, R

Output stress, Δσk,ref Share of 
data

Min Mean Max

 Mild Reverse 107 370 524 17%
 Low 320 446 548 11%
 High 366 493 621 23%
 UHSS Reverse 11 413 795 16%
 Low 67 516 816 11%

 
High 237 663 851 22%

Figure 11.10  Supplementary decomposition of the structural reliability model 
portraying the weak 4% interaction effect between steel grade and 
stress ratio. Their combination explains 43% of the variance of the 
output. (colour image is accessible via the link)
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Colour Steel 
grade, Rp0.2

Residual 
stress, σres

Output stress, Δσk,ref Share of 
data

Min Mean Max

 
Mild Compressive & 

negligible
107 420 591 33%

 Medium 383 481 622 17%
 High NaN NaN NaN NaN

 
UHSS Compressive & 

negligible
11 450 819 33%

 Medium NaN NaN NaN NaN

 
High 630 732 851 17%

Figure 11.11  Supplementary decomposition of the structural reliability model 
portraying the correlation effect between steel grade and residual 
stress. Their combination explains 55% of the variance of the out-
put. (colour image is accessible via the link)

Table 11. 6  States formation of input variables for the supplementary 
decomposition by steel grade and residual stress

Steel grade Residual stress

Min Max State Min Max

Mild 255 657 Compressive −400 100
UHSS 657 1,060 Negligible 100 650
- - - High 650 950
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as already observed in Figures 11.3 and 11.9, results from the interaction 
with residual stress and its two peaks formed by the medium and high states.

3.3.5  Correlation between residual stress and steel grade

The negative second-order effect between residual stress and steel grade 
manifests itself in the absence from some scenarios – combinations of certain 
states of these two variables already in Figure 11.3. Figure 11.11 aims at 
clarifying this effect. The same two states for the steel grade and the same 
three states for the residual stress are selected (Table 11.6). Once again, visu-
ally, the graph appears clearer when the steel grade is used as the first vari-
able for decomposition.

Figure 11.11 confirms the absence of high residual stress in the mild steel 
grade and the absence of medium residual stress in the UHSS steel grade. 
This happens already in the stage of modelling the uncertainty in inputs for 
the model and reflects the physical properties of the materials of different 
strengths. When inputs are modelled as dependent, they essentially produce 
correlated arrays of values in the simulated data. The Pearson correlation 
between these two variables is 0.18, while all other pairs of inputs yield a 
correlation no higher than 0.01. Thus, the second-order effect between steel 
grade and residual stress is also negative, though cannot be straightforwardly 
interpreted as a function of the Pearson or Spearman coefficient (Hart &  
Gremaud, 2018; Kozlova et al., 2023).

4  Discussion and conclusions

Estimating fatigue strength and structural life cycle for steel structure reliabil-
ity (specifically welded components) has traditionally been performed using 
conventional statistical approaches – usually via a straightforward linear 
approximation of physical loads on the structure. For example, employing 
a linear approximation would necessarily imply that twice the load would 
result in twice as much cyclic stress estimation in the fatigue assessments. 
Because experimentation proved these approximations oversimplified, the 
more precise 4R method was developed to address non-linearities affecting 
the structural stress (Ahola et al., 2021). Since the output stress estimation in 
the 4R model depends on the interplay of four different input factors, a prime 
goal was to visually portray the resulting complex non-linear relationships. 
However, projecting the behaviour of a five-dimensional model (four inputs 
influencing one dependent output) is non-trivial.

An initial illustration of 4R model behaviour was attempted by plotting a 
one-at-a-time (OAT) sensitivity analysis onto a spider chart (Ahola et al., 2021).  
In this visualization, each input is changed one after another with the cor-
responding output values plotted in the figure. Although OAT has been criti-
cized for its inability to capture effects only visible when multiple variables 
are changed simultaneously (Saltelli et al., 2019), Ahola et al. (2021) carefully 
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introduced multidimensionality by repeating OAT numerous times for differ-
ent levels of the inputs. The resulting graphics (Figure 11.2) contained 12 
subplots, in which the four columns represent the four input factors and the 
three rows illustrate the three different levels of the Residual stress input 
variable. Colour-coding and line pattern introduce additional dimensional-
ity, with two levels added for the Steel grades and three levels added for the 
Stress ratio, respectively. To facilitate visual comparison, the y-axes of all 
subplots remain identical, which, unfortunately, hinders the display of the 
effect magnitudes in several subplots. While this visual arrangement can cap-
ture considerable model detail, the interpretation of the overall set of figures 
can prove overly intractable when underlying heterogeneous conditions exist. 
Heterogeneous effects occur when the impact of one input variable depends 
on the explicit level of another input. Nevertheless, the method illustrates an 
initial adaptation of sensitivity analysis to heterogeneous effects.

To counteract any visual interpretation incongruencies, an application of 
SimDec was introduced to simultaneously unveil all of the nested heterogene-
ous effects using only a single chart (Figure 11.3). SimDec clearly portrays 
how the three most influential inputs interactively affect the output for the 
highly heterogeneous five-dimensional model. The figure demonstrates that 
the effects of these input variables are not only highly nonlinear but also 
highly not monotonic. Visual examination of these non-monotonic effects 
permits the construction of a decision tree (Figure 11.4). Consequently, Sim-
Dec provides a much simpler vehicle for simultaneously capturing and com-
municating the multidimensional complexities of the 4R model together with 
its inherent, nested, heterogeneous effects.

From a broader perspective, SimDec’s benefits could be extended to esti-
mate factors behind the fatigue of different constructions which could influ-
ence the direction of decisions on construction design (e.g. material type, 
geometry, proportions, etc.), structural integrity and safety aspects (e.g. sta-
bility), and the ultimate strength. SimDec usage would be a natural exten-
sion of the multitude of models and methods in probabilistic engineering 
mechanics (Sudret, 2008). For potential interdisciplinary extensions, SimDec 
analysis could be applied to similar types of complex decision-making from 
areas such as environmental impact, manufacturing efficiency, construction 
planning, and integrity-quality-cost balance problems. SimDec analysis could 
prove beneficial in both academia and industry with different focal lenses: for 
industry by focusing on costs, planning, and project implementation, and, for 
academia, by providing an effective means for the evaluation of heterogene-
ous effects in advancing scientific disciplines.
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1 https://github.com/Simulation-Decomposition.
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Abstract

Superconducting magnets are typically used for high-field applications 
such as particle accelerators for particle physics investigation. Their design 
and operation entail considerable forces that could damage or break the 
brittle Nb3Sn alloy in their coils. For this reason, these magnets feature 
a support structure around superconducting coils designed to hold them 
in place while ensuring that they will not break. The conception of these 
magnets and the support structure is performed via consecutive magnetic 
and mechanical finite-element simulations for different design options. In 
this chapter, SimDec is used to analyze the effects of different combina-
tions of design choices on the performance and structural viability of the 
magnet.

1  Introduction

1.1  Circular accelerators (synchrotrons), superconductivity, 
and superconducting magnets

Circular particle accelerators are amongst the most sophisticated tools 
for studying subatomic particles. In these accelerators, the energy (mass 
and velocity) of the particles is increased in a circular trajectory and, 
once they reach the target energy, bunches of these particles are collided 
in specific detectors. These detectors measure the features and proper-
ties of the collision debris, producing valuable data for physics research. 
The research challenges of accelerators have motivated major innovations 
in auxiliary technologies, such as superconducting magnets, cryogenics, 
vacuum, data acquisition, and processing. These innovations may lead 
to other engineering advances not directly related to the original physics 
research.

https://doi.org/10.4324/9781003453789-16
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The charged particles achieve circular trajectories thanks to dipolar mag-
netic fields that exert the necessary Lorentz forces that bend their paths 
according to the desired curvature. The target magnetic field is thus a func-
tion of the desired curvature (fixed by the length of the accelerator itself) and 
the mass of the particles (Ferracin, 2014). The Large Hadron Collider (LHC) 
at CERN has been using dipolar fields of about 8.33 T since 2008. The pro-
posed Future Circular Collider (FCC), currently in viability study, aims for 
100 TeV collisions with a 100 km ring accelerator. Given this design choice, 
the necessary (dipolar) magnetic field is 16 T (Tommasini et al., 2017).

1.1.1  Basics of superconducting Nb3Sn

Some materials/metals may exhibit superconducting behaviour under the 
right conditions. This behaviour is characterized by the absolute absence of 
electrical resistivity, thereby enabling large current densities (of the order of 
a few kA/mm2) to flow without any voltage drop or heat losses (Ferracin, 
2014). For this condition to occur, cables of the material need to be main-
tained below a critical temperature (usually cryogenic, on the order of a few 
kelvin) and below a maximum external magnetic field.

The superconducting dipole magnets in the LHC and many other particle 
accelerators currently use NbTi as superconducting material. However, this 
alloy is not capable of behaving as a superconductor at the magnetic fields 
required for the FCC operation. Therefore, Nb3Sn has been selected as the 
preferred superconducting material for the FCC (Schoerling et al., 2015), as 
it is capable of being superconductive over wider ranges of magnetic fields 
and temperatures (Figure 12.1). In Figure 12.1, the surfaces divide the space 
of magnetic field, temperature, current density into two regions. The material 
is superconducting if the working conditions fall in the region on the oppo-
site side of this surface.

From the observed data, it is clear that NbTi cannot generate magnetic 
fields of 16 T, as its peak field (at 0 K and no current) is 14.5 T.

1.1.2  Application on superconducting coils and magnets

Some types of superconducting cables consist of multiple twisted strands 
(around 40) in the form of a tape. Such a shape, referred to as a Ruther-
ford cable, proves especially practical for winding double-pancake coil. Each 
strand (of order 1 mm in diameter) contains a variable number (from tens to 
hundreds depending upon the material and manufacturing process) of much 
smaller filaments with the superconducting material embedded in a stabiliz-
ing matrix of copper (see Figure 12.2).

The Rutherford cable is wound around a central piece referred to as the 
pole. Dedicated spacers, wedges, or fillers are often added to control and 
adjust the position of the windings. All of this ensemble (pole, cable wind-
ings, spacers/wedges, and fillers) is usually referred to as a coil (Figure 12.3).
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Figure 12.1  Critical surfaces of superconducting alloys approximated by the correlation of Bottura (1999) and fitted to data 
points of Godeke et al. (2007) and Ferracin (2017). (colour image is accessible via the link)
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Figure 12.2  (a) View of an Nb3Sn Rutherford cable showing the strands and fiberglass insulation. (b) Close-up of the strands. (c) 
Cross-section of the eRMC/RMM Rutherford tape consisting of 40 strands. (d) Detailed view of one strand cross sec-
tion showing the Cu matrix and the 120 filaments in a honeycomb pattern. (e) An eRMC coil being wound with the 
cable; the bottom pancake layer has been completed. (colour image is accessible via the link)

Source: Izquierdo Bermúdez et al. (2018); courtesy of CERN.
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Figure 12.3  CAD view of an eRMC (top) and RMM-type (bottom) coils. (colour image is accessible via the link)

Source: Izquierdo Bermúdez et al. (2018); courtesy of CERN.



288  Manuel García Pérez et al.

Superconducting coils are placed surrounding the region of interest, the 
bore. The electrical current passing through these coils generates the desired 
magnetic field. Surrounding the coils, a support structure ensures the neces-
sary mechanical pre-stress and stability of the coils (Ferracin, 2017). This 
combination of superconducting coils and support structure is usually 
referred to as a superconducting magnet. Synchrotrons require a number of 
superconducting magnets in series to achieve the trajectory curvature of a 
beam passing through the bores. For instance, the FCC is expected to require 
around 4,600 14.3m long 16T dipole magnets (Schoerling & Zlobin, 2019), 
whereas the LHC utilizes 1,232 8.33T magnets.

1.2  The eRMC and RMM magnets

1.2.1  Coils and support structure

The Enhanced Racetrack Model Coil (eRMC) and Racetrack Model Mag-
net (RMM) represent two superconducting magnets designed by the CERN 
R&D program. They were conceived to test the Nb3Sn superconducting alloy 
and its capabilities/challenges for the FCC as a part of a five-year (2016 to 
2021) program (Tommasini et al., 2017). The eRMC magnet features two 
1240mm long block double-pancake coils sitting on top of each other. The 
RMM magnet adds a third coil, featuring the 50mm bore inside its central 
pole that fits between the two eRMC coils (Izquierdo Bermúdez et al., 2017; 
Rochepault et al., 2018). Dedicated pads or pushers are used to compress the 
coils vertically and horizontally. These pads are bolted together, surrounding 
the coils, and G10 fiberglass plates serve as cushions. The entire ensemble is 
usually referred to as the coil pack (Figure 12.4 and Figure 12.5).

Surrounding the coil pack are ferritic yokes which contribute to the 
target magnetic field. An aluminium external shell encloses the ensemble 
(Figure 12.6 and Figure 12.7).

The support structure was analyzed and validated first with the use of 
dummy coils made of aluminium blocks (García Pérez et  al., 2020). The 
final operation of both eRMC and RMM successfully achieved the 16.5T in 
the central pole and in a 50mm bore (respectively), as intended (Perez et al., 
2022; Gautheron et al., 2023).

1.2.2  Magnet mechanical steps and power up

The brittleness of the Nb3Sn superconducting material makes its applica-
tion a major engineering challenge. The self-induced Lorentz forces tend to 
open any coil horizontally. These forces are of the form J B  (where these 
vectors represent the current density in A/m² and the magnetic field in T, 
respectively). Since the magnetic field scales up with the current I, this cross 
product scales up with I². This results in very high internal forces trying to 
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Figure 12.4  CAD view of cross section of the eRMC coil pack, featuring the coils and the compressing pushers. (colour image is 
accessible via the link)
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Figure 12.5  CAD view of cross section of the RMM coil pack featuring the RMM-type coil between two 
eRMC-type coils, with the bore in the centre, where the 16.5 T field is targeted. (colour 
image is accessible via the link)
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Figure 12.6   oke and the shell held in placey the younded bwing the coil pack surr
tion. (colour image is accessible via the link)

Left: Picture of the end of the eRMC magnet sho
by some shims. Right: CAD transversal cross-sec

Source: Courtesy of CERN.
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open the coil, since the superconducting current densities of the cables is of 
the order of 400–600 A/mm². The support structure must ensure that the 
coils are compressed enough in order to limit the displacements caused by 
these forces, but not to such an extent that the low material yield limits are 
reached.

The compression is typically achieved in the following way. Firstly, dedi-
cated bladders filled with pressurized water act upon the gaps in between the 
yoke halves and the pushers of the coil pack. This widens the gap sufficiently 
to allow shims of a specific width to be inserted manually. These shims are 
wider than the nominal slot gaps (Caspi et al., 2001). Once the bladder water 
pressure is relieved, these bladders can be extracted as the coil pack remains 
locked and compressed within the structure by the shims. Secondly, when 
the entire magnet is cooled down to cryogenic working temperatures, the 
external aluminium shell shrinks more than the rest of the materials, further 
raising the total compression. The magnet can then be powered to carry the 
current through the coils and generate the field, as the coils have been suf-
ficiently preloaded (compressed) beforehand.

2  Computational model

The magnet mechanical and magnetic behaviour are simulated by structural 
and magnetic finite-element models. These models provide useful parame-
ters, variables, and conditions, such as the necessary horizontal interference 
(shimming) for a given target field, the material stress situation, or the neces-
sary bladder pressure to insert the keys (shims). Throughout this text, the 
words keys/shims and interference/shimming are used interchangeably.

Finite-element models work by creating a (typically simplified) geom-
etry of some entity that is under study (Figure 12.8). This geometry is then 
sub-divided into much smaller parts, referred to as elements (Figure 12.9). 
Material properties and loads (such as weight, forces, frictions, contacts, 
currents, movement constraints) are defined on these elements. Thus, it is 
possible to approximate the solution to partial-differential equations on the 
whole domain assuming simplified variations (usually linear or quadratic) 
across each element. If the resolution is fine enough, the model can accurately 
capture the necessary details, variations, and gradients of the magnitudes in 
the more complex geometry. Figures 12.8 to 12.10 show the buildup of the 
FEM model geometry, the discretization (mesh), and an example of output 
solution, respectively.

In Figure  12.8, the symmetries enable the calculation of only 1/4 of a 
transversal slice of the magnet. This is also why for the RMM, only one of 
the layers of the middle coil is modelled. The different parts have been col-
oured by material.

An ANSYS Mechanical 2D finite-element model representing one 
cross-section of the RMM magnet is used for this study. Only 1/4 of the 
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Figure 12.8  2D model of the RMM magnet, depicting a simplified geometry. (colour image is accessible via 
the link)
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Figure 12.9  2D model of the RMM magnet depicting two possible element mesh resolutions for a same geometry. The version 
on the right corresponds to the calculations performed in this study. (colour image is accessible via the link) 
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Figure 12.10  Example of a solution of a magnetic FEM simulation showing the magnetic field in the magnet. (colour image is acces-
sible via the link)
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cross-section is calculated due to symmetries. Some geometry dimensions of 
this model provide the modelling parameters for this multivariable study. 
Therefore, the geometry generation of the original FE model will be modified 
so that it can adapt and accommodate the parametric geometry variations.

2.1  Calculation sequence, submodels

The complete RMM finite-element ANSYS model consists of three differ-
ent submodels. Each of them generates an identical geometry and mesh, but 
requires different types of load inputs. The submodels are designed to output 
specific data which become the input for the subsequent submodel.

1. The magnetic submodel takes the cable current (or current density) as spe-
cific input and solves the Maxwell equations for a magnetostatic problem. 
Its output is the magnetic field over the entire domain (as in Figure 12.6) 
and the self-induced Lorentz forces which will be used to load the coil in 
the next submodel (2.c). Since the ferritic parts are magnetically saturated, 
there is a linear dependency between the current and the bore magnetic 
field. Thus, it is possible to interpolate the needed cable current from the 
desired value of the bore magnetic field (16.5 T) as it has been operated 
(Perez et al., 2022; Gautheron et al., 2023). The present study will use this 
magnetic field as the operation choice.

2. The mechanical submodel applies force loads and calculates the mechani-
cal behaviour on the magnet in the following three-step operation.

a. In the room-temperature preload step, a larger width than the original 
gap – referred to as an interference – is forced between the yoke and the 
horizontal pad/pusher, simulating a compressive shimming. The value 
of this interference is an input that must be chosen for this model to 
work. The final results will be analyzed as a function of this interference 
in order to determine an adequate value.

b. In the cooldown to cryogenic temperature step, material thermal con-
traction is applied to all parts according to the last column of Table 12.1, 
which follows. Extra compression is generated due to the external alu-
minium shell.

c. In the powering step, the magnetic forces that were calculated previ-
ously in step 1 are applied as loads within the coil material.

An iteration routine is performed over the horizontal shim interference 
(the main parameter in step 2a) in order to determine which value keeps 
a net compression of the pole by the coils at 10 MPa (within 50  m reso-
lution). This choice of parameter is motivated by the need to prevent the 
cable windings from detaching from the pole when powered, while also 
ensuring that the shimming is not large enough to make the brittle coils 
fail mechanically. Typically, the value is found within 3–5 iterations of the 
entire mechanical submodel.
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Table 12. 1  Mechanical material properties
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3. The bladder submodel is an additional mechanical simulation carried out 
to determine the bladder pressure necessary to open a gap between the 
coil pack and the yokes. The gap needs to be wide enough to insert the 
adequate horizontal shims found from the iterations of the submodel 2, 
plus an extra 0.15 mm clearance. The mechanical behaviour during blad-
der operation is approximately linear. Thus, the necessary bladder pres-
sure can be determined by interpolating the results of the two iterations in 
this submodel.

Essentially, the model calculates the parameters in inverse order to the 
actual magnet operation. In reality, first, the bladders are operated (sub-
model 3) to insert the horizontal shims (submodel 2.a). Then the magnet is 
cooled down (submodel 2.b) and powered (submodel 2.c and 1; for mechanic 
and magnetic performance).

For this study, the code provided by CERN for the three submodels has 
been modified so that the nominal geometry is adapted to our parameter 
variations. These are then combined into one “main” script that sequentially 
calculates all of the steps outlined earlier, while simultaneously requiring no 
additional intermediate inputs or external interactions. The input variables 
needed to construct the geometry are supplied at the beginning and are kept 
consistent through all the steps.

2.2  Material properties and other model features

The parts of the magnet and their respective mechanical material properties 
are summarized in Table 12.1. In Table 12.1, the pairs of values given to the 
young modulus and yield limit refer to the property at room and at cryogenic 
temperature, respectively. The last column shows the thermal strain (inte-
grated dL/L) which each material experiences during cooldown from room to 
cryogenic temperature in    (or  m/m). All properties are assumed isotropic.

The iron yokes and vertical pusher, and the SS430 pole of the eRMC 
coils, are ferritic. The BH curves of these two materials are provided in 
Figure 12.11. The remaining materials are all non-magnetic.

The model geometry has been simplified slightly by removing the strain 
gauge pockets in the G10 fiberglass plates and the yoke bladder guides. This 
makes the geometry parametrization easier and more consistent, with negli-
gible effect on the magnetic and mechanical performance of the magnet.

The mechanical models have been formulated in generalized plane strain 
and worked with a fixed vertical shimming of 50  m. The contact coil–pole 
is assumed glued (bonded). The friction between the parts is modelled with 
a coefficient of 0.15, except for the yoke–shell contact which has been left at 
0.1 according to the mechanical model validation (García Pérez et al., 2020). 
The coil pack parts have a mesh element size of 2 mm. The yoke and shell 
have a mesh element size of 4 mm.
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Figure 12.11 BH cur ves of the ferritic materials utilized in the model (iron yoke 
and vertical pusher, and eRMC pole). (colour image is accessible via 
the link)

3 SimDec analysis

SimDec combines the computation of global sensitivity indices (Kozlova et al., 
2023) with a visualization technique based on the multivariable decomposi-
tion of a dataset (Kozlova, Moss, et al., 2024). A detailed description of the 
algorithm, nuances of its usage, and instructions for interpreting its results 
can be found in Chapter 2 (Kozlova, Roy, et al., 2024). In this section, the 
names of input and output variables appear in bold italic, and the states of 
input variables are shown in italic.

3.1 Sensitivity parameters

Certain geometric aspects of the magnet have been parametrized and will be 
varied in a sensitivity study. The seven parameters are shown in Table 12.2.

The model variations were simulated on the CSC1 Puhti supercom-
puter, where each evaluation cycle required 13 minutes on average. Sev-
eral potential evaluation levels were selected for each input variable (see 
Table 12.1) leading to 15,360 possible data combinations analysis. A full 
factorial experimental design, or grid search, was conducted over all the 
combinations of the data points. However, various input combinations 
result in degenerative geometries due to the yoke radius being too small 
or the size of the coil pack being too large. After discarding these cases 
portraying unrealistic geometries (Table 12.3), 8,261 data points remained 
for further analysis.
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Table 12.�2 � Input parameters, their evaluation points, and physical meaning 

Input variables Evaluation points Default (design) value Aspect comparison of min and max values

Cable height, cable_height {20.25, 21.75,
23.25, 24.75}

21.75 mm

Total number of cable 
windings, n_windings

{240, 252, 264, 
276, 288,}

264

Thickness of the shell, 
shell_thickness

{40, 80, 120} 70 mm

(Continued)
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Input variables Evaluation points Default (design) value Aspect comparison of min and max values

Radius of the yoke, yoke_r {240, 280,
320, 360}

330 mm

Height of the vertical 
pusher, vpad_height

{534, 539,
544, 549}

539 mm

Size of the horizontal shim, 
hkey_size

{21, 23,
25, 27}

24 mm

Vertical location of 
the horizontal shim, 
hkey_position

{18, 20, 22, 24} 22 mm

Table 12.2  (Continued)



Sensitivity analysis of a superconducting magnet design model 303

In
pu

t 
va

ri
ab

le
s

Ev
al

ua
ti

on
 p

oi
nt

s
D

ef
au

lt
 (

de
si

gn
) 

va
lu

e
As

pe
ct

 c
om

pa
ri

so
n 

of
 m

in
 a

nd
 m

ax
 v

al
ue

s

R
ad

iu
s 

o
f 

th
e 

yo
ke

, y
ok

e_
r

{2
40

, 2
80

,
32

0,
 3

60
}

33
0 

m
m

H
ei

gh
t 

o
f 

th
e 

ve
rt

ic
al

 
pu

sh
er

, v
p

ad
_h

ei
gh

t
{5

34
, 5

39
,

54
4,

 5
49

}
53

9 
m

m

Si
ze

 o
f 

th
e 

ho
ri

zo
nt

al
 s

hi
m

, 
h

ke
y_

si
ze

{2
1,

 2
3,

25
, 2

7}
24

 m
m

Ve
rt

ic
al

 lo
ca

ti
o

n 
o

f 
th

e 
ho

ri
zo

nt
al

 s
hi

m
, 

h
ke

y_
p

os
it

io
n

{1
8,

 2
0,

 2
2,

 2
4}

22
 m

m

3.2  Output parameters

The model records 11 output values for operation viability, with 7 of them 
selected for further SimDec analysis (Table 12.3).

Current reflects the operating physical electrical current flowing through 
each of the windings. Limitations to these currents exist related to the super-
conductivity capabilities of Nb3Sn (see Figure 12.1).

The conductor area corresponds to the transversal cross section of the 
coil. It is proportional to the total number of windings and the cable height.

The horizontal interference is the total value of the shimming with which 
the magnet is loaded at room temperature. The value reflects how much 
wider the horizontal key is than its gap.

The maximum von Mises stress in the coil is one of the main outputs at 
each of the three steps of the mechanical submodel. This stress should stay 
below the coil degradation limits (see Table 12.1) of 150 and 200 MPa.

The bladder pressure required to insert the target shimming (horizontal 
interference) is also monitored. An excessive pressure can lead to bladder 
failures that render the room-temperature preload (shim insertion) unviable.

These output variable considerations are summed up in Table 12.3.
Typically, the design parameters and proportions of these magnets entail 

complex multivariable optimizations involving magnetic field intensity, uni-
formity, feasibility, etc. For SimDec demonstration purposes, the design tar-
gets have been simplified to minimize the coil conductor area (one of main 
economic cost components of the magnets) while maintaining the mechanical 
stress levels below material failure at 16.5T operation and with a feasible 
horizontal shimming and bladder pressure.

Table 12. 3  Output variables expected/viable ranges and consideration within the 
sensitivity study

Output variable Adequate range Share of cases with 
fulf illed criterion

Current, I Under 14,000 [A] 100%
Conductor transversal area (mm )  –

(of 1/4 magnet due to symmetries)
Horizontal interference, hintf Between 200 and 97%

2000 [ m]
Coil von Mises stress room-tempera- Under 150 [MPa] 98%

ture preload (1), coil_strees_1
Coil von Mises stress at cooldown (2), Under 200 [MPa] 100%

coil_strees_2
Coil von Mises stress at powering (3), Under 200 [MPa] 92%

coil_strees_3
Pressure of bladder, bladder_P Under 50 [MPa] 91%
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3.3  Sensitivity Indices

Sensitivity indices are computed using the simple binning approach (Kozlova, 
Moss, et al., 2024) with open-source code available in Python, R, Julia, and 
Matlab. The combined sensitivity indices computed appear in Table  12.4. 
These sensitivity indices capture the inherent complexity of the model in which 
each output is affected by different sets of the input variables. Table 12.4 dem-
onstrates that most of the outputs possess very different sensitivity profile.2

3.4  SimDec analysis of each model output

This section presents a detailed analysis of the sensitivity indices for each 
model output supplemented with its corresponding SimDec visualizations.

3.4.1  Current

The current necessary to achieve the design choice of 16.5 T at the bore natu-
rally depends upon the coil surface area, which varies proportionally to the 
number of windings and the cable height.

Sensitivity indices for current are presented in Table 12.5. Inputs cable 
height and number of windings together explain 96% of the output variabil-
ity, while the second-order effects are negligible. The negative values indicate 
correlation, which could arise from the absence of model output for certain 
combinations of these two inputs.

The two most important input variables, number of windings and cable 
height, in the order of their importance, are chosen for the visual decomposi-
tion (Figure 12.12).

Table 12. 4  Sensitivity indices for selected model outputs

Outputs
Inputs

current conductor 
area

hintf coil_
stress_1

coil_
stress_2

coil_
stress_3

bladder_P

cable_height 42% 57% 2% 15% 43% 55% 3%

n_windings 54% 41% 3% 20% 5% 1% 1%

shell_thickness 1% 1% 82% 19% 39% 12% 11%

yoke_r 5% 1% 12% 43% 6% 18% 76%

vpad_height 0% 0% 0% 1% 4% 2% 1%

hkey_size 0% 0% 0% 0% 0% 1% 0%

hkey_position 0% 0% 1% 0% 5% 14% 0%

Total 103% 101% 100% 98% 102% 103% 92%

Note: Values below 0.01 have been greyed out. The estimates are generally 
within 2–3% confidence interval.
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Table 12. 5  Sensitivity indices for current

Input variable First-order  
effect

Second-order effect Combined 
sensitivity index

cable_ 
height

n_windings shell_ 
thickness

yoke_r vpad 
_height

hkey_ 
size

hkey_ 
position

cable_height 43% −3% 0% 2% 0% 0% 0% 42%

n_windings 56% 0% −1% 0% 0% 0% 54%

shell_thickness 1% 0% 0% 0% 0% 1%

yoke_r 5% 0% 0% 0% 5%

vpad_height 0% 0% 0% 0%

hkey_size 0% 0% 0%

hkey_position 0% 0%

Total 105% 103%
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Figure 12.12 � Simulation Decomposition of the RMM superconducting magnet 
model for output variable current. (colour image is accessible via 
the link)

Colour Number of 
windings

Cable height 
[mm]

Current [A]

Min Mean Max Probability

240–252
20.25, 21.75 11,858 12,443 13,081 21%

 23.25, 24.75 12,712 13,328 14,019 20%

264–288
20.25, 21.75 10,899 11,563 12,287 32%

 
23.25, 24.75 11,650 12,343 13,142 27%

The graph appears dissected and barely resembles the more familiar-looking 
continuous histogram normally associated with probability distributions. 
This can be explained by the major influence of only two inputs on this 
output and by the discrete grid sampling that evaluates the model over only 
a limited set of points. Nevertheless, the decomposition still provides visual 
insight and is supported further by the descriptive statistics presented in the 
legend accompanying the SimDec graph. The pattern displayed in Figure 12 
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appears monotonic, with the cable current decreasing in number of windings 
and increasing in cable height.

3.4.2  Conductor area

As the Conductor area is simply the product of cable height and number of 
windings, these two inputs should, in theory, fully explain the variability 
of this output. However, the method for computing sensitivity indices from 
simulated data is only an approximate one and can result in slight numeric 
noise. Some noise deviations can be observed in Table 12.6, where the cable 
height and number of windings account for only 98% of the output vari-
ance (with the difference from 100% corresponding to numerical noise). The 
second-order effects for the conductor area are negligible, although a small 
interaction between the two inputs of 4% can be observed, which results from 
their multiplication in the model. Shell thickness exhibits a small correlation 
with cable height and number of windings. However, since these inputs are 
independent, this observed correlation is a result of the sample cleaning.

The cable height and number of windings fully explain conductor area. 
Therefore, the corresponding SimDec histogram would consist of even fewer 
distinct values than for current in Figure 12.12. Consequently, the need for 
a visualization is relinquished, and the tabular representation of the discrete 
output is presented in Table 12.7, instead.

The default RMM magnet features number of windings  =  264, with 
21.75 mm cable height, resulting in 6,088 mm² conductor area (Izquierdo 
Bermúdez, 2017).

3.4.3  Horizontal interference

The horizontal interference is mostly affected by shell thickness, with a 
combined sensitivity index of 82%. The yoke radius shows a 12% influ-
ence, while all other input variables have a negligible effect on the output 
(see Table 12.8). No pronounced second-order effects are detected, which is 
expected since an increased shell thickness ensures a much stronger cooldown 
compression. Consequently, less horizontal shimming is necessary to main-
tain the pole-coil contact pressure of 10 MPa.

The shell thickness and yoke radius together explain 94% of the variation 
in the horizontal interference and are used to decompose its distribution in 
Figure 12.13.

Figure  12.13 demonstrates another monotonic relationship pattern in 
which the horizontal interference decreases in both shell thickness and 
yoke radius. This decrease is not linear. The difference of output averages 
for 80 mm and 120 mm (yellow and green) shell thicknesses is 188 mm, 
whereas for 40 mm and 80 mm (blue and yellow), it is 589 mm. Apart from 
the means, the output variance decreases with higher shell thickness. This 
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Table 12. 6  Sensitivity indices for conductor area

Input variable First-order effect Second-order effect Combined 
sensitivity 
index

cable_
height

n_windings shell_
thickness

yoke_r vpad
_height

hkey_
size

hkey_
position

cable_height 56% 4% −2% 0% 0% 0% 0% 57%

n_windings 39% −1% 0% 0% 0% 0% 41%

shell_thickness 3% 0% 0% 0% 0% 1%

yoke_r 1% 0% 0% 0% 1%

vpad_height 0% 0% 0% 0%

hkey_size 0% 0% 0%

hkey_position 0% 0%

Total 99% 101%
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Table 12. 7  Resulting conductor area from different combinations of cable 
height and number of windings

n_windings

240 252 264 276 288

ca
b

le
_h

ei
gh

t,
 

[m
m

]

20.25 5143 5401 5658 5916 6174

21.75 5534 5811 6088 6365 6643

23.25 5924 6221 6518 6815 7112

24.25 6315 6631 6948 7264 7581

causes a larger overlap of the yellow and green scenarios with shell thickness 
80 mm and 120 mm, respectively, and less with the blue one of shell thick-
ness 40 mm. These two patterns cause the blue scenario to stay further apart 
from the rest and forms a sort of cavity in the distribution.

3.4.4  von Mises coil stress at stage 1 (room-temperature preload)

The von Mises coil stress at stage 1 is affected by several input variables, 
including yoke radius (43%), number of windings (20%), shell thickness 
(19%), and cable height (15%) (see Table 12.9).

The decomposition shown in Figure 12.14 is done for the three most influ-
ential input variables that together explain 82% of variability of the output. 
Examining the SimDec graph, one can observe that coil stress at stage 1 
decreases with yoke radius and shell thickness, but increases with the num-
ber of windings.

Interestingly, the combination of shell thickness of 40 mm and yoke radius 
of 280 mm results in noticeably dissected sub-distributions of the output. 
This observation can be explained by the cable height input variable being 
excluded from the decomposition. If the designer wished to navigate into a 
disparate part of the sub-distributions, the decomposition analysis could be 
easily repeated for that respective part of the dataset.

3.4.5  von Mises coil stress at stage 2 (cooldown)

The von Mises coil stress at stage 2 exhibits a different sensitivity profile 
compared to that of stage 1. At stage 2, cable height and shell thickness play 
the important role, whereas the influence of other input variables is negligible 
(see Table 12.10).

The decomposition by these two most important input variables explains 
82% of the output variability and shows non-monotonic patterns of rela-
tionships (Figure  12.15). The lowest shell thickness (40  mm) results in 
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Table 12. 8  Sensitivity indices for horizontal interference

Input variable First-order effect Second-order effect Combined 
sensitivity 
indexcable_

height
n_windings shell_

thickness
yoke_r vpad

_height
hkey_
size

hkey_
position

cable_height 0% 0% 2% 0% 0% 0% 0% 2%

n_windings 2% 1% 0% 0% 0% 0% 3%

shell_thickness 81% 0% 0% 0% −1% 82%

yoke_r 12% 0% 0% 0% 12%

vpad_height 0% 0% 0% 0%

hkey_size 0%

hkey_position 1%

Total 96% 100%
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Figure 12.13 � Simulation Decomposition of the RMM superconducting magnet 
model for output variable horizontal interference. (colour image is 
accessible via the link)

Colour Shell
thickness 
[mm]

Yoke radius 
[mm]

Horizontal interference [μm]

Min Mean Max Probability

40

280 1,400 1,623 1,900 8%

320 1,250 1,477 1,800 9%

360 1,150 1,363 1,700 9%

80

280 850 1,054 1,300 11%

320 700 887 1,100 13%

360 550 742 1,000 14%

120

280 700 856 1,050 10%

320 550 700 900 12%

360 400 551 750 13%
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Table 12. 9  Sensitivity indices for coil stress at stage 1

Input variable First-order 
effect

Second-order effect Combined 
sensitivity 
indexcable_

height
n_windings shell_

thickness
yoke_r vpad

_height
hkey_
size

hkey_
position

cable_height 11% 1% 5% 2% 0% 0% 0% 15%

n_windings 17% 1% 2% 0% 0% 0% 20%

shell_thickness 16% 0% 0% 0% 0% 19%

yoke_r 40% 0% 0% 0% 43%

vpad_height 0% 0% 0% 1%

hkey_size 0% 0% 0%

hkey_position 0% 0%

Total 85% 98%

Note: Values below 0.01 are greyed out.
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Table 12.10  Sensitivity indices for coil stress at stage 2

Input variable First-order effect Second-order effect Combined 
sensitivity 
indexcable_

height
n_windings shell_

thickness
yoke_r vpad

_height
hkey_
size

hkey_
position

cable_height 35% 1% 2% 3% 1% 0% 8% 43%

n_windings 5% −1% 0% 0% 0% 0% 5%

shell_thickness 38% 1% −1% 0% 0% 39%

yoke_r 2% 2% 0% 1% 6%

vpad_height 3% 0% 0% 4%

hkey_size 0% 0% 0%

hkey_position 0% 5%

Total 84% 102%
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Colour Yoke 
radius 
[mm]

Number of 
windings

Shell
thickness 
[mm]

Coil stress at stage 1 [MPa]

Min Mean Max Probability

280

240, 252, 40 95.8 116.3 144.6 4%
80, 120 76.9 101.8 131.9 9%

264, 276, 288 40 109.0 132.7 150.0 4%
80, 120 92.1 118.5 148.9 12%

320

240, 252, 40 82.4 99.3 122.9 4%
80, 120 59.4 82.6 113.0 10%

264, 276, 288 40 94.0 120.0 142.5 5%
80, 120 73.2 100.7 131.8 15%

360

240, 252, 40 72.4 88.4 109.0 4%
80, 120 40.7 63.7 99.5 11%

264, 276, 288 40 84.2 105.0 127.6 5%
80, 120 53.9 82.4 118.8 16%

Figure 12.14 � Simulation Decomposition of the RMM superconducting magnet 
model for output variable coil stress at stage 1. (colour image is 
accessible via the link)
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considerably lower coil stress than other values (80 mm and 120 mm). It 
can be seen that the corresponding sub-distributions overlap significantly 
and that this observation also holds for any values of cable height. Further-
more, the coil stress at stage 2 forms a U-shape in relation to cable height. 
A cable height of 20.25 mm results in high stress values, while cable height 
of 21.75 mm and 23.25 mm form correspondingly lower sub-distributions. 
Conversely, cable height of 24.75 results in higher-mean, higher-variance 
sub-distributions of coil stress at stage 2.

3.4.6  von Mises coil stress at stage 3 (powering)

The von Mises coil stress at stage 3 changes its sensitivity profile in compari-
son to the first two stages. At stage 3, cable height is still the most impor-
tant input factor, but yoke radius, vertical location of the horizontal shim 
(hkey position), and shell thickness now become influential (Table 12.11). In 
addition, a strong interaction of 22% exists between cable height and hkey 
position.

A parametric study varying only the position of the key yields an optimal 
location around the midpoint of the coil’s height. Due to the three layers of 
modelled windings (two from the eRMC coil and one from the RMM coil), 
the coils’ height is three times the cable-height. An increase of the cable height 
makes the coils taller, while not changing the position of the key. Therefore, 
this interaction should be minimized when the variations of hkey position 
and cable height are in an approximate ratio of 3/2 to 1. Table 12.12 high-
lights these effects.

The decomposition is performed using the two most influential input vari-
ables, cable height and yoke radius, that together explain 73% of the output 
variability (Figure 12.16). SimDec reveals a monotonic relationship with coil 
stress decreasing in cable height and increasing in yoke radius.

3.4.7  Pressure of water bladder

As shown in Table 12.13, the bladder pressure is largely dependent on yoke 
radius and shell thickness. This is an expected outcome, since it is the shell 
part resisting against the bladders when they are operating (note that the 
yoke radius is also the inner radius of the shell, and the shell size plays a 
major role in the cooldown compression).

The decomposition of the bladder pressure by yoke radius and shell 
thickness displays a dissected and non-monotonic pattern (Figure  12.17). 
Each combination of yoke radius and shell thickness forms a narrow 
sub-distribution resulting in a certain range of bladder pressure values. The 
bladder pressure is monotonically decreasing with the yoke radius. This is 
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Figure 12.15  Simulation Decomposition of the RMM superconducting magnet 
model for output variable coil stress at stage 2. (colour image is 
accessible via the link)

Colour Cable 
height 
[mm]

Shell
thickness 
[mm]

Coil stress 2 [MPa]

Min Mean Max Probability

 
20.25

40 165.0 169.6 173.5 9%
80 170.1 175.1 179.3 9%

 120 172.5 176.5 180.9 9%
 

21.75
40 158.8 164.2 169.4 9%
80 165.5 169.7 174.6 10%

 120 166.9 171.2 175.8 8%
 

23.25
40 157.3 162.4 167.3 6%
80 163.2 167.9 177.8 10%

 120 163.7 169.0 177.5 9%
 

24.75
40 160.6 164.3 167.2 3%
80 165.0 171.8 184.0 9%

 
120 166.7 173.2 184.6 9%



Sensitivity analysis o
f a superco

nducting m
agnet design m

o
del 

317

Table 12.1 1  Sensitivity indices for coil stress at stage 3

Input variable First-order 
effect

Second-order effect Combined 
sensitivity 
indexcable_

height
n_
windings

shell_
thickness

yoke_r vpad
_height

hkey_
size

hkey_
position

cable_height 39% 1% 6% 1% 2% 0% 22% 55%
n_windings 0% 0% 0% 0% 0% 0% 1%
shell_thickness 9% 0% 0% 0% 1% 12%
yoke_r 17% 0% 0% 1% 18%
vpad_height 1% 0% 0% 2%
hkey_size 0% 0% 1%
hkey_position 2% 14%

Total 68% 103%



318 
M

anuel G
arcía Pérez et al.

Table 12.1�2 � Effects of the hkey position and cable height on maximum von Mises stresses in the coil

Situation Aspect Coil stress at cooldown (2) Coil stress at powering (3) Legend [MPa]

a) default

b) taller cable by 2mm per  
layer; position of the  
horizontal shim lowered

c) taller cable, position of the 
horizontal shim maintained  
at the center of the coil

Note: The maps of the stress highlight the position and value (in MPa) of the maximum. Note how when the shim is not well centred (situation 
b), the stress focuses and peaks on the corner of the bottom layer of windings. (colour image is accessible via the link)
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Figure 12.16 � Simulation Decomposition of the RMM superconducting magnet 
model for output variable coil stress at stage 3. (colour image is 
accessible via the link)

Colour Cable 
height [mm]

Yoke radius
[mm]

Coil stress at stage 3 [MPa]

Min Mean Max Probability

 20.25 280 142.6 150.1 158.0 9%
320 144.8 152.2 160.3 8%

 360 147.3 154.3 162.3 10%
 21.75 280 137.7 143.7 149.8 8%

320 139.8 146.2 151.8 9%
 360 141.5 148.4 155.1 9%
 23.25 280 136.3 141.7 146.9 8%

320 138.2 144.5 151.0 9%
 360 139.9 147.0 155.8 9%
 24.75 280 137.8 143.3 150.5 5%

320 137.8 145.8 156.6 8%

 
360 139.7 149.2 159.9 8%
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Table 12.1 3  Sensitivity indices for bladder pressure

Input variable First-order 
effect

Second-order effect Combined 
sensitivity 
indexcable_

height
n_
windings

shell_
thickness

yoke_r vpad
_height

hkey_
size

hkey_
position

cable_height 1% 1% 1% 1% 0% 0% 0% 3%
n_windings 0% 0% 1% 0% 0% 0% 1%
shell_thickness 9% 2% 0% 0% 0% 11%
yoke_r 74% 0% 0% 0% 76%
vpad_height 1% 0% 0% 1%
hkey_size 0% 0% 0%
hkey_position 0% 0%

Total 85% 92%

Note: Values below 0.01 are greyed out.
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Figure 12.17  Simulation Decomposition of the RMM superconducting magnet 
model for output variable bladder pressure.

Colour Yoke_r
[mm]

Shell_
thickness 
[mm]

Bladder pressure [MPa]

Min Mean Max Probability

 280 40 28.2 54.5 62.4 8%
80 42.2 49.5 70.0 11%

 120 48.9 55.8 69.5 10%
 320 40 20.5 37.3 45.0 9%

80 30.5 35.1 49.4 13%
 120 36.8 42.8 53.6 12%
 360 40 15.9 25.3 33.1 9%

80 23.2 27.0 36.3 14%

 
120 25.1 35.2 37.1 13%
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due to the fact that a smaller yoke offers less bladder area, thereby requiring 
a higher pressure in order to exert a given force. The shell thickness, however, 
portrays a diamond-shape relationship with bladder pressure, with high and 
low shell thickness values resulting in intermediate values of bladder pres-
sure and the medium value of shell thickness leading to high and low bladder 
pressure. This pattern occurs for each value of yoke radius and would not be 
visible without further decomposition.

Figure 12.18 highlights an investigation of the relationship between blad-
der pressure and horizontal interference while preserving the decomposition 
and colouring logic from Figure 12.17.

Some trends in Figure 12.18 reveal a pattern that shows the required pres-
sure growing linearly with the interference (the diagonally-stretched clusters 
of points). As intuitively expected, the wider the targeted gap, the higher 
the required pressure to open that gap. This linear dependency possesses a 
slope that grows in conjunction with the shell thickness due to inherent rigid-
ity. Conversely, other patterns exhibit no pressure dependence (horizontally 
stretched clusters), more often than not within the same colour (representing 
a fixed value of yoke and shell sizes).

Due to the nested nature of the effects (patterns occurring inside the 
groups of different combinations of input variables), only one group is ana-
lyzed separately. This analysis is performed by fixing the yoke radius at 
360  mm, the shell thickness at 40  mm, and the number of windings at 
264. The resulting set of 152 data points was examined using SimDec. The 
sensitivity indices indicate that cable height now explains 86% of blad-
der pressure variation (compared with a negligible 3% for the full dataset, 
Table 12.13), hkey position explains 8.5%, hkey size explains 6%, vpad 
height explains 3%, and all other variables have no influence (i.e. 0%). The 
decomposition of bladder pressure is performed by another output of inter-
est, horizontal interference, and the most influencing input, cable height 
(see Figure 12.19).

Figure 12.19 shows that the horizontal interference and cable height for 
the selected portion of data are highly correlated (observe the many missing 
scenarios in the legend). Low interference with low cable height results in 
low values of bladder pressure, and vice versa. Moreover, lower values of 
the interference result in more compact ranges of bladder pressure, indi-
cating that those points in which increasing interference does not seem to 
increase the bladder pressure tend to occur more frequently with the lowest 
values of cable height – effectively making the coil pack smaller and less 
rigid. Unfortunately, no physical explanation to explain this trend has yet 
been established.
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Figure 12.19 � Decomposition of bladder pressure on a limited dataset (yoke 
radius = 360 mm, shell thickness = 40 mm, and number of wind-
ings = 264) by cable height that explains 86% of variation of the 
bladder pressure, and by another output of interest – horizontal 
interference. Absent due to correlation and rarely occurring sce-
narios are marked with grey font colour. (colour image is accessible via 
the link)

Colour Hintf [μm] Cable_
height 
[mm]

Bladder pressure [MPa]

Min Mean Max Probability

[1.35, 1.45] 20.25 35.3 36.3 37.5 29%
21.75 37.0 37.6 38.2 3%
23.25

 24.75
(1.45. 1.55] 20.25 36.5 36.5 36.5 1%

21.75 36.6 37.4 38.3 26%
23.25 38.7 39.0 39.3 4%

 24.75
(1.55, 1.70] 20.25

21.75
23.25 38.0 39.2 40.3 23%

 
24.75 40.2 41.0 41.8 15%
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4  Conclusions

This chapter has presented an application of SimDec to a computationally 
complex magnetic and mechanical, finite-element model of a superconducting 
magnet. This model possesses numerous outputs of interest and SimDec has 
been used to show that the sensitivity profiles of these variables differ quite 
considerably. SimDec provided a convenient way to exhaustively analyze the 
mechanical behaviour of the magnets and their support structure. Among other 
results, the findings confirmed that the aluminium shell thickness is a major 
contributor to the cooldown compression with respect to necessary shimming 
and coil stresses, and that the relative height of the vertical pusher actually 
has little effect on most parameters, in line with the existing knowledge in this 
field. One unexpected and yet unexplained pattern between bladder pressure, 
interference, and cable height is revealed by SimDec. Consequently, SimDec 
could be considered a powerful ancillary tool for determining interdepend-
encies and synergies of the parameters in superconducting magnet. From a 
broader perspective, SimDec has demonstrated a novel way for conducting a 
sensitivity analysis on a complex system with multiple outputs of interest and 
has led to the exposure of previously concealed heterogeneous effects.
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Abstract

Human cognitive skills have their limitations. Effective decision-making, 
however, requires a comprehensive assessment of the factors at stake. 
This work aims to examine how computational tools such as SimDec 
can support the decision-making process and potentially provide more 
clarity though visualizations and scenario decomposition to individual 
decision-makers in their day-to-day lives. Six real-life personal cases were 
tackled with different mathematical modelling approaches from simple 
single-equation functions to multi-criteria decision-making. The result-
ing interaction of the case protagonists with SimDec analytics turned a 
static-decision framework into a dynamic decision-making process which, 
in some cases, even led to a restructuring of the entire decision-making 
situation.

1  Introduction

Our daily life is saturated with instances where we need to make decisions, 
whether these decisions concern something minor (like opting for one tooth-
paste over the other) or something much more substantial (like determining 
a future career path). Certain situations require the analysis of confounded 
information which, in “Optimum Statu”, necessitates time and cognitive 
capacity allocation. A fast-paced and data-saturated environment, however, 
does not always allow for such time investment: choices are always being 
made hastily (Marchau et  al., 2019; Marsden et  al., 2006; Aminilari & 
Pakath, 2005). Thus, the decision-making process has a high chance of being 
biased, especially when combined with high degrees of uncertainty (Dror, 
2020; Baradell & Klein, 1993; Gilbert & Hixon, 1991). Instead of a rational 
assessment of the information at hand, quite often people resort to intuitional 
or heuristic reasoning in instances when anxiety mechanisms are triggered 
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(Klein, 2015; Walczak, et al., 2012; Klein, 2008). Consequently, this underly-
ing level of duress leads to a high chance of negatively impacting the overall 
quality of the decision-making process (Keinan, 1987, p. 639). As a result, a 
“safer” option is commonly opted for instead of the optimal or most strategi-
cally beneficial one (Wagner & Morisi, 2019; Badre et al., 2012).

Humans are both limited by their cognitive structures (i.e. mental pro-
cessing abilities) and, at the same time, overwhelmed by multifaceted and 
often discordant factors. All of the conditions mentioned can induce stress 
(Phillips-Wren & Adya, 2020; Marsden et al., 2006; Lerch & Harter, 2001; 
Hwang & Lin, 1999). In turn, stress contributes to critical information 
being overlooked and discarded when critical decisions must be taken (Van 
Bruggen et al., 1998). Technological support and data visualization tools can 
help in overcoming stress-related cognitive flaws and boost the rationality of 
the decision-making process (Walczak et al., 2012). People encounter com-
plex dilemmas at both organizational and individual levels. Managers decide 
on the strategic development of a company and, outside of their work roles, 
individuals also must make choices. While some decisions are trivial, other 
decisions will shape major future life trajectories. Under either scenario, the 
criteria that we need to consider make it challenging to grasp the full picture 
for reaching a comprehensive solution. Accessible and user-friendly model-
ling and visualization have the potential to assist the decision-making process 
and to reduce/mitigate the negative impact from inhibiting factors.

In this chapter, we examine six situations based on real events where the 
speed of the decision-making is not pressing. Their gravity and complexity, 
nonetheless, hinder the ability to derive straightforward solutions without 
employing analytical tools to support the process. The context of individual 
decision-making implies a divergent quality of risk factors in comparison to 
organizational ones. This is not the same thing as facing the negative reper-
cussions arising from poor decision-making. To counteract potential risks, 
SimDec is used to aid in the problem analysis and solution discovery that the 
six protagonists embarked upon (Kozlova, Moss, Caers, et al., 2024).

2  Cases

We consider six decision-making situations that were recently encoun-
tered either directly by the authors or indirectly by their friends/family (see 
Table 13.1).

The Savings case demonstrates how the annuity function translates a small 
monthly deposit into a future significant gain. Similarly, the Language learn-
ing case is based on a power curve that transforms hours of studying into a 
future mastery level. These two cases demonstrate that even a very basic, sim-
ple function can be studied with SimDec. The SimDec analysis provides valu-
able insights for decision-making that can prove indispensable when even 
more sources of variation of uncertainty are included.
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The Mortgage and Fat percentage cases represent situations where two dif-
ferent model outputs are analyzed: loan term in years and interest expenses in 
euros in the former case, and body weight in kilos and fat percentages in the 
latter. The two outputs in the Mortgage case display the exact same depend-
ency structure and the distribution shape, so one can use the same policy to 
affect both outputs equally. Conversely, the fat percentage case demonstrates 
how a model can produce two different output distributions with different 
dependency profiles from the same inputs. As a result, a compromise strat-
egy should be considered for pursuing the two conflicting objectives, or the 
objectives themselves may need to be reconsidered.

The Country and Car choice cases show how multi-criteria decision-making 
problems, either based on objective data or subjective rating scales, can be 
advanced from simple ordering tasks to a more in-depth investigation of 
the uncertainty behind each alternative and an understanding of the driving 
forces behind it.

All of the models are publicly available, together with the SimDec imple-
mentation in various languages (Kozlova, Moss, Roy, et al., 2024).1

2.1  Savings

Timo leads a frugal lifestyle and wants to convince his roommate of its ben-
efits. Every penny matters and even small, but regular savings, can make a 
difference. The power of regular savings lies in the “miracle” of compound 
interest. Compound interest takes into account not only the sum of all pre-
vious savings, but also the interest already accrued on them (i.e. interest is 
earned on the interest). The more money that is saved, the faster the growth 
of the total balance. Furthermore, the longer the money has been saved, the 

Table 13.1 Modelling construc t for the six cases considered

Case Model Description

Savings Annuity Deciding on monthly saving amount by examining 
the future value of savings

Country MCDM with a Choosing a country of residence based on per-
choice rating scale sonal perceptions of different criteria

Mortgage Cash flow model Computing the loan duration and interest 
expenses under uncertain interest rate

Language Power function Exploring how much time should be committed 
learning to language learning based on experimentally 

derived learning curve function
Car choice MCDM with Deciding on whether to buy a car, and which, 

measured data based on their cost and technical characteristics
Fat per- Addition & Understanding the effect of lean and fat tissue 

centage multiplication reduction on body fat percentage

  

Note: MCDM stands for multi-criteria decision-making.
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more prominent the results of the accelerating growth  The future value of 
savings that compound can be determined by the following annuity formula:

 ( )n   1 1+ r −  
FV = P      (1)

  r     

where FV  is the future value of the balance, P is a regular savings payment, r  
is the interest rate, and n is a number of time periods  The interest rate should 
match the units for the number of periods (i e  annual for years, monthly for 
months) 

The question of interest is how much difference would monthly instal-
ments of €100, €200, or €300 make over a five-year savings challenge in 
which the uncertain interest rate varies uniformly between 0% and 10%  
To address this question, the simple annuity formula (1) with the discrete 
monthly savings amount and uniformly distributed interest rate was simu-
lated 3,000 times to produce the distribution of future (in five years) value of 
savings2 (see Figure 13 1) 

Figure 13 1 shows that monthly instalments of €300 result in nearly four 
times more capital after five years in comparison to instalments of €100 (see 
darker portion of the distribution on the right compared to the light-coloured 
portion on the left)  The higher savings are naturally more sensitive to the 

Figure 13.1 Distribution of f uture savings for different monthly saving amount 
(marked with different colours) and uncertain interest rate. (colour 
image is accessible via the link)
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variations in the interest rate, which results in the wider distribution along 
the X-axis. Higher rates in the €300 scenario generate much more lucrative 
outcomes in comparison to the lower monthly savings scenarios. The heights 
of the three distinct distribution parts do not hold much meaning and are 
only different because the same number of observations (same area) are dis-
tributed on intervals of different width.

By further examining the annuity formula (1), one could notice that the 
future value of savings is linearly dependent on the regular payments, linearly 
dependent on the interest rate (but the two are multiplied reinforcing the 
effect of each other, which is shown in Figure 13.1), but exponentially affected 
by the number of periods (Figure 13.2). Thus, the duration of savings is the 
key to wealthy future, if only one can remain persistent over the long term.

By letting the savings period vary between 1 and 50 years, the distribution 
of future savings changes dramatically. Savings are now not only impacted 
by the exponential effect of the number but also reinforced by the interaction 
between the monthly saving amount and the interest rate (Figure 13.3).

Saving for 17  years or less barely produces a hundred thousand euros 
even under the most favourable conditions (high interest rate and high €300 
monthly payment) – see red scenarios. Only those who can sustain 50 years 
of monthly savings can dare to dream of becoming a millionaire – see the 
long tail of the green scenarios.

Figure 13.2  Future value of €200 monthly savings at 5% interest rate as an expo-
nent of the number of years. (colour image is accessible via the link)
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Figure 13.3  Future savings value under uncertain interest rate (0–10%), variable duration (1–50 years), and monthly payment 
(€100, €200, or €300). The X-axis is truncated; the maximum amount of savings approaches seven million euros 
when all factors are favourable. (colour image is accessible via the link)
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2.2  Country choice

On 24 February  2022, the lives of millions were shattered when Russia 
invaded Ukraine and started a full-scale war. Air strikes, explosions, martial 
law, total panic, and the brutality of warfare – that is how a family from Kyiv 
ended up in Finland. Three sisters, all under 25, with the youngest sibling 
being 15, were taken in by a close relative. A year has since passed - Finn-
ish language courses have been taken, and residency documents have been 
filed. While the middle sibling moved back to Kyiv, Daria, the oldest, found 
herself contemplating her future. Does she want to stay in Finland, return 
to Ukraine, move somewhere else, and if so, to where? Daria decided that 
if she were to move somewhere else, it had to be to an English-speaking 
country – the USA or the UK – where the language barrier would not be a 
substantive concern.

With these four options in mind, Daria was confronted with another 
dilemma: How could she make the choice, and what factors should she 
account for? Since she had a younger sibling to care for, Daria decided that 
the most important criterion for her was to guarantee her sister’s well-being. 
Apart from that, Daria developed six criteria that reflected her life values: 
job availability, language barrier, well-being, climate, healthcare, and qual-
ity of food. The criteria were weighted by their perceived importance. Each 
criterion for each country was scored on a scale from 0 to 100, in a range 
that reflected the subjective assessment, from the most negative to the most 
positive outcomes (Table 13.2.)

Wider score ranges reflect the level of unpredictability and volatility of 
a criterion perception. Given the climate diversity in the USA, the level of 
satisfaction varies significantly if an exact location for potential residence is 
not specified. However, narrow ranges can still denote unpredictability as in 
the first criteria score for Ukraine. In this instance, Daria offered a score of 
50 out of 100, positioning their assessment right in the middle of the range. 

Table 13.2 Inputs to multi- criteria decision-making problem: choosing a country 
based on seven criteria

Criterion Importance Finland Ukraine UK USA

Min Max Min Max Min Max Min Max

Peace of mind 100 % 80 100 50 50 20 60 0 60
about sister

Job availability 100 % 0 20 50 70 0 50 0 50
Language comfort 90 % 40 50 90 100 50 60 70 80
Wellbeing 100 % 80 100 0 50 10 60 0 100
Climate 80 % 10 70 50 100 0 60 0 100
Medicine 80 % 70 75 70 80 0 100 40 50
Food 80 % 0 20 100 100 0 20 0 50
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Consistent with its lack of variability, it potentially conveys a sentiment of 
high uncertainty related to the safety of the younger sister. The resulting 
ambiguity denotes that it is beneficial to examine the assessment logic and its 
context, instead of focusing solely on the scoring results.

Aggregations comprised of many criteria in which the evaluation is 
spread throughout several choice options are not straightforward to com-
prehend. Thus, decision support systems act as a great assistance in the 
decision-making process. A quick intuitive guess, given right after the inter-
view was conducted and prior to results visualization, suggested favouring 
Finland over other options.

For each criterion, a uniformly distributed random number is drawn 
between its specified minimum and maximum. A  simple weighted sum 
aggregation is used to compute the overall score (Triantaphyllou & Sánchez, 
1997), which also accounts for whether each criterion is positive or nega-
tive. In each simulation iteration, a categorical variable denoting the coun-
try defines values for which country are used to compute the score. Thus, 
a single simulation run creates a holistic dataset that represents the entire 
decision situation. The decomposition of results by country is presented in 
Figure 13.4.3

The visualization shows that the overall preference winner is Ukraine, con-
trary to what the initial interview indicated. Finland – the country of current 
residence – followed in second place with a high probability of being “mar-
ginally average”, without any overwhelmingly negative or positive outcomes. 
On the other hand, the UK and the USA demonstrated the highest degrees of 
variability for achieving satisfaction on the designated criteria. Figure 13.4 
exemplifies that multi-criteria decision-making can be unintentionally driven 
by false pattern assessments and a disregard for the complexities within the 
interplay of the criteria.

Delving into specifics, the prospects of integration are facilitated by the 
scale of interaction in the local language. Since Ukrainian is Daria’s native 
language, the level of comfort associated with it is high. Despite scoring sec-
ond overall, Finland is the country with the lowest degree of perceived com-
munication confidence. Despite being fluent in English, the UK and the USA 
produce different outcomes since the local accent variations led to consider-
able variability in the scoring (Figure 13.5).

Both visualizations of country scoring resulted in a higher degree of under-
standing of the options at stake. The aggregated assessment in Figure 13.4 
allowed us to gain a more comprehensive picture of country preferability and 
the different degrees of variation in the estimates. Decomposition on the lan-
guage criterion in Figure 13.5 provided further insights, thereby preventing 
rushed and/or simplified decision-making by Daria, while triggering avenues 
for further research.
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2.3 � Mortgage

Mariia dreams of owning a house right on the lake shore, with the terrasse 
so close to the water one could hear gentle ripples of water while enjoying 
morning coffee. Consideration for buying a new house, however, had been 
darkened by the abruptly rising interest rates and high uncertainty associated 
with the course of their future direction. The question of whether to assume 
a new mortgage stood in the way of her dream.

Colour Country Country score

Min Mean Max

Finland 43 52 61
Ukraine 58 67 76
UK 16 35 54

 US 19 43 67

Figure 13.4 � Accumulated assessment of country preferability. (colour image is 
accessible via the link)
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Colour Country Language 
comfort

Country score

Min Mean Max

 Finland Poor 43 52 61
Medium - - -

 High - - -
 Ukraine Poor - - -

Medium - - -
 High 58 67 76

UK Poor 16 35 52
Medium 17 35 54

 High - - -
US Poor - - -

Medium 19 42 67

 High 21 43 65

Figure 13.5  Language comfort specific assessment of country preferability. (colour 
image is accessible via the link)
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Table 13.3 Det ails of the considered mortgage

Item Value

House price €289,000
Initial capital €150,000
Loan €139,000
Initially assumed duration 20 years
Base rate 3.88%
Volatility 40.00%
Margin 0.88%
Cap level 5.00%
Cap fee 0.25%

The house costs slightly under 300,000 euros  Half of this amount is readily 
accessible, while the other half would need to be borrowed (see Table 13 3)  
The reference interest rate, EURIBOR, is modelled as a stochastic process, 
where the rate each year equals the value from the previous year (starting 
from 3 88% currently) corrected according to a randomly changing volatility 
that assumes values in the range ±40% (see equation 1) 

EURIBOR Et t= +URIBOR −1 ( )1   ,   (1)

where   is the volatility, t is the time period (year), and   is a uniformly 
distributed random variable in the range between −1 and 1  Volatility is set 
arbitrarily at 40% level, which gives a distribution of interest rates at the 
twentieth year in accordance with perceived uncertainty 

The loan interest rate is calculated as EURIBOR plus a margin of 0 88%  
The margin is normally a subject of negotiation with the bank and may 
depend on the personal history with the bank, other offers, etc  The interest 
rate updates on an annual basis  In addition, the possibility of an interest rate 
cap is modelled with the cap applied to the annual interest rate if it is above 
5%  As a payment for the cap, a cap fee of 0 25% is added to the margin  
Figure 13 6 illustrates one of the stochastic realizations of the interest rate 
path with a cap 

Apart from the stochastic interest rate, another dynamic variable is 
binary – the actual switcher of the on/off cap – so in the simulation one 
would be able to trace its effect  All other inputs are assumed fixed 

Based on the given inputs, a simple Excel model4 computes the annual 
mortgage expenses and the duration of the loan using the basic annu-
ity formula  The simulation decomposed by the stochastic interest rate 
and the on/off interest cap is shown in Figure 13 7  Here we can see that 
both outputs, although expressed in different units, have the same distribu-
tion and are affected by the inputs in the same way (same decomposition)   
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Figure 13.6  One realization of the stochastic reference interest rate and the correspond-
ing mortgage rate with a cap. (colour image is accessible via the link)

The combination of absent cap and high interest rates leads to an unfor-
tunate scenario with over 25 years of loan duration and interest expenses 
far exceeding €150,000. All other scenarios appear to be more manageable. 
Interestingly, in the case of low interest rates, the decision to take on the 
interest rate cap does not really affect the big picture and does not lead to 
noticeably higher interest expenses and loan duration. The results speak 
strongly in favour of including the interest rate cap to offset the risks from 
interest rate uncertainty.

2.4  Language learning

Integrating into a new country takes considerable time and effort – blending 
in is not only about knowing the tax brackets and having all documents in 
order (though the importance of both should not be underestimated). Social 
integration implies mental readiness to be included in the host country com-
munity. Language acquisition is one of the leading factors enabling expats 
both to feel accepted and to be perceived as part of the “local” community 
(Adamuti-Trache, 2013; Remennick, 2004). Extending this notion, many 
countries require proof of language skill mastery prior to naturalization. 
The underlying process of language acquisition is what leads to integration 
becoming a reality and not just a wish (Hainmueller et  al., 2017). Lan-
guage skill development has its limits, however. It takes significant time and 
effort, but the moment arrives when new experiences are harder to encoun-
ter and there is little improvement to be made (DeKeyser & Koeth, 2011;  
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Figure 13.7  Decomposition of the loan term (left) and corresponding overall interest expenses (right) by on and off interest 
cap and average interest rate. (colour image is accessible via the link)
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Figure 13.8  A power law curve for y = x0.3. (colour image is accessible via the link)
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Daller et al., 2013). A learning curve represents the process and is best repre-
sented by the power law when it comes to language acquisition (Figure 13.8).

Anna is a researcher who recently moved to Finland. It has been two years 
and one day she woke up feeling that this is truly where her home is now. 
Though the university provides a safe and comfortable English-speaking 
space where one does not feel excluded when not speaking fluent Finnish, 
she felt like she was missing out when it comes to her life outside of her 
workplace. One day, Anna decided to take learning more seriously by setting 
strict targets and deadlines. In her experience, she felt comfortable speak-
ing when her level of language proficiency was at B2. There were several 
options – regular 2-hour evening classes a couple of times a week provided 
by the university, a morning online course with 3.5-hour lessons every other 
day, or an intensive course offered by a local “kansalaisopisto”. However, 
it was hard for her to determine exactly how hard she needed to work to 
achieve the desired result. What course should she choose? Which way to 
go? Could she skip any classes? Would she need to study on her own to com-
pensate for the time missed? To solve her conundrum, Anna used SimDec to 
understand her options better.

Drawing from the learning scenarios available and reproducing the lan-
guage acquisition process from the power law learning curve (Figure 13.8), 
a simple model was simulated. The desired outcome to achieve B2 in the 
Finnish language (denoted by a red line in Figure 13.9) needs to be reached 
in one astronomic year of 365 days. The slow-paced scenario required 1 to 2 
contact learning hours per class, the medium range 3 to 5 hours per class, and 
the intensive pace 5 to 6 hours. All three options were additionally assessed 
by frequency of classes taken a week.5

Based on the results, the target can be achieved only in cases of signifi-
cant time investment. Interpreting Figure 13.9, it becomes apparent that only 
three learning scenarios reach the desired mastery level: medium-range time 
per class in combination with high frequency, intensive learning either com-
bined with medium or high frequency. While the higher number of hours per 
class can lead to a higher probability of goal attainment, in the case of inten-
sive learning, frequency of classes taken per week is less critical.

The total weekly time investment for B2 attainment varies from 9 to 
36 hours, with a higher likelihood becoming noticeable when the commitment 
surpasses the 15-hours-per-week threshold. However, if the goal is extrapo-
lated beyond intermediate speaking proficiency, then the highest results can 
be attained only under the intensive learning–high frequency scenarios. Since 
taking one of the two recommended courses to achieve her language goal 
will require significant time commitment, Anna might need to give up her 
full-time job or find something with a more flexible working schedule.
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Figure 13.9  Language acquisition scenarios. (colour image is accessible via the link)
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2.5  Car choice

Since it is 2023, there are only seven years remaining until one of the Net 
Zero milestone dates. Everyone seems to be discussing what steps we need to 
take to prevent the annihilation of humanity – a veritable rescheduling of our 
end from the “here and now” to some time in “a far distant future” (Leigh, 
2021; United Nations, 2020). EU legislation is being changed with tighter 
rules being adopted. Consumers, companies, and governments are all chang-
ing to abide by the new rules. That is how Yannick ended up in an internal 
debate about the pros and cons of upgrading his 1999 Toyota to something 
newer. The risks were there that his old reliable car might be phased out by 
2030. However, were the phase-out to happen earlier, he would have to pur-
chase a replacement vehicle immediately, with no option to sell his current 
car and to reinvest any proceeds from the sale. Thus, Yannick decided to craft 
a model to portray his dilemma and discern his optimal course of action.

Yannick came up with the following four possible alternatives: keep his 
current car, purchase a new electric car, buy a second-hand electric car, or 
buy a second-hand hybrid car. While researching car options, he devised a 
set of important decision-criteria that included combined costs, range, envi-
ronmental impact, and charging time. The primary, combined cost criterion 
involved a direct summation of the purchase cost, a seven-year estimate of 
maintenance costs, and the annual fuel costs – this direct summation reflected 
more physical logic than alternative multi-criteria aggregations. Yannick 
assessed each criterion based on its relative importance (Table 13.4).

A model6 was formulated to aggregate the input data into a single score (as 
in the previous MCDM case), which was then simulated by drawing uniform 
random numbers from the identified ranges for each criterion and each car 
option. Since the measurement units vary between criteria, the score ranges 
were converted into a standardized grading scale. In addition, each crite-
rion was weighted based on its relative importance (subjectively obtained via 
interview). Despite expressed aspirations towards sustainability goals and 

Table 13.4 Numeric inputs to the car choice pr oblem

Criterion Weight Keep the car Second-hand New electric Second-hand 
electric gasoline

Min Max Min Max Min Max Min Max

Costs, € 100% 25,333 47,670 34,788 51,163 57,088 73,813 27,063 48,145
Range, km 40% 550 600 200 280 315 450 600 800
Time to full 80% 6 10 40 56 12.6 18 6 10

charge, min
Environmental 70% 150 220 20 30 40 50 70 92

impact, kg 
CO2eq
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Colour Car Score

Min Mean Max

Own bioethanol 0.10 0.14 0.18
Second-hand electric 0.06 0.09 0.12
New electric 0.07 0.10 0.13

 
Second-hand hybrid 0.15 0.18 0.21

Figure 13.10  Car replacement option assessment. (colour image is accessible via 
the link)

concerns related to emissions generated, cost was determined to be the most 
influential decision-making factor.

The analytical results indicate that the optimal solution is to acquire a 
second-hand hybrid vehicle. The visualization in Figure 13.10 indicates that 
both electric car options are actually the least favourable when all criteria 
are considered, despite them producing the lowest negative environmental 
contributions. In comparison to the electric car options, Yannick’s existing 
car is also preferable.
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Colour Car Costs Score

Min Mean Max Share

 Own bioethanol Cheap 0.12 0.15 0.18 15%
Medium 0.10 0.12 0.15 10%

 Expensive 0.10 0.11 0.13 1%
 Second-hand electric Cheap 0.09 0.11 0.12 5%

Medium 0.07 0.09 0.12 13%
 Expensive 0.06 0.08 0.10 6%

New electric Cheap
Medium

 Expensive 0.07 0.10 0.13 25%
Second-hand hybrid Cheap 0.17 0.19 0.21 13%

Medium 0.15 0.17 0.19 10%

 Expensive 0.15 0.16 0.17 1%

Figure 13.11 � Car replacement option decomposed by the costs. (colour image is 
accessible via the link)

Since it was indicated that costs were the most influencing factor, a subse-
quent decomposition was performed focused solely on the associated expenses 
(see Figure  13.11). The first glaring insight suggests that a second-hand 
electric car is not that much more expensive when all costs are considered. 
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However, even with acquisition costs taken into consideration, the seven-year 
maintenance and fuel cost projections still resulted in the second-hand hybrid 
option being the most preferable. With either an already-owned bioethanol 
or a potentially purchased second-hand hybrid car, any positioning in the 
expensive range of the cost’s scenario model is highly improbable.

All factors considered, the second-hand hybrid option generates the high-
est score range, so it is recommended that Yannick should actually replace his 
existing car with a second-hand hybrid vehicle.

2.6  Fat percentage

Alexandra greets the mornings on her tiny balcony with a cup of coffee in 
her hand. Her ritual includes 15 minutes appreciating the views of a Califor-
nia reveille – including the empowering sight of outdoor workouts, runners, 
and skaters weaving through the communal hustle and bustle. Before mov-
ing there, Alexandra had never been surrounded by so many people focused 
on well-being. As her social circle expanded to include native Californians, 
the “wellness” culture began permeating Alexandra’s own life – she now 
studies self-care literature and listens to fitness podcasts. At some point, she 
shifted focus to her own nutrient intake. In the midst of the polarizing debate 
on “body acceptance”, the California atmosphere is still overwhelmed with 
messaging that everyone should work toward achieving “their perfect body”. 
Inspired by these vibes of extreme health and lifestyle monitoring, Alexandra 
decided to evaluate the credibility of a once-heard statement “go build some 
muscle to reduce your fat percentage” and to assess whether she needed to 
lift weights to move into the “lean body” club.

The framework of a simple model7 that sums up the weight of lean tissue, 
fat tissue, and bone mineral content and calculates the body fat percentage 
as a share of fat tissue of the whole weight was quickly sketched out. The 
numeric assumptions are presented in Table 13.5.

As one of the health KPIs of many Californians, fat percentage became the 
target of our analysis. Figure 13.12 showcases how the body weight and the 
fat percentage are affected by the mass of fat and lean tissue.

Table 13.5 Numeric inputs to the body fat per centage calculation

Input variable Measured value Assumed variation for 
simulation

Min Max

Fat tissue, kg 13.7 10 16
Lean tissue, kg 39.5 39.5 46
Bone mineral content, kg  2.3  2.3  2.3
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Naturally, these two outputs from a simple additive model have different 
dependency structures. While both fat and lean tissue play a role in the over-
all body weight, for the fat percentage, only fat tissue makes a significant dif-
ference with lean tissue playing an inconsequential role. In essence, growing 
muscle does not help to reduce fat percentage! The lean body target is hard 
to reach unless it is followed up by dieting to decrease the fat tissue volume. 
Although this SimDec exercise was insightful in revealing the actual levers 
behind the KPIs, its execution directed Alexandra to reconsider the overall 
problem formulation and to abandon the target altogether.

3  Discussion and conclusions

This chapter has explored six personal stories which featured the inte-
gration of SimDec into the decision process. To our protagonists, the six 
decision-making cases were quite complex and contained a high degree of 
obscurity. Frequently, the goal of quantification is to describe a real-life phe-
nomenon or system via an abstract simplification. As a result, the scope 
of the computational model complexity is congruent with the scope of the 
complexity of the real-world problem. For the models considered, SimDec 

Figure 13.12  Decomposition of body weight and fat percentage by mass of fat and 
lean tissue. (colour image is accessible via the link)
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served as a support system in the problem analysis. The protagonists were 
provided insights into what, from a purely mathematical perspective, could 
be represented by a simple function. However, it was demonstrated that 
SimDec permitted a clear and comprehensive evaluation of various insights 
and factor interconnectedness within the problems without sacrificing their 
complexity.

When there are several factors to account for, it was established that the 
answer to a question is never quite as intuitive as it might have initially seemed. 
After the problem has been decomposed, visualized, and its results analyzed, 
a more complete understanding of the deep-seated role these underlying fac-
tors play becomes much more apparent. One consequence was that the foun-
dational question paradigm of MCDM has to be shifted. Instead of receiving 
an answer stating which alternative is “the best”, the process needs to allow 
decision-makers to explore what drives “personal choice” and how “can 
one’s options be made better”. In the cases of Yannick and Daria, the explo-
ration uncovered inherent conflict between what each believed should be the 
best option and what is actually the best option based on the multi-criteria 
assessment. All other cases involved goal-oriented approaches. Whether it 
was successful language acquisition or ideal body fat percentage, SimDec was 
used to investigate scenarios of how the individual target could be achieved 
and whether it would be achievable under the fixed set of conditions.

In every instance, the decomposition analysis triggered further inves-
tigation of the problem and led to re-evaluations of what was personally 
important. These reflections posed new questions: Do we need to adjust our 
beliefs to the outcome, or must we make a new assessment of the influenc-
ing factors? Instead of starting and ending with a static decision-making 
model, decomposition analysis provokes iterative exploration pathways. The 
resulting problem design conversions triggered active reformulations of the 
decision-making parameters. SimDec applicability is versatile and, although 
a computational tool, the supplied visualizations empowered the seemingly 
qualitative problems. Whether it is a predominantly prescriptive or descrip-
tive issue, whether the data input consists of carefully sourced measures or 
subjective preference ratios, it was clearly demonstrated that SimDec pro-
duced valuable insights in every instance.
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Notes

1 https://github.com/Simulation-Decomposition/data-models/tree/main/Chapter14.
Sidorenko.

2 https://github.com/Simulation-Decomposition/data-models/blob/main/ 
Chapter14.Sidorenko/1.Savings.xlsm.

3 https://github.com/Simulation-Decomposition/data-models/blob/main/ 
Chapter14.Sidorenko/2.Country_choice.xlsm.

4 https://github.com/Simulation-Decomposition/data-models/blob/main/ 
Chapter14.Sidorenko/3.Mortgage.xlsm.

5 https://github.com/Simulation-Decomposition/data-models/blob/main/Chapter14.
Sidorenko/4.Learning.xlsm.

6 https://github.com/Simulation-Decomposition/data-models/blob/main/Chapter14.
Sidorenko/5.Car.xlsm.

7 https://github.com/Simulation-Decomposition/data-models/blob/main/Chapter14.
Sidorenko/6.Body_fat.xlsm.
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Working on this book has been an extraordinary experience through which 
we have acquired a large number of new collaborators and friends, gener-
ated an unbelievable amount of food-for-thought, and created buckets full of 
new ideas for future research avenues. It has been such a fulfilling process to 
“translate” models from so many different fields and contexts into a unify-
ing decision-making language. We remain eternally grateful that the enthu-
siasm of our contributors has energized the work throughout this book and 
spilled over into numerous new joint projects. We are honoured to have been 
allowed to assume the role of ambassadors for global sensitivity analysis.

The global sensitivity analysis field is an area of sophisticated mathemat-
ics that privileged groups of scientists have been ingeniously integrating into 
their modelling processes. This book, however, is an attempt to make global 
sensitivity analysis readily accessible to modelers residing outside this “elite” 
rank – researchers from specializations without a focus on such mathematical 
rigour. This book represents a unique experimental playground possessing a 
versatile collection of sensitivity analysis adventures. The contributors were 
all so diverse in their research habits, modelling attitudes, conditioned by 
their surrounding working cultures, prior training, and personalities. Some 
were driven by curiosity and passion to understand and improve their mod-
els. Others were competing with their pre-conditioned deterministic mind-
sets. Revelations of unexpected model behaviour made some uncomfortable, 
while others became even more eager to investigate the puzzle.

This book has demonstrated that, independent of modelling pedigree, 
SimDec enables modelers to overcome the various complexities of sensitivity 
analysis and uncertainty analysis. Such simplicity makes SimDec a highly suit-
able tool for researchers of any mathematical proficiency by transforming the 
actual modelling practice itself. Despite this simplicity, SimDec elevates the 
model analysis and decision-making support to an entirely new level, where, 
apart from what to focus our attention on, we start to understand how. 
Numerous chapters have demonstrated the acquisition of decision-making 
insights far beyond those acquired from the more conventional sensitivity 
analysis methods and global sensitivity indices. Varying levels of uncertainty, 
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intricate heterogeneous effects, multiple-if decision strategies – all of these 
have been revealed and enabled by employing SimDec. The book has shown 
how SimDec has identified errors, simplified overcomplicated models, helped 
to introduce necessary complexity in oversimplified models, and inspired 
modelling per se where none existed previously.

The quest of this-book-while-writing has been to introduce a powerful, 
new sensitivity analysis tool to the modelling practices of our contributors. The 
quest of this-book-when-published is to democratize sensitivity analysis – to 
make a sensitivity analysis application accessible to all irrespective of math-
ematical sophistication. And we now ask our readers to assist us further in 
this quest. If you are a programmer, you are invited to contribute to our 
open-source initiative.1 If you are a modeler, go ahead and try SimDec in 
your preferred programming language,2 or use the no-code web dashboard3 
for working with your own problems. If you are a decision-maker, please 
encourage your analysts to consider the adoption of SimDec. Irrespective, do 
not be shy to drop by and say “hi” to the broader sensitivity analysis com-
munity on Discord.4

Notes

1 https://github.com/Simulation-Decomposition.
2 ibid.
3 https://simdec.io/.
4 https://discord.gg/8jkEyqXu2W.

https://github.com/Simulation-Decomposition
https://simdec.io/
https://discord.gg/8jkEyqXu2W


Stochastic Information Packets (SIPs)

The analysis of stored stochastic simulation outputs dates to at least the early 
1990s with the Scenario Optimization of Ron Dembo.1 Similar stochastic 
libraries have been used in Financial Engineering and Insurance. The idea 
forms the backbone of the discipline of probability management2 in which 
uncertainties are stored as vectors of simulated results (Stochastic Informa-
tion Packets, or SIPs). Think of these as vectors of Monte Carlo or histori-
cal data in a column of Excel or R. SIPs may be used with simple vector 
arithmetic in subsequent calculations to create new SIPs. This concept is not 
new but benefitted greatly from the Open SIPmath™ Standards developed by 
the nonprofit that I direct, ProbabilityManagement.org.3 This allows uncer-
tain quantities to be stored as auditable cross-platform data, which, in turn, 
allows stochastic simulations to be linked into collaborative networks. For 
example, stochastic libraries of climate-related hazards developed within 
large time dynamic systems may be used by decision-makers across multiple 
locations in multiple environments such as Python, R, and Excel.4,5.

Having spent a quarter of a century trying to convince people to aban-
don averages for probability distributions, the histogram has been my go-to 
visualization. With the arrival of instantaneous simulation, I coined the term 
Blitzogram to describe interactive histograms, to engage the viewer’s limbic 
system.6 Now in the era of probability management, in which simulation 
results are embedded in the data itself, histograms can be accompanied by 
SIPs, with which you can do downstream calculations (SIPmath) to get new 
SIPs with their own resulting histograms. Thus, computerized vector opera-
tions enable the arithmetic of uncertainty, just as Hindu/Arabic Numerals 
enabled standard arithmetic.7

Histograms and beyond

But the histogram is a blunt instrument, telling you little about its life story. 
Imagine putting a histogram on a psychiatrist’s couch and exploring what 
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factors influenced it growing up. How did those factors interact to create the 
histogram’s various moods – I mean modes?

SimDec, short for Simulation Decomposition, takes a coherent set of sim-
ulation data, that is a SIP library, as input and, for a given output, partitions 
it into subsets of trials reflecting a particular set of influences, for example, 
the distribution of NPV when Price is High and Demand is High, when Price 
is Low and Demand is High, etc. Each region can be displayed in its own col-
our to reflect the multiple personalities of the original histogram (dare I call 
it a Schizogram?). The SimDec approach developed by Kozlova and Yeomans 
is, in essence, a multidimensional binning algorithm to break the data into 
buckets of both X values and personalities – I mean partitions.

What doesn’t SimDec apply to?

And speaking of multiple personalities, the co-authors have sub-co-authored 
with experts in fields as varied as Public Support of Infrastructure Projects, 
Steel Structure Reliability, Superconducting Magnet Design, and many more, 
to write chapters on actual application. SimDec apparently applies to virtu-
ally any simulation with multiple stochastic inputs.

The future of SimDec and SIPmath

The Open SIPmath™ Standards8 were designed for expressing uncertainties as 
data to be used in calculations that reflected the uncertainties of their inputs. 
The initial use case was to aggregate simulations of individual petroleum 
exploration sites into a portfolio in 2005, as discussed later, and required 
specialized software. By 2012, the native Data Table function of Excel, 
which vectorizes formulas, became powerful enough to calculate with SIPs of 
10,000 trials instantaneously. With roughly a billion Excel users worldwide, 
it was time to develop data standards, for the SIP Libraries, which turn out 
to be exactly what SimDec eats for lunch. Furthermore, ProbabilityManage-
ment.org developed an add-in called ChanceCalc,9 which creates interactive 

http://ProbabilityManagement.org
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simulations that run in native Excel without requiring macros. And if a col-
umn containing the partition number is added to SimDec data, then Chance-
Calc can easily create Schizograms as in the example described next. No 
doubt in the future, the communication of SimDec and SIPmath will become 
more fully automated.10

Applying SimDec

It is not surprising that I found a use for SimDec in my own work immedi-
ately. The problem is that of Global Energy Hedging, which arose during a 
project at Royal Dutch Shell in 2005 and resulted in formalizing the discipline 
of probability management. Imagine a portfolio of oil and gas projects in a 
world fraught with both geo-economic (price) uncertainties and geo-political 
(revolution and war) uncertainties. In 2005, we imagined a world in which 
the gas supply to Europe could be suddenly curtailed by political events driv-
ing up the price (well duh!). We imagined a hypothetical country in Africa, 
with two projects that supplied gas to Europe through a pipeline. Economi-
cally, these projects were very profitable on average.11 Unfortunately, the 
country was politically unstable, with an assumed 15% chance of a revolu-
tion. This would render the African investment worthless, cut off 1/3 of the 
European gas supply, and result in a doubling of an already-uncertain price. 
From a portfolio perspective, our model showed that it made sense to hedge 
the African project with a Scandinavian gas project, even if it barely broke 
even at current prices. It would serve as an insurance policy if the political 
upheaval materialized and drove the prices up.

This was a great classroom exercise with a classic classroom flaw. It is 
impossible to predict the probabilities of events such as wars, overthrows, 
revolutions, and the like. In the past few years, computers, and Excel in par-
ticular with its Data Table and Dynamic Arrays have gotten extremely fast. 
To take advantage of these advances, I created a new version of the petro-
leum project model in which the probability of disruption was a variable 
input by the user, triggering an instantaneous 1,000 trial simulation of each 
of 300 portfolios. Then a scatter plot of expected return vs. risk immediately 
updates to reveal the efficient trade-off curve in the sense of Harry Markow-
itz’s Modern Portfolio Theory.

For years I was puzzled by the fact that a portfolio that hedged Africa 
with Scandinavia stayed on the efficient frontier for ranges of probability 
of disruption between 3% and 30%. But using the SimDec approach, I was 
able to decompose the SIP of the portfolio into three SIPs: SIPAfrica = SIPAfrica1 + 
SIPAfrica2, SIPScandinavia, and SIPRemainder. Then it was easy to replace my histogram 
with a Schizogram displaying the contributions of Africa, Scandinavia, and 
the Remainder of the portfolio, including the average contribution of each. 
This helped explain why the hedge was such a robust strategy. The follow-
ing figure displays results for the probability of disruption at 3%, 15%, and 
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30%. The green dot on the efficient frontier represents the same portfolio 
in each case. I  leave it to the reader to imagine where this sort of analysis 
might apply in today’s world. For those who want to play with it, the model 
is available for download from the Project Management page at Probability-
Management.org.

http://ProbabilityManagement.org
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Notes

 1 Dembo, R. S. (1991). Scenario optimization. Annals of Operations Research,  
30, 63–80.

 2 https://en.wikipedia.org/wiki/Probability_management.
 3 https://www.probabilitymanagement.org/.
 4 https://www.psdcitywide.com/curing-flaw-averages-in-climate-change/.
 5 https://www.probabilitymanagement.org/s/FIRE-Fire-Impact-Reserve-Estimator. 

xlsx.
 6 Savage, S. (2001). Blitzograms—interactive histograms. INFORMS Transactions 

on Education, 1(2), 77–87. https://doi.org/10.1287/ited.1.2.77.
 7 Distribution Processing and the Arithmetic of Uncertainty, Savage, Analytics Mag-
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 8 https://www.probabilitymanagement.org/sipmath.
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 10 https://www.probabilitymanagement.org/chancecalc.
 11 Savage, S., Scholtes, S., & Zweidler, D. (2006, February). Probability manage-
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