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Abstract Data-driven business models imply the inter-organisational exchange of
data or similar value objects. Data science methods enable organisations to discover
patterns and eventually knowledge from data. Further, by training machine learning
models, knowledge is materialised in those models. Thus, organisations might risk
the exposure of competitive knowledge by sharing data-related value objects, such
as data, models or predictions. Although knowledge risks have been studied in tra-
ditional business models, little research has been conducted in the direction of data-
driven business models. In this explorative qualitative study, we conducted 28 expert
interviews in three rounds (two exploratory and one evaluatory) and identified five
types of risks along the three basic types of value objects: data, models and predic-
tions. These risks depend on the context, i.e., when competitive knowledge could be
discovered from shared value objects. We found that those risks can be mitigated by
technology, contractual regulations, trusted relationships, and adjusting the business
model design. In this study, we show that the risk of knowledge leakage is a rele-
vant risk factor in data-driven business models. Overall, knowledge risks should be
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considered already during business model design, and their management requires
an interdisciplinary approach via a balanced assessment. The level of knowledge
protection from a technology perspective highly depends on computer science inno-
vations and thus is a moving target. As an outlook, we suggest that knowledge risk
will become even more relevant with the extensive usage of machine learning and
artificial intelligence in data-driven business models.

Keywords Business model innovation · Data analytics · Data-driven business
models · Knowledge risks · Risk management · Value objects

1 Introduction

Developments in big data technologies and artificial intelligence (AI), as well as
the availability of large data sets, hold the opportunity for the development of
new products, services, and business models (Günther et al. 2017; Woerner and
Wixom 2015), so-called data-driven business models (DDBMs) (Hartmann et al.
2016; Wiener et al. 2020). Such business models often imply the exchange of data
and similar data-related value objects. Further, in such business models, sensitive
information and competitive knowledge are materialised in data or models. At the
same time, data science methods allow extracting information or knowledge from
fine-granular, heterogeneous data, leading to potential risks when data is shared.
Whereas before, knowledge needed to be represented in a much more explicit man-
ner. Thus, it is challenging for organisations to evaluate what knowledge could be
discovered from shared data sets (Zeiringer and Thalmann 2020). For instance, sim-
ply “looking at the data” (i.e., at the headers of a database or descriptive statistics
over a single dataset) is not enough to assess which knowledge could be drawn from
the data. Sharing data implies the risk—which we refer to as knowledge risks—that
competitive knowledge could leak and spill over to other organisations.

For example, we found such risks in a case study with an industrial company
(Fruhwirth et al. 2019). In this case, novel knowledge of a real-world physical
phenomenon (i.e., predicting the residual lifetime of a physical component) was
generated from data and materialised in a model. Building new DDBMs around this
model (i.e., offering the model) could imply the risk of leaking core knowledge, as
one workshop with managers of this company showed. Further, the willingness to
share data is often a prerequisite for a DDBM, but potential knowledge leakages neg-
atively influence this willingness. Thus, DDBMs require balancing between sharing
and protecting knowledge. Further, IP might be shared or could be re-engineered
when offering machine learning (ML) models through an API (Application Pro-
gramming Interface) (Hanzlik et al. 2021).

Knowledge risks have been studied in strategic alliances (Hernandez et al. 2015;
Jiang et al. 2016; Kale et al. 2000) and traditional business models (Al-Aali and
Teece 2013). However, as shown above, DDBMs imply new types of risks, partic-
ularly that knowledge may spill over to competitors via sharing data and similar
value objects. Although such risks exist, little has been written about how different
types of offerings of DDBMs, or exchanged value objects in particular, relate to
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knowledge risks. Therefore, we address the following research question in this pa-
per: What knowledge risks are associated with sharing different types of data-related
value objects in data-driven business models, and what are protection measures?

To answer this research question, we interviewed 28 experts from industry and
academia to explore cases of knowledge risks. We structured different types of
risks, contextual factors and protection measures based on the three basic types of
value objects: data, models and predictions. Based on our findings, we suggest three
fields of action to mitigate knowledge risks in DDBMs: using technology, adjusting
the business model design and establishing trustful relationships and contractual
regulations. Managing knowledge risks in DDBMs requires a balanced view and
interdisciplinary approach already during the design of a DDBM.

2 Background

2.1 Data-Driven Business Models

Data-driven business models (DDBMs) have a conceptual focus on value creation
from data (Guggenberger et al. 2020). A business model is a conceptual tool that
allows a simplified description of how organisations create, deliver and capture value
(Osterwalder and Pigneur 2010; Osterwalder et al. 2005; Teece 2010).

Firms with a DDBM utilise data as a key resource for new business (Hartmann
et al. 2016). They generate customer value through data analytics and machine learn-
ing (Schüritz et al. 2017b). Data analytics and machine learning techniques are used
to discover insights from data (Kühne and Böhmann 2019). These insights are de-
livered as data analytics-based features, products, or services and support customers
in their decision-making process (Schüritz et al. 2019) and enable the generation
of new revenue streams (Schüritz et al. 2017a). Thus, data intermediation is the
central value proposition (Dorfer 2016). Developing a DDBM requires business and
technological capabilities (Stahl et al. 2023).

Literature started to analyse and categorise DDBMs from different perspectives.
Two common approaches are to differentiate based on the type of data sources
used (e.g., internal existing or self-generated data vs externally acquired, customer-
provided or free available data; see, e.g., Hartmann et al. 2016) or the type of
analytics used (e.g., descriptive, diagnostic, predictive, vs prescriptive; see, e.g.,
Hunke et al. 2019). As data intermediation is the central value proposition (Dorfer
2016), it is also worthwhile to distinguish DDBMs based on the type of value
proposition and offerings. For instance, Schüritz et al. (2019) differentiate between
data, insights, and actions as offerings. Dehnert et al. (2021) further differentiate
between data, information/knowledge, actions and non-data products and services
in DDBMs. Hirt and Kühl (2018) describe Model-as-a-Service and Prediction-as-a-
Service as two other types of offerings.

These offerings can be differentiated by the type of exchange of value objects
(Leski et al. 2021). A value object, as described in the e-3 value ontology, “is
of value for one or more actors. Actors may value an object differently and subjec-
tively, according to their own valuation preferences” (Gordijn and Akkermans 2003,
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Data-Driven Business Models
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Fig. 1 Subtypes of DDBMs based on exchanged value objects

p. 120). Concerning DDBMs, such a value object can be data (e.g., Dehnert et al.
2021), models (e.g., Hirt and Kühl 2018) or predictions or insights in general (e.g.,
Schüritz et al. 2019).

By data, we understand a tradeable collection of “codified observation[s] fixed
in a tangible medium” (Thomas et al. 2023, p. 256). Shared data can be in the
form of specific data points, whole data sets (or data streams) or aggregated data
(e.g., via descriptive statistics). By model, we understand a program or function
that can identify patterns or provide predictions based on previously unseen input
data. A model is a result of applying a machine learning algorithm to a set of
(training) data. A model consists of its code and configuration. Hirt and Kühl (2018)
differentiate between base models specific to one particular problem and transfer
models that can be applied or transferred to a set of similar problems. The type
of prediction encompasses identifying patterns, predicting events or attributes, or
recommending actions based on incoming data applied to a learning model (Hirt
and Kühl 2018). Predictions also represent target-specific insights that are shared to
solve a specific (decision) problem of the customer, create customer benefit, and, in
return, generate revenue.

As Fig. 1 illustrates, data-, model, and prediction-sharing business models can
be understood as three subtypes of DDBMs. Differentiating DDBMs based on ex-
changed value objects is still under-represented in the DDBM literature, but a rea-
sonable differentiation when it comes to knowledge risks: We assume that sharing
different types of value objects leads to different types of risks.

Examples of DDBMs that provide data as an exchanged value object are API-
based data-sharing business models in logistics (e.g., Möller et al. 2020). In such
data-sharing business models (Schweihoff et al. 2023) or “data-as-a-service” busi-
ness models (Chen et al. 2011), the business model owner grants other parties access
to his own data set in exchange for compensation (Schweihoff et al. 2023; Vesselkov
et al. 2019). One major obstacle to data sharing in organisations is the concern about
exposing sensitive data and giving competitors a competitive advantage (Gelhaar and
Otto 2020; Schweihoff et al. 2023). Thus, security aspects, such as usage restrictions

K



Schmalenbachs Zeitschrift für betriebswirtschaftliche Forschung (2024) 76:357–396 361

or cryptography, need to be implemented in such business models (Schweihoff et al.
2023).

Examples of DDBMs that provide models as an exchanged value object are Lan-
guage-Model-as-a-Service (Sun et al. 2022). In such a model-as-a-service business
model, the user provides or uploads data to the service provider who builds (trains)
a model based on this training data and his own human and/or machine intelligence
(Hirt and Kühl 2018).

Examples of DDBMs that provide predictions as an exchanged value object are
prediction APIs (Santhosh et al. 2019). In a “prediction-as-a-service” or more general
“analytics-as-a-service” business model, the provider applies a (machine learning)
model to the input data provided by the customer to generate a prediction of events,
recommendations or to identify patterns and finally to support decisions or automate
actions for the customer (Hirt and Kühl 2018; Schüritz et al. 2019). We subsume
these different terms under the term prediction for the context of this paper.

2.2 Knowledge Risks Emerging from Data Sharing

DDBMs involve new types of risks. Large-scale data sharing can cause leakage
of competitive knowledge and intellectual property (Zeiringer and Thalmann 2020;
Zeng et al. 2012). This risk is called knowledge risk and comprises potential knowl-
edge attrition, loss, leakage or spill-over of knowledge that could adversely affect
the organization’s strategic advantage (Durst and Zieba 2017; Perrott 2007).

Competitive knowledge of a firm can be discovered from shared data sets using
advanced analytics methods (Ilvonen et al. 2018). Further, it is difficult for firms
to evaluate which knowledge could be discovered by external actors from shared
data (Zeiringer and Thalmann 2020). Known approaches for external acquisition of
competitive knowledge that endanger a firm’s intellectual property are information
leakage in supply chains (Zhang et al. 2012), industrial/data espionage (Thiel and
Thiel 2015), or data breaches (Khan et al. 2021). An adversarial actor could also
obtain valuable knowledge by reverse-engineering the firmware of a physical product
to reconstruct an embedded algorithm (Thiel and Thiel 2015). For instance, it is
technically possible to reverse-engineer black-box neural networks (e.g., Oh et al.
2019), or to steal machine learning models via API access (e.g., Tramèr et al. 2016).

The described attacks can lead to unintended leakage or spill-over of knowledge,
denoted as knowledge risk (Ilvonen et al. 2018; Zeiringer and Thalmann 2020).
A knowledge risk is the “measure of the probability and severity of adverse effects
of any activities engaging or related somehow to knowledge that can affect the func-
tioning of an organisation on any level” (Durst and Zieba 2018, p. 2). Knowledge
risks can be analysed by the factors that cause them and the preventive measures
organisations can take (Durst and Zieba 2017). Managing knowledge risks in terms
of knowledge protection is one core strategy of knowledge management (Loebbecke
et al. 2016). It is crucial for organisations as knowledge is essential for competitive
advantage (Jennex and Zyngier 2007). Therefore, knowledge protection prevents
unwanted knowledge leakage to non-authorized people and organisations (Manhart
and Thalmann 2015). Existing knowledge protection literature focuses on formal and
explicit knowledge. It does not consider tacit knowledge in organisations (Manhart
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and Thalmann 2015) and the knowledge that can be discovered from data streams
(Ilvonen et al. 2018). While explicit knowledge (e.g., materialised in data-related
value objects) could quickly leave a company, tacit knowledge is more difficult to
transfer and informal knowledge protection practices are needed (Thalmann et al.
2024).

Finally, developing business models can be understood as a set “of concrete
choices and the consequences of these choices” (Casadesus-Masanell and Ricart
2010, p. 198). Managers must balance expected risks and estimated returns when
deciding between different business model design options (Casadesus-Masanell and
Ricart 2010; Tesch et al. 2017). Such risks can threaten the profitability of the
business model or even the firm’s value (Brillinger 2018), making it necessary to
manage the risks. Risk management generally involves identifying, assessing and
monitoring risks (Brillinger et al. 2020; Hallikas et al. 2004). Risks are usually
evaluated by assessing the probability of a risk event and its impact on the business
model (Hallikas et al. 2004; Brillinger et al. 2020). The problem with assessing non-
financial risks, such as cyber security risks, is that little quantitative information is
available, especially no reliable probability distributions (Franke 2020). Despite
this, identifying and deciding how to deal with risks already in the business model
design is crucial (Girotra and Netessine 2011). After identifying and being aware of
risks, managers can adapt the business model design as a risk management measure
(Brillinger et al. 2020).

Our Conclusion from the Literature DDBMs can be differentiated based on the
offering or, in particular, exchanged values. Based on the literature, we have stated
that offerings in DDBM can be distinguished by three types of value objects: data,
models and predictions. Further, knowledge protection literature recognises data
sharing as a knowledge risk in general and that extracting knowledge from shared
data is possible via data science methods. We already have the first evidence from
previous research that exchanging data-related value objects can lead to knowledge
risks (Fruhwirth et al. 2019). Nevertheless, the relationship between knowledge risks
and exchanged data-related value objects in DDBMs has not been studied, and this
connection has not been made by previous literature.

3 Research Method

Our study aims to explore knowledge risks specific to DDBMs due to the specific
nature of value objects. Given the novelty of the problem and lack of understanding
of how and if knowledge risks occur in DDBMs, we applied an exploratory, qualita-
tive research design that is appropriate for investigating why a certain phenomenon
occurs (Yin 2009). The research design is qualitative, as we analysed interview data
(see data collection section below), and exploratory, as we used a bottom-up data
analysis method as informed inductive coding (see data analysis section below).
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Table 1 Overview of our data collection process

Interview Round 1 Interview Round 2 Interview Round 3

Interview
partici-
pants

16 Interviews 7 Interviews 5 Interviews

7 Researchers (R1–R7), 9 Indus-
try Experts (I1–I9) active in data-
driven services, business model
innovation and knowledge risks

3 Researchers (R8–R10),
4 Industry Experts
I10–I13 active in data-
driven services

5 Industry Experts
(I14–I18) active in
data-driven services

Duration 35–75min 38–59min 40–59min

Goal,
main
questions
and con-
tent

Focus on knowledge risks in
DDBMs in general

Focus on knowledge risks
from sharing data-re-
lated value objects (data,
models and predictions)

Evaluation of results
Presentation of
5 types of knowl-
edge risks

Main
outcomes

Knowledge risks differ if data,
models or predictions are shared

Identified five types of
risks based on the three
types of value objects

Subtypes of risks for
each type of shared
value objects &
contextual factors

3.1 Data Collection

Due to the tacit and sensitive nature of the topic for organisations, we decided
on expert interviews in three rounds as our primary data source (see Table 1), as
interviews allow comprehensive discussions (Yin 2009). As interview partners, we
selected 28 experts, 18 from industry (I1–I18) and 10 from research institutions
(R1–R10) (see Table 3 in Appendix A).

We followed a purposive sampling strategy (Etikan 2016) and, in particular, an
expert sampling strategy that is useful “when investigating new areas of research”
and in particular when “there is currently a lack of observational evidence” (Etikan
2016, p. 3). As it was challenging to identify suitable cases (i.e., organisations) where
knowledge risks have or could occur, as such information is not publicly available,
we also selected consultants and researchers as informants who reported such cases.
Academic experts reported on their experience and cases of knowledge risks in
DDBMs based on their collaboration with industry (e.g., as part of research or
consulting projects). We selected experts based on their knowledge and experience
in developing DDBMs or supporting organisations in that process. For academic
experts, we considered their recent publications on DDBM as an additional selection
criterion. The selection of experts in the initial interview round was broader: we
also selected experts in business model innovation and knowledge risks in general
to explore the topic. We searched for experts in our immediate network and through
an extended network on the LinkedIn platform (2nd order contacts).

We conducted the interviews as face-to-face meetings or via digital communica-
tion software and audio-recorded them. Appendix A provides a detailed description
of the experts who were interviewed.

The scope of the first interview round was very broad, serving as a starting point
to explore knowledge risks in DDBMs. After initial data analysis, we found that
differentiating and analysing knowledge risks in DDBMs based on exchanged value
objects is interesting and reasonable. Therefore, we conducted seven additional and
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more focused interviews with additional experts. In this second interview round,
we presented and discussed the three data-related value objects (data, model, and
predictions) and asked about cases and their relation to knowledge risks. In the first
round, not all value objects were covered in each interview as the insights emerged
over time. Further, we investigated motivations and practices in the design phase
of a DDBM in detail, as we could now ask more focused questions in the second
round.

At the beginning of our semi-structured interview guideline, we presented work-
ing definitions of central concepts and an abstract problem definition, illustrated
with a case example. The interview was divided into two parts: The first two-thirds
of the interview focused on exploring the problem of knowledge risks in DDBM.
The last one-third (only in interview round 1) focused on discussing requirements
for ICT tools identifying and describing knowledge risks in DDBMs (Fruhwirth et
al. 2021). We asked the interview partners for real examples from their context to
concretise and ground the discussion as much as possible within their experience.
The guideline was tested with a PhD student from the same subject (with practi-
cal experience) and methodological knowledge (training) regarding the guideline’s
comprehensibility, question flow and structure. We adjusted our interview guideline
for the second set of interviews through detailed questions (e.g., regarding protection
measures) and a short presentation of our interim results. We presented each type of
value object shortly and asked the experts how they perceived the knowledge risk
related to each value object.

To validate our results, we conducted a third interview round with five additional
industry experts in data-driven services and data analytics. The interviews lasted
between 40 and 59min. We again presented our problem definition, the concepts
from the data analysis step after the two previous rounds and the five types of risks
identified. Further, we provided one slide per type of risk with a short description
and one example from the initial expert interviews. The three guiding questions for
the evaluation interviews were: 1) Do you perceive these risks as relevant for your
business? 2) Are there any other types of risks missing in that context? 3) Is the
description of each risk reasonable for you?. Table 1 summarizes our data collection
process.

3.2 Data Analysis

Interviews were fully transcribed and cleaned. Quotes used in this publication from
interviews conducted in German were translated into English (marked with a “*”)
and reviewed by a second researcher. We analysed this data following a qualitative
content analysis approach via informed inductive coding (Mayring 2015) using
MAXQDA V.11.

For analysing the first round of interviews, the dimensions of analysis were themes
that corresponded to the leading interview questions and developed a provisional
coding scheme to structure the data. The major themes from the interview guideline
have been “causes for knowledge risks”, “consequences of knowledge risks”, and
examples. For the theme of the causes, we generated “influencing factors” and
“mechanism” as our major categories. We distinguished between “type of knowledge
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risk” and “second-order consequence” for the consequence theme. We have informed
our inductive categories based on the literature presented in the background section,
as Mayring (2015) suggested.

The intermediate category system was iteratively discussed among three re-
searchers to focus the exploratory research until we arrived at three different types
of data-related value objects (data, models, and predictions) that were suitable to
analyse and distinguish knowledge risks in DDBMs, as they imply different types
of knowledge risks. The value object types are based on the literature, e.g., Gordijn
and Akkermans (2001) for the basic concept of value object; and, e.g. Hirt and Kühl
(2018) for specific value object types data, models and predictions.

For analysing the data from the second round of interviews, we tightened the
codes and category scheme and dropped all unrelated to knowledge risks associ-
ated with exchanged value objects (e.g., dropping codes like knowledge loss arising
from leaving data scientists). If we identified new themes, we created new codes
and matched them to the existing category scheme. We extended our categorisation
scheme to describe the relation between value objects and knowledge risks. We
constructed further categories to analyse and describe the risks, such as “protection
measures”, “knowledge retrieval mechanism”, “type of knowledge”, the “reason
for sharing/exchanging”, and “influencing factors” with different subcategories and
codes informed by the literature. Appendix D shows exemplary text segments and
corresponding codes mapped via the type of value object to the “Knowledge Pro-
tection Measure” category. In the last iteration of data analysis after the second
interview round, we derived for each type of value object one or two types of risks
(see results section).

For analysing the third round of interviews, we focused on identifying subtypes
of risks to have a more differentiated view of the risks. Therefore, we also re-
coded the data from the first two rounds of interviews. Further, we aimed to identify
contextual factors that influence the risks. Therefore, we simplified our category
system to types of knowledge risks (integrating “reason for sharing/exchanging”
and “knowledge retrieval mechanism” from round 2), contextual factors (integrat-
ing “influencing factors” and “type of knowledge” from round 2) and “knowledge
protection measures”. We found that the risk is higher when competitive knowledge
is involved and that balancing expected benefits and risks was perceived as impor-
tant. Further, we found from our additional interviewees that trusted relations and
contractual regulations are two important protection measures.

4 Results

Sharing different types of data-related value objects lead to different types of risks:
the risk of leaking competitive knowledge from shared data, the risk of leaking
competitive knowledge by using a data service, the risk of leaking competitive
knowledge from shared model, the risk of inference on the original training data
from a shared model and the risk of reconstructing a model from shared predictions.
For each type of value object, we present different types of risks, contextual factors
influencing the risk and knowledge protection measures. Table 2 gives an overview of
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our results by stating the type of value object, then the (sub-) type of risk, contextual
factors and knowledge protection measures. Subsequently, Sect. 4.1, 4.2 and 4.3
describe the risks associated with the value objects data, models, and predictions,
respectively.

4.1 Sharing Data

4.1.1 The Risk of Leaking Competitive Knowledge from Shared Data

Organisations share data in a DDBM in return for economic or other non-financial
benefits. Our interviewees are aware that knowledge can be discovered from data
sets if domain knowledge, complementary data sets, or the necessary data analytics
capabilities are available. The knowledge is represented implicitly in the data, and
with data analytics methods, this knowledge can be discovered from the data, as one
expert explained:

“With the help of methods, you try to make the implicit information in this data
explicit. For me, the data are the shell of the information. If you share it with
someone who knows how it works, then he can generate an incredible amount
of insights from it, which definitely have a business-critical factor.” (I8*, CEO
Data Science Company A)

The interviewee mentioned “an incredible amount of insights”, which shows
that he is aware of the risks but that it is very difficult to say which knowledge
can be discovered exactly. This means that the data provider cannot specify the risk
explicitly. Rather the risk is vague, and everyone has to be prepared for the unknown,
as another expert mentioned:

“Indeed, it seems to me that the risk is a very high one. Because it’s so undefined
because you’re extracting something from this data that wasn’t expected.” (I5*,
Director Digital Business)

This vagueness is a big challenge and makes the systematic assessment of knowl-
edge risks in shared data sets challenging, especially if the business model owner
is not aware of this implicit knowledge. We found that sharing data can lead to
different knowledge risks depending on the business model.

Sharing Data Sets in Open Data Initiatives Could Lead to a Spill-Over and Thus
Imply Knowledge Risks One motive for sharing data in the reported cases was
to foster innovation and to create promising future business opportunities. The most
extreme case for this direction was sharing data sets in open data initiatives so that
others can build new services and the provider benefits from indirect revenues or
reputation. However, this means that competitors could also access that data, which
could lead to an unintended spill-over of knowledge and thus imply knowledge risks,
as one interviewee mentioned:

“All my competitors can also access this open data. And then, of course, I don’t
want them to gain too many insights into my operations so that they can dis-
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cover my competitive advantage and re-engineer and exploit it. As an open data
provider, I try to find this balance between knowledge protection and knowl-
edge sharing.” (R8*, Researcher Data-Driven Service)

The interviewee mentioned a very important aspect: the balance between knowl-
edge sharing and protection. Thus, while sharing data to foster innovation, organ-
isations contrast the potential benefits with the potential negative impact of losing
competitive knowledge. This is also the case if organisations share knowledge in
a defined group, e.g., among project partners, to jointly develop a DDBM. Such
stakeholders could also be in a competitive relationship.

Risk when Exposing Knowledge for Joined Data Service Development When
developing a new service or platform, the organisation must share data with its
partners and thus implicitly also competitive knowledge. Thus, there is the risk of
leaking competitive knowledge when jointly developing a DDBM and, therefore,
sharing data (e.g., for training a machine learning model). One expert mentioned
here a potential case from the automotive domain:

“If manufacturers A, B and C [...] are now jointly considering to build a data
platform in order to generate telematics services that work everywhere, then
this is fundamentally a knowledge risk.” (I8*, CEO Data Science Company A)

The interviewee finally points to the knowledge risk resulting from sharing data
sets.

Risk of Reselling Data by the Customer to Third Parties when Offering Data-
as-a-Service One interviewee also mentioned the risk of reselling data by their
customers to third parties when offering data-as-a-service. At the same time, he
mentioned that they handle this via contracts:

“That is, of course, standard in our contracts, for the data they have only a pure
right of use but no right of exploitation. The right of use, the separation is dif-
ficult again, because if I sell the data to some consultant, he interprets the data
for himself in some way, he has used it, and with the knowledge generated he
now advises someone else.” (I18*, Managing Director Data Service Company)

However, the expert also acknowledges the challenge of enforcing such contracts.

4.1.2 The Risk of Exposing Competitive Knowledge by Using a Data Service

One particular type of risk in data sharing evolves when an organisation or their
employees use another organisation’s data or prediction service. In this case, the
service user often has to share his data with the service provider and, by that,
risk that competitive knowledge might spill over. This risk will become even more
important when using AI services and data science pipelines in the cloud. One expert
mentioned the case where knowledge might be leaked through an AI service:
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“If you have employees who use ChatGPT, you also have the risk that informa-
tion leakage happens—that information from your company goes somewhere
else without anyone wanting it to. If you write a technical problem as a prompt,
then OpenAI will also get your company secrets.” (I15, Consultant Data Pro-
tection & AI)

4.1.3 Contextual Factors

The severity of the risk emerging from sharing data depends on the context, par-
ticularly the value of the knowledge, i.e., if it is competitive knowledge that might
be leaked. Competitive knowledge about production processes or product configura-
tions or their development could be discovered from shared product-related data with
the help of data science methods. Such knowledge is especially critical in complex
engineering products, such as vehicles, that require special engineering knowledge
and huge development efforts. Shared data sets often allow the retrieval of such
knowledge for unintended reasons in addition to the purpose for which it was col-
lected and shared. One interviewee mentioned an incident where a car manufacturer
shared data with a production equipment provider for predictive maintenance and
where the provider could discover competitive knowledge on the production process
from the data:

“who could use this data to determine precisely when the customer was re-
tooling his production line, how many units of a particular vehicle type were
produced. Because he could derive exactly this data through various analyses.”
(I6*, Manager Data Analytics Consulting)

The interview partner described a concrete incident from his practice and linked
it to the challenge of complex analytics. Complex analytics comprise multiple data
analysis methods applied to the shared data set and combining it with other (pub-
licly available) data. One experienced manager further mentioned one imaginable
example from the automotive domain where a car manufacturer would share data of
his vehicles on a platform:

“You can’t upload all the data from the CAN bus, from the ECU. Otherwise,
someone with malicious intent could extract a lot of information from it about
the development of the vehicles, about the performance of the vehicles, about
the quality. All of this could be extracted from such data” (I8*, CEO Data Sci-
ence Company A)

The interviewee is aware of the potential knowledge leakage and takes this into
account while sharing. The consequence he described, in this case, is “you cannot
share everything”. You rather have to select and share based on the expectation that
others can retrieve. In our interviews, we found that a differentiated consideration
of knowledge risks is necessary, as one manager from the semiconductor industry
pointed out:
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“On the other hand, when I talk about data that directly relates to the product,
with which it is possible to draw conclusions about the architecture and tech-
nological specifics. Here, of course, the situation is different and the sensitivity
of the information is higher.” (I17*, Manager Data Analytics Semiconductor
Company)

On the other hand, the manager also mentioned that sharing operational data
from their production machines for maintenance or optimisation was perceived as
less critical, as no conclusions on competitive knowledge are possible.

The risk of knowledge leakage through data sharing depends on the context. If
data is shared that relates to competitive knowledge, i.e., about their products or core
processes, that allows an external party to make conclusions on the architecture or
technology used, then it is perceived as critical. If the data relates to a more common
context, such as the maintenance of machines, sharing data was perceived as less
critical. Thus, what is competitive knowledge is very specific to the company and
depends on its business model.

One interviewee, therefore, pointed to the direction that internal balancing is
necessary, i.e., at what stage is the retrieval of knowledge not acceptable for the
company anymore? They need to take measures:

“The internal discussions have to be held about when we have reached a level
where drawing conclusions about the data or, for example, the vehicle’s config-
uration, the production, the development, is no longer acceptable for us, and we
therefore have to do something else.” (I14*, Consultant Data-Driven Services)

4.1.4 Knowledge Protection Measures

As we have seen above, knowledge risks in DDBMs are very contextual, i.e., if
the shared data relates to competitive knowledge. One protection measure that our
interviewees mentioned was to classify the data sources and to decide if this data
can be shared or not, as one manager from the semiconductor industry mentioned:

“And you have to have business processes in place. That’s what we have at
our company in place, where you evaluate the data according to categories,
from public to strictly confidential, for example.” (I17*, Manager Data Science
Semiconductor Company)

Another mechanism to tackle knowledge risks and enable data sharing is to
involve a data platform. It mediates the data exchange between actors with technical
measures implemented in the platform while preserving the provider’s knowledge.
The automotive manager further mentioned here:

“That’s why there are all these data-sharing platform initiatives, [enabling] data
exchange under the premise of knowledge preservation. So, I can retain my
knowledge but still share data. However this may work, it’s a task that probably
needs to be solved so that it really takes off.” (I4*, Manager Data Analytics)
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The interviewee highlighted that knowledge protection concerns seem to be one of
the main motivations for the rise of data platforms. However, he also acknowledges
that protection concerns must be addressed properly before implementing a DDBM.
There are also technical measures regarding secure technologies, like encrypting
or decentralising data when performing data analytics and thus applying methods
such as multi-party computation or homomorphic encryption. Another approach
mentioned was to share only synthetic data, i.e., data generated by generative AI
with similar properties necessary for sharing.

Our interviewees frequently also mentioned using contracts such as NDAs (Non-
Disclosure Agreements) to tackle this risk. Nevertheless, they cannot prevent knowl-
edge leakage when the contract is breached. Further, our interviewees frequently
mentioned trusted relationships as a measure to mitigate knowledge risks. One prac-
tical approach mentioned was to begin sharing smaller and less critical data sets and
to intensify the relationship over time.

Firms and customers might be over-cautious and over-protective and, therefore,
unwilling to share their data for fear of knowledge risks. This would imply that the
DDBM is not implemented. This is especially the case as there is currently much
awareness of data-related risks. Our interviewees reported the fear that others could
benefit more from sharing and, therefore, as a consequence, decided not to share the
data. This is perceived as a barrier for DDBMs, as one data science manager in the
automotive industry mentioned:

“Because all the companies in the [supply] chain are so afraid of losing know-
how, they don’t share the data. [...] This leads to the fact that it is sometimes
difficult in the data environment for me to do business.” (I4*, Manager Data
Analytics)

Not realising a DDBM is the most extreme knowledge protection measure which
is chosen if the perceived (vague) risks outweigh the perceived benefits of the
DDBM. Therefore, our interviewees suggested balancing the expected benefits and
possible risks:

“And then there is also the question of the benefit: How much information can I
gain when I give out data for further processing, versus the risk, what am I
giving away?” (I18*, Managing Director Data Service Company)

Thus, the risk can be reduced by running a data service or prediction model on-
premise, i.e., locally at the customer’s premise, so that the data does not have to be
shared. Another approach would be to use federated learning architectures, where
the data stays local and only (transfer) models are shared or the weights of a neural
network.

A further knowledge protection measure is sharing models instead of data. Mod-
els are exchanged to protect the underlying data and allow a bidirectional flow of
information without exposing competitive knowledge, as one data science professor
explained:

K



Schmalenbachs Zeitschrift für betriebswirtschaftliche Forschung (2024) 76:357–396 373

“To build a model in order not to share the data. The model is already a risk mit-
igation method. With the goal, though, that you then have a flow of information
in both directions.” (R4*, Professor for Data Science)

The important aspect mentioned here is that exchanging models is a risk mitiga-
tion strategy, which is part of DDBMs.

4.2 Sharing Models

4.2.1 The Risk of Leaking Competitive Knowledge from Shared Model

Competitive knowledge might be leaked by sharing models, as knowledge from
experts (e.g., engineers) is introduced to the model in the process of creating or
training (e.g., engineering knowledge about the ageing behaviour of a certain tech-
nical component). Models could also reveal information they have learned but not
intended to be shared. If the model is shared in a white-box-like manner (i.e., shar-
ing the code with parameters and configuration), competitive knowledge is likely
shared, leading to a knowledge risk. For instance, models are delivered as part of
a consulting or engineering project to support the customer in developing a DDBM,
as one interviewee reported:

“We are a service provider for model development and algorithms, and we sell
those directly to our customers, then we always sell a bunch of knowledge too.”
(I4*, Manager Data Analytics)

The interviewee highlights that, with the model, a huge amount of knowledge is
transferred to the customer. Thus, our interviewees acknowledge that competitive
knowledge could spill over to other actors if models are shared. The interviewed
manager is already aware of this problem and mentioned later that there are hardly
any organisational guidelines to ensure that shared models are not misused regarding
knowledge leakage.

Reconstruct the Parameters or Configuration from a Black-Box Model Even
if models are shared as black boxes, i.e., the configuration and parameters of the
model are hidden, there is also the risk that knowledge can be retrieved through re-
engineering of the model through specific data science methods from a theoretical
point. Overall this risk was perceived as low compared to white-box models. One
data analytics consultant reported here on one case:

“In general, you can re-engineer nearly every model if you know the input and
the output. Then there are also algorithmic methods to decompose analytics
models. There are methods from explainable AI to understand them. [...] We
see this more, and more frequently, our customers try to better understand how
our models work.” (I6*, Manager Data Analytics Consulting)

This example shows that business customers are already trying to understand and
re-engineer models and that providers are aware of this fact. However, similar to
other security mechanisms, it is a question of effort.
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Needing to Explain how the Model Comes to Certain Decisions or Predictions
The requirement of fair, accountable, and transparent AI (FAT AI) creates a demand
to explain how models come to a certain decision or recommendation. One profes-
sor in Business Analytics sees this as a challenging trend from the perspective of
knowledge protection and reported on one case from an industry project:

“And there is a pressure here from the customer to the provider. Because you
have to explain how a chatbot comes up with that conclusion. So, in that way,
you are kind of exposing the algorithm behind this. [...] the openness of the
algorithm means that you also expose knowledge.” (R3, Professor for Business
Analytics)

This example shows that providers could be forced to expose their underlying
models and algorithms, and thereof knowledge could be retrieved from the exposed
model. Thus, FAT AI-compliant models or explainable AI approaches could reduce
the protective effect of models in DDBM.

Leaking the Model to a Third Party, e.g., when Collaborating with a Startup to
Build the Model A knowledge risk from sharing models could also arise when
a model is jointly developed with a partner (e.g., an AI start-up) and the model is
leaked there to a third party. One manager, for instance, mentioned one potential
scenario:

“Let’s say I have a transformer model that knows exactly how I make a chip
at our company. If I lose something like that out of my hands, for example
by cooperating with a startup or a partner company, whether it’s small or large.
Then I lose all know-how at the push of a button.” (I17*, Manager Data Science
Semiconductor Company)

4.2.2 The Risk of Inference of the Underlying Training Data

Further, data science methods, such as model inversion attacks, allow someone to
infer the original data used to train the model. Competitive knowledge might spill
over when the model user can reconstruct the original training data from a shared
model, in particular, to infer the structure of the data (e.g., particular data fields) or
the structure in the data (e.g., properties of the sample and the bias in the data). So-
called model inference is technically possible in particular cases, according to data
science literature (e.g., Fredrikson et al. 2015). Our experts mentioned that this can
happen if a model is overfitting. This is particularly important for generative models,
where not the original training data is generated, but only similar data. One of our
interviewees mentioned here one hypothetical example where this model inference
could happen:

“[...] Then there is the risk that you are revealing information about your own
data with the models. [...] Let’s assume we take two insurance companies. They
want to improve fraud detection. They exchange meta-information or train
models together to do that. From that, you can get the structure of the data
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used for training. And that underlying structure can already give one insurance
company, which of course is a competitor, a lot of information about the other.”
(I9*, CEO/Co-Founder Data Science Company B)

4.2.3 Contextual Factors

The risk of knowledge leakage from sharing models depends on the context, i.e., if
competitive knowledge can be derived from a shared model. Especially in consulting
and engineering, preserved domain knowledge from experts is leaked when white-
box models are shared, as one interviewee reported:

“If I take these models and give them away, then I’ve taken the knowledge
that I’ve discovered from people, from their actions, from their labelling, from
their input, preserved it in the model, and sold it to the outside world. That’s
a tremendous risk.” (I4*, Manager Data Analytics)

This case shows that expert knowledge from employees is materialised into mod-
els. As part of an engineering business, models are shared with their customers.
Moreover, through sharing the model, the materialised knowledge of their experts
could spill over to their customers.

One expert from the semiconductor industry (I17) also mentioned a future exam-
ple in terms of generative AI and transformer models that could explain how to build
a technical system (e.g., a microchip). This could be a huge risk if such a model was
trained with company-specific data and leaked (e.g., through a collaboration with
a start-up).

The risk depends on how easily the model can be applied and transferred to other
application scenarios, as one manager mentioned:

“If it [the model] is very specific to a problem, I’m not afraid. [...] If the model is
very generic and easily transferable to different types of problems, to a different
data set, to a different context, [...], then we have to be careful.” (I4*, Manager
Data Analytics)

The interviewer mentions, “I am not afraid” and “we have to be careful”. Both
phrases clearly indicate that this is a well-evaluated decision. Beyond abstract trans-
ferability, another organisation also needs the capability and knowledge to apply
the model. Further, the availability of appropriate data sets where the model can be
applied influences the risk, as one consultant mentioned:

“Without the raw data, the algorithm is less useful for me. [...] has the other
party also the same raw data or other data with similar formats? If yes, then that
is a big risk. [...] And the highest risks are in cases in which when the algorithm
is leaked, and the raw data is available or reproducible.” (I6*, Manager Data
Analytics Consulting)

The interviewee points to the strategy of keeping the training data in the back and
just sharing the model. This is especially important, as many successful DDBMs
rely on unique dynamic data sets generated through using the service (e.g., location

K



376 Schmalenbachs Zeitschrift für betriebswirtschaftliche Forschung (2024) 76:357–396

data of traffic participants to predict traffic jams). Thus, the model only has value if
it is used in combination with this available data. Another influencing factor is the
volatility of the model: The risk increases if the model is valid for a longer period.
Whereas the risk is lower if a dynamic model is constantly adjusted and updated.

Models implicitly contain the knowledge represented by the data used to train the
model. Building a model also comprises knowledge of how to create value-added
information from raw data, as one consulting manager explained:

“[You need] a combination of knowledge of the data scientist who just looks at
the raw data, at the graph, very simply speaking, and the engineer who knows
exactly how the machine works, who knows exactly what it means when there’s
a pressure drop in the hydraulic arm of the welding robot.” (I6*, Manager Data
Analytics Consulting)

This statement shows that, on the one hand, domain-related knowledge, e.g., from
engineering, is needed to train a model. On the other hand, knowledge from the data
science discipline is also needed. Domain (expert) knowledge about a real-world
phenomenon can add value to the model, such as specific casualties or relation-
ships that cannot be discovered from the data itself but need additional contextual
knowledge on the domain. Data science knowledge involves the labelling, prepar-
ing, and aggregating of the data and subsequent analytics and algorithmics and their
combination.

4.2.4 Knowledge Protection Measures

Our interviewees mentioned that traditional legal protection mechanisms for IPR
(e.g., patents) do not work for models. As the knowledge is only implicitly contained
in the model, a lawsuit to convict the guilty seems very challenging. Therefore, the
owner of the know-how and IP should be defined in contracts, e.g., the IP regarding
the model creation remains at the provider.

Further, our interviewees mentioned defining and identifying what information
should be revealed by the model and which not to build the model accordingly and
ensure that the model is only used as intended. Models should be designed so
that they only disclose the intended minimum amount of information (e.g., only
the transfer function without revealing the influencing parameters (e.g., I17)). This,
again, requires alignment and balance between sharing and protecting knowledge.

The risk also depends on the balance between generated returns and the estimated
risk. For instance, one expert mentioned that the monetary value of selling a model
would be significantly higher than only sharing predictions, in particular, if the code
of the model can be accessed. Thus, the risk can also be mitigated by adjusting the
business model, or more precisely, the pricing model.

Thus, protecting knowledge in DDBMs is currently mainly performed via techni-
cal measures. One simple knowledge protection mechanism is to share only black-
box models:
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“For example, if I share the source code, where I can see every parameter of
the [decision] tree, then it’s clear that I’m selling critical knowledge. But in
contrast, if I make predictions black box-like, then I would find it difficult to
reconstruct the parameters.” (I2*, Data Scientist Automotive Company A)

Our interviewees suggest applying data science methods to prevent model in-
version attacks, such as randomisation in training, differential privacy, or other
anonymization methods. For example, our interviewees mentioned using different
loss functions or synthetic data for model training.

Another protection mechanism is to keep the model within the organisation’s
knowledge boundary and offer the model as a service via a platform or an API.
However, the user of the model has to share his data now with the service provider,
which could create a knowledge risk for the user. The provider shares only the
results.

4.3 Sharing Predictions

4.3.1 The Risk of Reconstructing a Model from Shared Predictions

Competitive knowledge might spill over when plenty of predictions are shared, and
the receiver can reconstruct the model or parts of the model based on these pre-
dictions. According to computer science literature, reconstructing models based on
predictions is technically possible in particular cases (e.g., Tramèr et al. 2016). How-
ever, such attacks can be mitigated easily by restricting the number of predictions
or the value range. Thus, this risk was perceived as low.

One way to discover knowledge is to reconstruct the underlying model by provok-
ing lots of predictions. Moreover, the model allows inferences about the materialised
knowledge. One academic expert in knowledge protection pointed to the problem:

“If you sell many outcomes, yeah, then it would be even then possible to re-en-
gineer the algorithm itself. If you are looking at what kind of results are created
by what kind of data.” (R5, Senior Researcher Knowledge Management)

However, the interviewee refers to “what kind of data”, and another interviewee,
a data scientist, specifies this in more detail:

“If you take a look at the predictions now, you’ll probably see a few features and
check for which group it’s working better or worse. You’ll be able to reconstruct
something there.” (I2*, Data Scientist Automotive Company A)

As he says, “to reconstruct something there”, he acknowledges the big challenge
of discovering competitive knowledge from a prediction-based value proposition.
However, our interviewees perceived the risk of knowledge leakage through sharing
predictions as low as, for instance, one interviewee said:
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“For example, the customer only gets the results back. In that case, I think
the risk is very low that any knowledge will drain from the provider because
the customer doesn’t have access to that knowledge.” (R8*, Researcher Data-
Driven Services)

This statement shows that the knowledge is hidden and that the customer has no
direct access to the model and the materialised knowledge in the model. Further,
our experts (e.g., I17) noted that it is not so easy to derive clear conclusions—the
inference is subject to probabilities.

4.3.2 Contextual Factors

Reconstructing the model from predictions is possible from a theoretical point of
view. However, in reality, this is not trivial and requires some prior information
on the model available. How easy it is to reconstruct the model also depends on
its complexity and the input data variability, as one expert in the field of DDBMs
explained:

“The heart of a good model is the variance of the input factors. And if I just
offer an API, where I only provide a result to certain input values, but the input
data that have led to that model has more variety than I’m allowing through the
API, I can actually [prevent that well].” (I5*, Director Digital Business)

As this quote shows, re-engineering a model based on lots of “results” that we
call predictions depends on the variance of the input data if it covers the whole input
space. The knowledge is hidden and is materialised in the prediction model itself.
The single prediction thus offers only a small and scattered glimpse of the model.
Many predictions need to be collected or even provoked in a systematic attack to
re-engineer knowledge:

“If you send enough different queries, you can already [reconstruct] what
knowledge is materialised in the model. Depending on the complexity of the
problem, this might be a task at the moment, which do not allow model re-
engineering due to the complexity.” (I1*, Data Analytics Consultant)

This quote shows that reconstructing knowledge is possible but requires signif-
icant effort and expertise. If insights about the model are successfully collected,
knowledge could be discovered. One mentioned example of knowledge that could
be reconstructed is the bias that the model has learned. Further, one must balance
the effort if it is worth it for the attacker.

4.3.3 Knowledge Protection Measures

When predictions are shared through access to a prediction model, one simple pro-
tection measure is to control the access in terms of the number of allowed requests,
the minimum time span between two requests, and the range of input values. Lim-
iting the number of requests prevents brute force attacks for reconstruction and
also denial of service attacks. Potential attacks could be recognised through atypi-
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cal requests, e.g., uniformly distributed across the input space, as training and re-
engineering a model requires a broad range of input data. Our interviewed expert
continued:

“First of all, when someone penetrates me and asks me questions over the entire
vector space, then I notice that this is atypical. That would be a uniform distri-
bution in the query, which is totally atypical for such a thing, there you rather
have a normal distribution in the queries.” (I5*, Director Digital Business)

One protection measure is to build a prediction service that relies on dynamic
data, such as real-time vehicle location data, generated through service usage and
not shared with other actors. Even if the prediction model could be reconstructed
based on many predictions, the knowledge cannot be applied as one malicious actor
cannot access the necessary data. Another protection measure lies in the design of
the business model: in prediction-as-a-service business models, pay-per-use revenue
models are often used, which means that requesting lots of predictions gets expen-
sive, and by that, even if something could be reconstructed from the model, it was
compensated monetarily.

5 Discussion of Results

5.1 Discussion of Problem and Risk Relevance

In our interviews, we found that knowledge risks are a relevant topic in data-driven
business models. For the three types of value objects data, model and prediction, we
identified five types of risks that arise when they are exchanged in a DDBM: The risk
of leaking competitive knowledge from shared data, the risk of exposing competitive
knowledge by using a data service; the risk of leaking competitive knowledge from
a shared model; the risk of inference of the underlying training data; and the risk of
reconstructing a model from shared predictions.

The validation interviews confirmed the five types of risks, i.e., no additional types
were suggested or emerged, and the description of the existing ones was sufficient.
The risk of exposing competitive knowledge by using a data service was perceived
as the most relevant risk in the validation interviews, as one expert brought it to the
point: “I think that is the biggest, but also very hard to grasp, threat or fear that the
management in the industry has now” (Industry Expert 14*). One problem is that
the risk is very difficult to grasp. Therefore, there is sometimes a lot of fear, and as
a consequence, companies are very cautious, and DDBMs may not be realised.

Knowledge Risks in DDBMs Depend on Contextual Factors of the DDBM Itself
The risk depends on the area of the company from which data-related value objects
are shared. For instance, if data is shared to optimise an ancillary process (e.g.,
maintenance of production machines), the risk is perceived as less critical. Whereas,
if data from their core process allows inference on their core processes, e.g., the
design and configuration of products, the knowledge risk was perceived as critical.
Thus, it must always be assessed if the (potential) leaked knowledge is competitive
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and business-critical. Our data also suggest that knowledge risks are particularly
relevant in knowledge-intensive businesses that want to innovate towards DDBMs
in addition to their existing business model. In such business models, domain ex-
pert knowledge (e.g., engineering) is materialised in models that are shared with
customers and partners as part of a DDBM. Thus, competitive knowledge might be
put at risk. Further, in business models with complex systems and high competition
(e.g., the automotive or semiconductor industry), organisations are very restrictive
about data sharing, as corporate secrets might be shared with the data.

Knowledge Risks in DDBM Differ from Knowledge Risks Associated with Tra-
ditional Business Models As more areas of an organisation are digitised, there
is a risk that more competitive knowledge is materialised in (AI) models. These,
however, are easy to transfer compared to traditional business models, where engi-
neers from the competition need to be headhunted or a product needs to be reverse
engineered. In DDBMs, leaking a model could be sufficient for knowledge leakage.
With the spread of generative AI and transformer models, we assume this aspect
will become even more important in the upcoming years (cp. Tredinnick and Lay-
bats 2023). Thus, the question of how to protect knowledge and IP in DDBMs will
become more important.

5.2 Discussion of Protection Measures—How to Deal with the Risk?

We found that knowledge risk in DDBMs can be mitigated by technology (which
might be fast changing), by business model design options, and by ensuring trans-
parency, building trust and contractual regulations. As a synthesis of these three
areas of action, one major strategic implication of our work is that knowledge risk
mitigation in DDBMs needs a differentiated and balanced assessment of whether
the perceived risk has a negative economic impact or is acceptable compared to the
expected return in the DDBM.

5.2.1 Technology to Mitigate Knowledge Risks

A knowledge risk can often be reduced upfront by technology. Computer science
literature discusses several technical attacks to retrieve something from data and
models (see, e.g., Kaissis et al. 2020). Such attacks encompass training data leak-
age, model stealing, reverse engineering or membership inference (Hanzlik et al.
2021). Preventing such attacks or exacerbating the knowledge discovery process
can be done by technical measures that relate to contemporary computer science
research (see, e.g., Kaissis et al. 2020). Privacy-preserving technologies tailored to
the context of big data analytics ensure the confidentiality of the data (e.g., Yak-
oubov et al. 2014). Examples of such privacy-preserving technologies are multi-
party computation (e.g., Archer et al. 2018), data anonymization (Zeiringer et al.
2024), homomorphic encryption (e.g., Alabdulatif et al. 2020), watermarking (e.g.,
Regazzoni et al. 2021) or meta- and transfer machine learning (e.g., Hirt and Kühl
2018), which were also mentioned by our experts as technical protection measures.
Such technology, like multi-party computation, has already been found to be a pro-
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tection measure to mitigate knowledge risks in data-centric collaborations (Zeiringer
2021).

Summing up, the level of knowledge protection from a technology perspective
highly depends on data science innovations and thus is a moving target. Thus, it
is important to continuously monitor advances in computer science, both in terms
of potential attacks and retrieval mechanisms and technical protection measures.
This means technical expertise is needed in the strategic discussions for designing
DDBMs.

5.2.2 Measures in Business Model Design to Mitigate Knowledge Risks

Proper design of a DDBM, particularly a proper choice of value object itself, is
also a knowledge protection measure. A model can be shared when sharing data
is considered too risky (i.e., competitive knowledge could be discovered from the
data). Sharing models instead of data as a protection measure has been shown in the
case of an R&D collaboration in the semiconductor industry (Kaiser et al. 2021).
Also, instead of providing data to use a (prediction) service, federated machine
learning can be applied (Hirt and Kühl 2018). In federated machine learning, the
model is distributed to where the data is instead of gathering the data where the
model is (Kaissis et al. 2020). When sharing a model is considered as too risky
(i.e., competitive knowledge could be discovered from the model), predictions can
be shared. Instead of giving out the prediction model, it can be accessed via an
API enabling pay-per-use business models (Hanzlik et al. 2021). Also, detailed
adjustments of the offering, such as limiting the number of access queries or the
allowed data range of input values, could reduce the risk.

Nevertheless, there is a trade-off between sharing model (where the service
provider risks a knowledge leakage) and sharing data (where the service user risks
a knowledge leakage). Running a machine learning model on a client’s computing
systems can raise the fear of leaking details of the model, giving away the service
provider’s competitive knowledge (or IP) (Hanzlik et al. 2021). A protection against
direct model access is an offline deployment of machine learning as a service (i.e.,
client site execution where model and computation remain secret) (Hanzlik et al.
2021).

Summing up, we assume from our explorative study that addressing knowledge
risk concerns already during the design phase of a DDBM via suitable business
model design (and in particular, a proper choice of the value object as part of the
value proposition) is a key success factor for DDBM. This also depends on available
technology and thus aligns with the field’s technical developments.

5.2.3 Transparency, Trust and Contracts to Mitigate Knowledge Risks

Beyond addressing knowledge risk by technology and adjustments in the business
model design, we found transparency, establishing trustful relationships and proper
contracts as a third opportunity to mitigate knowledge risks in DDBMs. We assume
that doing business with data in a B2B context will be only sustainable and profitable
in the long term when data transparency and trust are part of the value proposition.
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Trustful relationships through openness and security standards have also been noted
as one measure to address knowledge risks in data-centric collaborations (Zeiringer
2021). Further, it is important to have proper contract regulations regarding the
allowed usage of shared data-related value objects and instruments/sanctions for
breaches. Nevertheless, these aspects have not been the focus of this study but
have been mentioned frequently by the interviewees, e.g., that they have contractual
regulations, such as NDAs, in place.

5.2.4 Strategic Implication: Multi-Perspective Assessment and Balancing of
Knowledge Risks

To manage knowledge risks in DDBMs, it is important to assess the risk differen-
tiated and balance sharing and protecting knowledge in a DDBM, as we perceived
that there is partly very much fear, insecurity or overcautiousness regarding shar-
ing data-related value objects. Knowledge protection literature suggests assessment
and preventive measures (i.e., a clear risk assessment) and awareness for managing
knowledge risks in data sharing via digital supply chains (Zeiringer and Thalmann
2022). Also, our interviewees suggested a differentiated view on the risks: When is
competitive knowledge shared, or can it be discovered from a shared data-related
value object? Is it company-critical knowledge? Is there an imminent business risk
if something goes wrong? Second, there is also the question of to whom the knowl-
edge goes. Is it a competitor, where it leads to a competition problem or to other
stakeholders, where it is less problematic? Third, the effort and outcome of attacks
also need to be evaluated. What is the effort to reconstruct something compared
to the expected gain? Can reliable statements be discovered or only probabilities?
Further, it must be evaluated up to which point it is acceptable that conclusions
on the competitive knowledge can be drawn and at what point the risk is so high
that measures must be taken. Thus, it is important to balance knowledge sharing
and protection (Manhart and Thalmann 2015) and balancing estimated returns and
acceptable risks in a DDBM (Casadesus-Masanell and Ricart 2010).

This balancing and differentiated view are, in particular, important, as some of our
interview partners mentioned that ideas for DDBMs are often not realised because
actors are afraid of sharing data and thus implicitly risk unwanted knowledge spill-
overs. Data exchange represents an obstacle due to confidentiality and privacy con-
cerns (Miorandi et al. 2012). Thus, knowledge risks can be a barrier to innovation
and influence the adoption of DDBMs. Considering them already during business
model design and understanding the choice of value objects as a possible knowledge
protection measure can help overcome this barrier.

5.3 Embedding the Discussion into Current Literature Streams

Our findings also relate to current literature streams in the context of DDBMs: data
privacy and security in DDBMs, enhancing inter-organisational data sharing via
data intermediates and trust-enhancing technologies, or the advancement of DDBMs
towards AI-based business models.
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With our study we connect to current literature on privacy and security in DDBMs.
Privacy can be a threat or an opportunity (competitive advantage) in a DDBM.
Therefore, privacy and data-driven business must go hand in hand (Schäfer et al.
2023a). Cybersecurity and privacy have been found as important capabilities for
a DDBM to ensure confidentiality (Stahl et al. 2023). Ensuring data security via se-
cure processes, legal frameworks and usage policies has been also found as a design
principle for DDBMs (Azkan et al. 2022). Thus, security is an important factor in
implementing DDBMs (Rashed et al. 2022). Security can be implemented via tech-
nological measures (e.g., encryption) and organisational measures (e.g., contractual
agreements) to increase trust and transparency in data sharing (Azkan et al. 2022;
Stahl et al. 2023). Overall, the strategic integration of IT security is seen as a key
challenge in digitalization projects (Guggenmos et al. 2022) and DDBMs in partic-
ular. And therefore, risk management activities need to be aligned with the process
of developing DDBMs (Schäfer et al. 2023a). In recent studies, the fear or risk of
leaking sensitive information and competitive knowledge has been listed as one of
many barriers in data sharing and DDBMs (e.g., Fassnacht et al. 2023; Azkan et al.
2022). In this study, we provided an in-depth study of this specific risk. Therefore,
with our work, we extend existing literature on privacy and security in DDBMs,
that often has a focus on personal data, with the additional perspective of knowl-
edge risks, particularly that competitive knowledge can be leaked when exchanging
data-related value objects in a DDBM. Further, we identified particular measures to
manage knowledge risks as part of ensuring security in DDBMs.

Our results also connect to the current discussion in the literature on secure
data exchange across the value chain with the help of data intermediaries (e.g.,
Stachon et al. 2023), such as data spaces (e.g., Gieß et al. 2023), and trust-enhancing
technologies (Schäfer et al. 2023b), such as Multi-Party Computation (e.g., Agahari
et al. 2022). These solutions address the risk that companies could lose competitive
advantage when they participate in data sharing (e.g. Agahari et al. 2022) or the fear
that shared data could be misused against them (e.g., Opriel et al. 2021). Data spaces
also aim to solve the issue of data sovereignty when sharing data (e.g., Gieß et al.
2023). In this paper, we point to specific protection measures via data intermediates
(like Data Marketplaces) and secure technologies (like Multi-Party Computation)
and provide an application scenario in the context of DDBMs to prevent knowledge
risks.

Our results also connect to the current debate in the literature on the advance-
ment of DDBMs towards business models built around machine learning and AI
(e.g., Vetter et al. 2022; Weber et al. 2022), where the issues of organisational data
sharing will become even more important (Kanbach et al. 2023). (Generative) AI
is data-driven and requires large amounts of data and, therefore, will affect organi-
sational data sharing (Strobel et al. 2024). In such business models, data is used to
train AI models instead of generating insights; these AI models are then embedded
in services and products (Weber et al. 2022). AI-based business models induce, in
particular, the automation of knowledge work through AI (Coombs et al. 2020). AI
can complement or substitute humans at work (Murray et al. 2021). This delegation
of tasks is related to agentic Information Systems (Baird and Maruping 2021). Such
AI systems generate models that “provide descriptions and explanations for orga-
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nizational knowing processes”, contain prediction and decision functions and can
perform real actions in the environment (Shollo et al. 2022, p. 9). Thus, competi-
tive knowledge can be materialized in AI models. When these models are used in
a service or is part of an offering, competitive knowledge could be leaked—a risk
that we denoted as knowledge risks in this study. In our results we have already
pointed in that direction. Thus, we contribute the perspective of knowledge risks to
the topical literature on understanding and realizing AI-based business models.

6 Conclusion

In this interview study, we explored different types of knowledge risks in DDBMs
with experts from research and industry. We explored the risks along three basic
types of value objects: data, models and predictions and identified contextual factors
and protection measures.

6.1 Implications

This study offers four implications that contribute to a deeper understanding of
knowledge risks in DDBMs and, thus, to the ongoing debate on data sharing by
adding the perspective of knowledge risks to DDBMs.

First, we contribute that the risk of knowledge leakage is a relevant risk factor in
DDBMs. Knowledge risks in DDBMs differ from knowledge risks associated with
traditional business models, as competitive knowledge is materialized in data or (AI)
models, which makes knowledge more explicit to transfer. Thus, with our findings,
we contribute a new risk that could occur in a DDBM and by that extending the
existing debate on data privacy and security in DDBMs (e.g., Schäfer et al. 2023a;
Azkan et al. 2022). We add the perspective of competitive knowledge that needs to
be protected.

Second, we contribute that knowledge risks should be considered already in the
design phase of a DDBM, and their management requires an interdisciplinary ap-
proach via a differentiated and balanced assessment. By studying knowledge risks
and protection measures, we contribute to existing research on the design and real-
ization of DDBMs (Rashed et al. 2022) and, in particular, by addressing a DDBM-
specific risk (Fruhwirth et al. 2020). Further, we contribute to existing work on
risk management in business model innovation in general (e.g., Brillinger 2018;
Brillinger et al. 2020).

Third, we contribute that the level of knowledge protection from a technology
perspective highly depends on computer science innovations and thus is a moving
target. With our findings, we contribute to the literature stream on inter-organisa-
tional data sharing supported by data intermediates and trust-enhancing technologies
(e.g., Agahari et al. 2022; Gieß et al. 2023; Schäfer et al. 2023b; Stachon et al. 2023)
by providing application scenarios in the context of DDBMs where such technology
could be needed. Simultaneously, we contribute to the field of knowledge risks in
data-centric collaborations (e.g., Ilvonen et al. 2018; Kaiser et al. 2021; Zeiringer
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and Thalmann 2022) by adding the case of DDBMs as one form of data-centric
collaborations.

Fourth, we contribute that knowledge risk in DDBMs will become even more
relevant with the extensive usage of machine learning and AI in DDBMs, particularly
in knowledge work and knowledge-intensive businesses as competitive knowledge
can be materialized in (AI) models. Thus, we contribute to the literature stream on
AI-based business models (e.g., Farayola et al. 2023; Kanbach et al. 2023; Weber
et al. 2022) by highlighting knowledge risks that could be associated with such
business models.

6.2 Limitations and Future Research

Our research certainly comes with some limitations and opportunities for future
research. First, due to the novelty of this topic, the availability of research data was
limited, because of cases where a knowledge risk in a DDBM was identified are
challenging to identify and experts that encountered such a risk in that context are
hard to find. We have conducted exploratory research as a starting point to bring this
problem to the discussion. Thus, further research is needed to establish a theoretical
framework for knowledge risks in DDBMs and to investigate subtypes of risks in
more detail.

Second, regarding the data collection process, we relied on expert opinions and
their perception of knowledge risks in DDBMs. Collecting data from real-world
cases via company representatives was difficult, as such information is usually not
publicly available and shared. Further, sometimes the interviewees mentioned no
real-world cases but described knowledge risks that they assumed to be relevant.

Third, in this exploratory research, we did not focus on quantifying the risks,
i.e., estimating the probability and economic impact, as these depend highly on the
individual context. Further research could develop and evaluate a set of criteria to
assess and quantify the risk of knowledge leakage through shared value objects.

Fourth, based on our cases, we can see that the type of business model also
influences the risk, e.g., sharing data in open data initiatives (with an open circle
of stakeholders) implies a different risk than sharing data to develop a data-driven
service with dedicated partners jointly. Therefore, we see one avenue for future re-
search to investigate contextual factors of knowledge risks in DDBM in more detail.
We assume that knowledge risks are, in particular, critical for knowledge-intensive
businesses and business models with complex systems and high competition (e.g.,
the automotive or semiconductor industry). Such organisations are very restrictive
with data sharing as corporate secrets might be shared with the data.

Fifth, we see important areas for future research in the context of AI. In this paper,
we striped this topic at the edge. We assume that knowledge risk will become more
important through the widespread deployment of AI in organisations: First, through
the intensive usage of AI tools in the cloud, like large langue model-based tools
(e.g., ChatGPT or deepl for translators) by employees of an organisation, sensitive
information and therefore competitive knowledge might be leaked. Second, such AI
models might expose information they have learned but were not intended to, e.g.,
in large language models. Third, through the increasing importance of explainable
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and trustworthy AI, an organisation might have to open their models and expose
competitive knowledge. Finally, with developments in generative AI, models will
become more powerful, especially in engineering and knowledge-intensive compa-
nies. If AI can replace knowledge work, then leaking such a model would imply
a huge risk.
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7 Appendix

7.1 Appendix A

Table 3 List of Interviewed Experts

Round ID Type of Position Industry Duration
(min)

Language

1 R1 Professor for Digital Business Research 36 EN

1 R2 Professor for Business Model Innova-
tion

Research 61 DE

1 R3 Professor Business Analytics Research 35 EN

1 R4 Professor for Data Science Research 56 DE

1 R5 Senior Researcher for Knowledge Man-
agement

Research 67 EN

1 R6 Professor for Knowledge Management Research 60 DE

1 R7 Professor for Knowledge Management Research 59 EN

1 I1 Consultant Data Analytics Consulting 39 DE

1 I2 Data Scientist Automotive 52 DE

1 I3 CEO/Co-Founder Cyber Security 63 DE

1 I4 Manager Data Analytics Automotive 62 DE

1 I5 Director Digital Business Information
Technology

76 DE

1 I6 Manager Data Analytics Consulting 67 DE

1 I7 Manager Digital Business Automotive 48 DE

1 I8 CEO/Co-Founder Data Science 70 DE

1 I9 CEO/Co-Founder Data Science 45 DE

2 R8 Researcher Data-Driven Services Research 50 DE

2 R9 Research Group Leader Data Analytics Research 53 DE

2 R10 Senior Researcher Data-Driven Services Research 38 DE

2 I10 Manager Data Analytics Consulting 55 DE

2 I11 Manager Data Science Data-Driven
Service

45 DE

2 I12 Managing Director Data-Driven
Service

48 DE

2 I13 Consultant Business Model Innovation Consulting 59 DE

3 I14 Consultant Data-Driven Services Information
Technology

59 DE

3 I15 Consultant Data Protection, Artificial
Intelligence

Consulting 43 DE

3 I16 Founder and Managing Director Consulting 50 DE

3 I17 Manager Data Science Semiconductor 42 DE

3 I18 Managing Director Data-Driven
Service

40 DE
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7.2 Appendix B: Interview Guideline

7.2.1 Guiding Questions Interview Round 1

� Problem description
� Do you see this as a relevant problem? And do you know any similar examples?
� What other causes of risk could you imagine in this context in data-driven business

models?
� What consequencies do you see based on these risks?
� Presentation of exemplary consequencies (knowledge loss, knowledge leakage,

knowledge spill-over)
� How do you assess each of these consequences as a possible/relevant problem in

data-driven business models? For each, do you know any example?
� What other consequences could arise from such knowledge risks?
� What examples from the practice of companies do you known to you where the

topic of knowledge risks in data-driven business models is, was or could be rele-
vant?

� 2nd part (not the scope of this paper): Presentation of a tool and evaluation ques-
tions

7.2.2 Guiding Questions Interview Round 2

� Problem description
� How do you assess this problem of knowledge risks just described as a relevant

problem in your business model/in general?
� Can you tell an examples from practice you aware of where the issue of knowledge

risks in data-driven business models is, was or could be relevant?
� What potential mechanisms can you think of to reconstruct or access knowledge

in the three types as customer and attacker at the same time?
� What would be the potential consequences of such knowledge risks for your/an

organization?
� What factors influence the risk of knowledge leakage through the exchange of

data, models or predictions?
� What protection measures have you implemented to avoid or prevent such knowl-

edge risks?

7.2.3 Guiding Questions Interview Round 3

� Presentation of problem knowledge risks in DDBMs
� Presentation of of interim results (main concepts, 5 types of risks, for each a short

description and exemplary quotes from the interviews)
� Do you perceive these risks as relevant for your business?
� Are there any other types of risks missing in that context?
� Is the description of each risk reasonable for you?
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7.3 Appendix C

Table 4 Coding scheme with main categories after interview round 2

Category Description

Motives for shar-
ing

This category describes motives why a type of value object is shared with other
stakeholders

Type of knowledge This category describes different types of knowledge that can be discovered from
data-related value objects

Knowledge re-
trieval mechanism

This category describes mechanisms of how the knowledge can be discovered
from the data-related value object by another party leading to a knowledge leak-
age

Influencing factors This category describes the circumstances that make knowledge retrieval and,
thus a, knowledge leakage possible. These factors influence the probability of the
risk

Knowledge protec-
tion measures

This category describes measures of how technical or business model design
measures could prevent such knowledge leakage
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7.4 Appendix D

Table 5 Snapshot of the coding scheme and exemplary text segments

Text segment Code Type of
value
object

Category

“Ich mach das Ganze dann als Software-as-a-Ser-
vice. Das wäre so die beste Mitigation.” (I10)

Offer Model-
as-a-Service as
a protection
measure

Model Knowledge
protection
measure“Wenn man das Modell nur als API zur Verfügung

stellt, dann kann jemand zwar Anfragen stellen, da
kann jemand das Modell aber noch nicht rekonstru-
ieren.” (I9)

“... dass man verschlüsselte Daten für so eine Dien-
stleistung verwendet.” (I1)

Using
encrypted data

Data

“Daten sollten auf jeden Fall verschlüsselt übertra-
gen werden.” (I11)
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