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Abstract: Issues linked to the increasing presence of AI-generated content in people’s lives, and the 
importance of being able to effectively navigate and distinguish such content, are inherently linked 
to transparency, a notion that our study focuses on by evaluating Art. 50 of the AI Act. This article is 
a call for action to take the interests of end users into account when specifying AI Act's 
transparency requirements. It focuses on a specific use case – media organisations producing text 
with the help of generative AI. We argue that in its current form, Art. 50 leaves many uncertainties 
and risks doing too little to protect natural persons from manipulation or to empower them to take 
protective actions. The article combines documental and survey data analysis (based on a sample 
representative of the Dutch population) to propose concrete policy and regulatory 
recommendations on the operationalisation of the AI Act’s transparency obligations. Its main 
objective is to respond to the following question: how to reconcile AI Act’s transparency provisions 
applicable to digital news articles generated by AI with news readers’ perceptions of manipulation 
and empowerment? 
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Introduction 

The Merriam-Webster dictionary has chosen “authentic” as word of the year for 
2023, which underlines the increasing presence of AI-generated content in peo-
ple’s lives, and the importance of being able to effectively navigate and distinguish 
such content (Italie, 2023). Being able to do so is inherently linked to transparency, 
a notion that our study focuses on by evaluating Art. 50.1 and Art. 50.4 of the AI 
Act (AI Act, 2024). The regulation was published on the 12th of July 2024 in the 
Official Journal of the European Union and is in force since the 1st of August. 
Transparency is “one of the core values promoted by the EU for the development, 
deployment, and use of AI systems” (Kiseleva, 2021). The importance of identifying 
the source of information is also confirmed by various international initiatives such 
as the Adobe Content Initiative, the objective of which is to promote the “adoption 
of an open industry standard for content authenticity and provenance” (Adobe, 
n.d.). This article is a call for action to take the interests of end users into account 
when specifying AI Act's Art. 50 transparency requirements. It focuses on a specific 
use case – media organisations producing text with the help of generative AI. The 
study argues that in its current form, Art. 50 still leaves many uncertainties and 
risks doing too little to protect news readers from manipulation or to empower 
them to take protective actions. Moreover, considering the sector’s particularities, 
including the value-driven approach of journalists (Bastian et al., 2021), further 
guidance is needed for the media and policymakers. 

Before the AI Act, media professionals were unsure whether they should inform 
their readers about the use of AI in news production. This will soon become (in 
certain circumstances) subject to a legal requirement. This article combines docu-
mental and survey data analysis (based on a sample representative of the Dutch 
population) to propose concrete policy and regulatory recommendations on the 
operationalisation of the AI Act’s transparency obligations (which could be includ-
ed in a code of conduct and guidelines as explained in Section 2). The findings and 
suggestions are grounded in empirical evidence and in the expectations of news 
readers. The main objective is to respond to the following question: how to recon-
cile the AI Act’s transparency provisions applicable to digital news articles gener-
ated by AI with news readers’ perceptions of manipulation and empowerment? 

Firstly, this study explores the current legal landscape: how to interpret trans-
parency provisions in Art. 50 of the AI Act in relation to digital news articles? (Sec-
tion 1) 

Secondly, this work evaluates through survey data people’s perceptions of manipu-
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lation and empowerment in the context of news articles fully or partly generated 
by AI systems. In order to do so, it analyses the following topics: how much trans-
parency and agency (as a result of the former) do people want when reading news 
produced by AI versus news produced by humans? How do they perceive manipu-
lation and empowerment? (Section 2 – “design and sample”, “measurement” and 
“results” sub-sections.) 

Thirdly, Section 3 proposes how to further specify the AI Act with relevant obliga-
tions and affordances based on the documental and empirical findings. What kind 
of regulatory and policy measures could help in reconciling AI Act’s transparency 
provisions with people’s expectations regarding news consumption? Why is it im-
portant for policy makers to meet those expectations? (Section 3) 

Finally, the article is briefly concluded by summarising its main findings and call-
ing for action to further specify AI Act’s transparency requirements. 

1. The legal landscape related to transparency in the 
AI Act and digital news articles 

Prior to the analysis of the empirical study where we asked survey participants 
about their transparency expectations and follow-up action preferences in the con-
text of news articles produced by AI, it is important to understand what the law is 
and how media organisations need to navigate the new transparency require-
ments. To what extent are media professionals currently obliged to provide infor-
mation to news readers and to what degree is disclosure left to their own deci-
sion? Art. 50 mandates transparency obligations for AI systems regardless of 
whether they are considered as high risk or not (Almada & Petit, 2023). As the me-
dia is not considered high risk in the AI Act, this is the main transparency-related 
provision applicable to this sector – “by mandating disclosure of the artificial char-
acter of the system, the AI Act seeks to close opportunities for impersonation and 
deception, which can be harmful even if the system itself is not used for a high-
risk purpose” (Busuioc et al., 2023, p. 93). This is confirmed in Recital 70, which 
states that “certain AI systems intended to interact with natural persons or to gen-
erate content may pose specific risks of impersonation or deception irrespective of 
whether they qualify as high-risk or not”. According to the first paragraph of Art. 
50.1 AI Act: 

Providers shall ensure that AI systems intended to interact directly with natural 
persons are designed and developed in such a way that the natural persons 
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concerned are informed that they are interacting with an AI system, unless this 
is obvious from the point of view of a natural person who is reasonably well-
informed, observant and circumspect, taking into account the circumstances and 
the context of use. […]. 

In terms of AI-generated text, the second paragraph of Art. 50.4 states that: 

Deployers of an AI system that generates or manipulates text which is 
published with the purpose of informing the public on matters of public interest 
shall disclose that the text has been artificially generated or manipulated. This 
obligation shall not apply […] where the AI-generated content has undergone a 
process of human review or editorial control and where a natural or legal 
person holds editorial responsibility for the publication of the content. 

Before reflecting on the content of these provisions, it is worth clarifying some of 
the terminology used in this study and in the AI Act. Firstly, in our article we dis-
cuss providers (such as Open AI or Microsoft), natural persons, and deployers 
(while focusing on the obligations and challenges of the latter) in relation to Art. 
50 of the regulation. Although it is still used in a few recitals, in the final version 
of Art. 50, the term “user” (adopted in all of the previously proposed drafts) has 
been replaced by “deployer” (the media organisation), which is a welcome devel-
opment. The former has been criticised – for example, by the Ada Lovelace Insti-
tute (Circiumaru, 2022) – as it may lead to confusion on whether the user is actu-
ally the end user or the deployer. 

Secondly, not all AI content is deceptive. In the context of our work, manipulation 
is not considered as due to the system just being AI but rather due to simply not 
knowing that it is AI. People trust and read some journalists more than others. 
Similarly, they may trust AI (also in relation to a particular AI provider over anoth-
er) more than humans (or the reverse) and should be able to decide (if they want 
to decide) what sources they prefer. As a consequence, not disclosing that AI gen-
erated an article or that it has been written by a particular journalist would be 
equally misleading. In addition, although not always deceptive, AI functions differ-
ently than human journalists, which further confirms the importance of being in-
formed about its use in news production. 

Art. 50.1 imposes information obligations only on providers (contrarily to the Euro-
pean Parliament’s version, it does not mention deployers) and only when the “AI 
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systems are intended to directly interact with natural persons”. The goal of this 
provision is to inform the “concerned natural persons” about their interaction with 
AI, that is, providers need to design AI systems in a way that makes it possible to 
do so. On the one hand, this provision certainly applies to generative AI chatbots 
(such as ChatGPT) when the content is directly presented to natural persons as a 
result of their own queries. According to the AI Act, the latter have the right to be 
informed that such an interaction occurs. On the other hand, it could be argued 
that in the media context there is an intermediary (the media organisation) before 
the content arrives to the natural person (news reader) and, as a result, there is in-
direct interaction causing Art. 50.1 not to apply. However, one could also contend 
that the AI system was still “intended” to directly provide information to the end 
user (natural person). Moreover, when the content provided by the deployer is the 
same as the one originally generated by AI, one could assert that direct interaction 
still occurs. Nothing was changed except the place where the content was ac-
cessed (for example, the media organisation’s website instead of the generative AI 
provider’s website). Which interpretation will prevail requires further clarification. 
If “direct” means direct interaction with the originally produced content, this 
would signify that the providers’ obligation to inform also extends to situations 
where deployers publish any kind of original AI-generated material, and that the 
providers’ marks, such as watermarks, should not be removed. If “direct” is inter-
preted to strictly mean that natural persons must generate the content them-
selves, then deployers (including media organisations) might be allowed to use the 
AI-generated content without providers’ marks in place and not disclose to news 
readers that they are interacting with AI (or disclose it differently). A yet open 
question is how Art. 50.1 and Art. 50.4 relate to each other in case of a broad in-
terpretation of “directly interact”. Is disclosing the provider’s mark enough to also 
satisfy the Art. 50.4’s deployer information obligation? Or would the media organi-
sation need to inform the news reader in addition to the provider’s label? 

Finally, when a person sees an AI-generated picture, video or text published by a 
deployer (for example, a media organisation), it will certainly not be “obvious from 
the point of view of a natural person who is reasonably well-informed, observant 
and circumspect” (as required by Art. 50.1) that they are interacting with AI. It is 
increasingly difficult for all people to distinguish AI and human content (unless 
perhaps, for example, a particular media organisation is known for always publish-
ing AI material). This provision is an argument in favour of extending the applica-
bility of the information obligation imposed on providers by Art. 50.1, to situations 
where the original content is deployed by a third party. Otherwise, the scope of Art 
50.1 would be quite narrow. If one interacts directly on Bing’s website with their 
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generative AI systems, it will be certainly “obvious” for most people that they are 
interacting with AI. However, if a person sees AI-generated content on a media or-
ganisation’s YouTube channel or, for example, an AI-generated response on an in-
ternet browser following a search query, it would be much harder to contend that 
they are aware of interacting with AI. 

Art. 50.4 explicitly mentions deployers. Its latest version does not only concern de-
ployers of deepfakes (Art. 50.4 paragraph 1) but now also deployers of AI-generat-
ed text (Art. 50.4 paragraph 2). For textual content, the media will need to inform 
natural persons that they are interacting with AI only under specific conditions. 
Deployers must do so if the article is written “with the purpose of informing the 
public on matters of public interest” and if it has not “undergone a process of hu-
man review or editorial control and a natural or legal person” does not hold “edito-
rial responsibility for the publication of the content” (Art. 50.4). In addition, simi-
larly to Art. 50.1, Art. 50.4 indicates that the content needs to be “artificially gener-
ated or manipulated” for the information obligation to apply. 

The Art. 50.4 provision leads to many questions. Firstly, what does “artificially gen-
erated or manipulated” signify in the context of Art. 50? When is AI used “enough” 
to mean that information has been manipulated? This article argues that whenev-
er AI writes part of a news article’s substance (fully generated) or is paraphrased 
by a journalist (manipulated), information about this should be provided. While 
both texts generated by AI and by journalists may contain mistakes, their causes 
and prevalence diverge and, as mentioned above, the authors are simply not the 
same. For this reason, news readers should have a choice in terms of which type of 
author they prefer. To the contrary, if AI is only used for research purposes, then in-
formation provision should not be necessary. 

Secondly, it is uncertain how to interpret the “matters of public interest” condition. 
A fixed definition of the latter is difficult to provide as it differs depending on the 
context (further legal clarification is needed). If the criteria would be the potential 
reach of the content, any article may become popular and gain people’s interest, 
especially through social media. Always accurately predicting which type of news 
will do so is not possible. This may result in important practical difficulties to ef-
fectively implement this provision. If the criteria would be the type of content (for 
example, sport results versus political news), then this differentiation may be pos-
sible. However, it should be based on relevant empirical research rather than as-
sumptions. Our survey data showed (as will be discussed later in this study) that 
people want information about the source of news regardless of whether the news 
is controversial or not. Moreover, differentiating between different types of topics 
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might in practice result in more work for media organisations. The “public interest” 
factor of a particular type of content has always been difficult to determine and 
there is not one method to evaluate it (Caple, 2018, p. 10). Always labelling AI-
generated news could be a more effective solution (and could lead to more trust 
from natural persons). 

Thirdly, assuming the “matters of public interest” condition is satisfied, for the in-
formation provision obligation to apply, the content must also not undergo “a 
process of human review or editorial control”. What does this signify? If a human 
fact-checks an article written by AI, is the disclosure obligation lifted? As argued 
above, the decision on whether to inform or not should not be taken based on the 
content being deceptive (as the legislator seems to suggest) but rather because 
news readers should have the right to be informed who produced the content 
(even if a human or the editor fact-checks it, the source would still be AI). As will 
be discussed in the next section, this article’s empirical findings confirm that the 
public expects this information. In addition, is not all content published by media 
organisations to a certain extent under editorial control? A broad interpretation of 
this condition would leave only a very narrow scope of application for the provi-
sion. For this reason, this work considers that the condition of “human review or 
editorial control” should be interpreted as meaning that the AI-generated text 
must be sufficiently transformed (not just paraphrased) by the media professional 
(as a result, it would not be “artificially generated or manipulated” anymore). All 
texts written on “matters of public interest” should disclose the use of generative 
AI systems unless sufficiently transformed under the editor’s control. 

Fourthly, the main objective of Art. 50 is to inform natural persons about their in-
teraction with AI (Hacker, 2023). This provision could be interpreted strictly, as sig-
nifying that simply informing about the existence of an interaction is sufficient. 
However, it could also imply that additional information should be disclosed (such 
as the name of the AI provider’s company). Moreover, transparency can be “an im-
portant means to improve procedural rights” if such rights were to be given to 
news readers (Varošanec, 2022, p. 95). As mentioned in Recital 14 of the AI Act: 

Transparency means that AI systems are developed and used in a way that 
allows appropriate traceability and explainability, while making humans aware 
that they communicate or interact with an AI system, as well as duly informing 
deployers of the capabilities and limitations of that AI system and affected 
persons about their rights (emphasis added). 
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The AI Act explicitly states that “affected persons” should not only be informed 
about the fact that they “communicate or interact” with AI but also about rights 
that they can exercise as a direct consequence of information provision. Informa-
tion is given to empower people and provide them with more control (not only to 
inform) (The Amsterdam Paper, 2024). A valid question is therefore to ask what in-
formation about the interaction should be provided to the natural person when 
the latter reads news articles generated by AI (to reduce manipulation)? What kind 
of rights should news readers possess in this context? How to effectively empower 
news readers to exercise those rights? 

There is still much to be discussed in terms of how the AI Act should be imple-
mented and what kind of policy and implementation measures need to be adopted 
to do so. These questions will be explored in Section 2. This is especially crucial 
for the media sector where values and building natural persons’ trust in an ethical 
manner are an essential part of journalistic codes of conduct and work processes – 
“transparency in the view of the law is not a goal in itself, but a means that is 
needed to promote a range of very different values” (Gyevnar et al., 2023). 

2. Differences between human and AI-generated news 
– Empirical analysis of news readers’ expectations and 
their reconciliation with the AI Act 

Having identified that transparency plays an important role in the AI Act for the 
media sector, and thus influences how content will be presented to natural per-
sons in the near future, it is essential to uncover how people react to transparency 
cues in the context of news content. Central questions connected to this arise: 
would news readers feel manipulated if they were not informed about the fact that 
an article was produced by AI? What do people do with news content once they 
have been confronted with a transparency cue? How would their interest in being 
able to exercise control over news content differ for human and AI written con-
tent? For instance, would they like to have additional information about news pro-
duction or have the option to filter news articles from a certain source? The fol-
lowing section empirically tackles these challenges. As mentioned by Haresamu-
dram, “user-centred research on AI transparency remains limited” (Haresamudram 
et al., 2023, p. 99). This contribution should be seen as only one element of a larg-
er and needed discussion on how to operationalise and specify AI Act’s Art. 50 in 
the media sector. The empowerment-related issues we tackled are not exhaustive 
and there might be other relevant topics requiring empirical research. 
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Design and sample 

In this study, we focus on two transparency cues (written by a human journalist vs 
written by AI) and two news topics (neutral vs politicised). By the means of a 2 x 2 
survey experiment, we presented our participants with different news headlines 
which were created for the purpose of this study. One concerning a private dona-
tion made to the national museum (neutral) and one concerning an increase of im-
migrants in the Netherlands, especially because of the war in Ukraine (politicised) 
(see Appendix A for the used stimuli). We are focusing on two different types of is-
sues to control whether the type influences how news readers react to transparen-
cy labels or if they react consistently across topics. We chose two recent events 
with which participants might be familiar and the layout resembles a generic news 
website without any source indication to avoid priming. 

Each of the headlines received a transparency cue. The first one stated that the ar-
ticle was written by a human journalist and the second one stated that the article 
was written by artificial intelligence. In total 227 respondents participated in the 
experiment and were recruited by a panel company based in the Netherlands. The 
experiment was part of a larger survey (N = 1448), where 227 of the 1448 partici-
pants took part in the additional experiment after completing the survey. The 
polling company Bilendi recruited the sample based on country-specific census da-
ta and specific quotas on age, gender, and education. This resulted in a representa-
tive sample of the Dutch population regarding age (M = 50.46, SD = 17.38), gender 
(female = 52.9%, male = 47.1%), and education (lower = 22.1%, moderate = 50.2%, 
higher = 27.7%). In the following, we explore how news readers would react to 
news headlines with different transparency labels and we focus on two central 
concepts, which are key when exploring the effects of transparency cues connect-
ed to the AI Act: perceived manipulation and individual empowerment. 

All in all, this empirical analysis aims to shine a light on the effects of transparen-
cy labels (news articles marked as written by a human versus produced by AI) on 
(1) people’s follow up actions regarding news headlines as well as on (2) their per-
ceptions regarding manipulation and (3) empowerment. We are interested in 
whether natural persons would feel manipulated if they were not informed about 
the use of AI in news production and whether people wish to have agency over 
news content produced by AI. Additionally, this study aims to identify possible 
group differences between the two different transparency cues and whether the 
topic of the news article plays a role in this relationship. 
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Measurement 

In a first step we asked our respondents what they would normally do with the 
news headline they have been exposed to. We measured this follow-up behaviour 
through six items on a seven-point scale (1 = completely disagree, 7 = completely 
agree). The scale included actions like sharing the article online (M = 2.08, SD = 
1.71), sharing the article with friends (M = 2.29, SD = 1.79), talking about the arti-
cle with peers (M = 3.11, SD = 1.92), the willingness to pay for this article (M = 
1.91, SD = 1.59), reporting the article as misleading (M = 2.59, SD = 1.88), and no 
action (M = 5.08, SD = 2.04). 

Secondly, two central concepts are of interest in this section: manipulation and 
empowerment behaviours connected to the use of AI in journalism. It is important 
to note that within the larger survey we provided the participants with a definition 

of AI.1 Hence, all the respondents had the same level of understanding when an-
swering the questions connected to the experiment. Manipulation was measured 
on a 7-point scale (1 = completely disagree, 7 = completely agree). Participants 
were asked to what extent they agree with the following statements: (1) “I would 
feel manipulated if the news I read was written by AI instead of a human journalist 
without me being informed about it”, M = 4.92, SD = 1.91. And (2), “I think the arti-
cle written by this source is more likely to deceive and mislead people”, M = 4.07, 
SD = 1.70. Within this study, the notion of “empowerment” broadly captures partici-
pants’ agency over their interactions with and consumption of (AI-generated) news 
content. To measure empowerment, we asked participants to what extent they 
agree or disagree with seven different behaviours that reflect, in a non-exhaustive 
fashion, an exercise of control over one’s news environment on a seven-point Lik-
ert scale (1 = completely disagree, 7 = completely agree). Examples of such actions 
include, “I want to be able to filter news content that has been written by this 
source” (M = 3.85, SD = 1.85), “I want additional information about the news pro-
duction and distribution” (M = 3.48, SD = 1.93), or “I want to be able to report the 
article” (M = 3.85, SD = 1.98). The full scale can be found in Appendix B. As previ-
ously mentioned, within this context, transparency provisions often hold an instru-
mental function as the information they offer can facilitate news readers in their 
exercise of agency. 

1. Definition of AI: “artificial intelligence” means a software or computer that is developed based on, 
for example, machine learning. It has the ability to generate outputs such as content, predictions, 
recommendations, or decisions, which is normally linked to human intelligence. 
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Results 

To explore group differences regarding respondents’ follow-up behaviour, we per-
formed multiple ANOVAs (Analysis of Variance) to test whether the means of the 
four different experimental groups significantly differ from each other. For the ma-
jority of the follow-up actions we do not find any significant group differences, 
meaning that news readers behave similarly across experimental groups (see Table 
1). However, we do find that the groups are significantly different from each other 
regarding the action “talking to friends and family about the article” (F(3,203) = 
3.56, p = 0.02). To analyse where exactly the significant group differences lie, we 
performed a post-hoc comparison using the Tukey HSD test. The test indicates that 
the mean score for the neutral article written by a human journalist (M = 2.50, SD = 
1.78) was significantly different from the score for the polarised article written by 
a human (M = 3.59, SD = 1.97). People would be more likely to talk with their 
friends about the article on immigration than about the article about a private do-
nation made to the museum. This indicates that the topic of the article drives this 
behaviour and not the transparency label. 

TABLE 1: One-way ANOVA for individual follow-up behaviour 

DF SUM SQ MEAN SQ F-VALUE P-VALUE 

SHARE SOCIAL MEDIA 3 17.74 5.91 2.06 0.11 

RESIDUALS 203 581.87 2.87 - - 

SHARE FRIENDS 3 12.92 4.31 1.35 0.26 

RESIDUALS 203 649.37 3.12 - - 

TALK TO PEERS 3 34.62 11.54 3.56 0.02 

RESIDUALS 203 723.04 3.56 - - 

WILLINGNESS TO PAY 3 7.73 2.57 1.02 0.39 

RESIDUALS 203 513.53 2.53 - - 

REPORT ARTICLE 3 1.02 0.34 0.09 0.96 

RESIDUALS 203 726.89 3.58 - - 

NO ACTION 3 1.87 0.62 0.15 0.93 

RESIDUALS 203 857.75 4.22 - - 

Considering that we did not find meaningful group differences, it is fruitful to in-
vestigate overall trends among the respondents. Even though the majority of re-
spondents did disagree with the six follow-up actions, we do find that some ac-

tions were indicated by over a quarter of the participants. Overall, 16%2 of our 
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sample indicated that they would share the headline they just saw on social media 
and 16.8% would share it with friends. With the highest amount of agreement, 
27.6% of the participants would talk about the articles with their peers whereas 
only 11.1% would be willing to pay for this type of content. Next to talking about 
the headlines, the willingness to report the headline as misleading was the second 
most popular follow-up behaviour (17.8% agreement). Lastly, the majority of news 
readers would not do anything with the presented headlines (66.7%). 

Equally, by means of an ANOVA, we aim to identify differences between the four 
experimental groups regarding perceived manipulation and empowerment behav-
iours. Interestingly, the findings reveal no significant group differences for both 
core concepts (see Table 2). Thus, the two different transparency labels (AI written 
vs human written) and different news issues (neutral vs politicised) did not seem 
to have an impact on how news readers perceive personal manipulation or how 
they would act towards the presented headline. This result offers a new avenue of 
looking at our data as a bigger picture. 

TABLE 2: One-way ANOVA for manipulation and empowerment 

DF SUM SQ MEAN SQ F-VALUE P-VALUE 

MANIPULATION 1 3 18.06 6.02 1.67 0.17 

RESIDUALS 203 730.70 3.60 - - 

MANIPULATION 2 3 11.03 3.68 1.33 0.27 

RESIDUALS 203 562.02 2.77 - - 

EMPOWERMENT 1 3 2.12 0.71 0.23 0.87 

RESIDUALS 203 621.26 3.06 - - 

EMPOWERMENT 2 3 1.73 0.58 0.17 0.92 

RESIDUALS 203 705.92 3.48 - - 

EMPOWERMENT 3 3 12.00 4.00 1.185 0.32 

RESIDUALS 203 689.74 3.40 - - 

EMPOWERMENT 4 3 9.51 3.17 0.87 0.46 

RESIDUALS 203 737.60 3.63 - - 

EMPOWERMENT 5 3 9.79 3.26 0.82 0.48 

RESIDUALS 203 804.28 3.96 - - 

EMPOWERMENT 6 3 4.62 1.54 0.36 0.78 

2. Percentages of agreement represent participants who answered 5 or higher on a seven-point Likert 
scale. Percentages of disagreement represent participants who answered 3 or lower. 
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DF SUM SQ MEAN SQ F-VALUE P-VALUE 

RESIDUALS 203 860.59 4.24 - - 

EMPOWERMENT 7 3 12.78 4.26 1.16 0.32 

RESIDUALS 203 743.67 3.66 - - 

Overall, we find that 60.3%3 of all participants would feel manipulated if they 
were not informed about the fact that the article they read was written by artificial 
intelligence instead of a human journalist. Only 21.5% disagreed with this state-
ment. This suggests a striking need for transparency no matter the type of issue 
presented in the article. Additionally, 37% of all respondents combined indicated 
that the article written by the respective source is more likely to deceive and mis-
lead people. News readers seem sceptical and suspicious of a human journalist 
and AI as a news source regardless if they are confronted with a neutral or politi-
cised topic. Thus, it does not seem to matter whether they received the human or 
AI transparency cue – they distrust the source in any case. This result points to-
wards findings of previous studies, where trust in news has been declining over 
the past years and media cynicism increased (Newman et al., 2023; Quiring et al., 
2021). They are also in line with this article’s argument in Section 1 that both AI 
and human content can be deceptive and that information obligations regarding 
news content generated by AI should not be simply based on the contention that 
AI may lead to misinformation. Or put differently, simply informing people about 
the fact that content has been produced by AI does not give them any hints 

whether it is deceptive or trustworthy.4 

Altogether, we have observed that citizens would feel manipulated if they were 
not informed about the fact that news content has been created by AI and that 
many of them believe that the source – human journalist or artificial intelligence 
– of the article is deceiving or misleading. These results imply the unmistakable 
desire of news readers to be informed about the fact that content has been gener-
ated by AI. Further, we found that the most common immediate follow-up behav-

3. Percentages of agreement represent participants who answered 5 or higher on a seven-point Likert 
scale. Percentages of disagreement represent participants who answered 3 or lower. 

4. To capture the concept of mistrust more encompassing, we performed two additional ANOVAs (see 
Appendix C). The results show that two experimental groups differ from each other when looking 
at the trust in the source and trust in the information of the article. For both trust measurements, 
there is a significant difference between the politicised topic written by AI and the politicised topic 
written by a human journalist. News readers seem to distrust the AI written headline more than the 
human written one – but only if the headline is politicised. Hence, overall only two groups differ 
from each other, meaning that the remaining groups display an equal amount of distrust no matter 
the source and topic. 
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iour after being exposed to the headlines was talking about the articles with peers 
and the willingness to report the article as misleading. Knowing this, there might 
be certain needs of natural persons to feel empowered to counter this feeling of 
manipulation or deception. As previously described, we did not find statistically 
significant differences between group means regarding empowerment. However, 
we can identify patterns across groups, which are of high relevance for specifying 
transparency labels based on empowerment behaviours. 

First and foremost, our data shows that news readers reported on average moder-
ately high agreement (i.e. above 3 – the midpoint of the scale) with two actions. 
Respondents want to be able to filter news that has been written by the respective 
source (M = 3.85, SD = 1.85), and they want to have the option to report the article 
(M = 3.90, SD = 1.98). Next, 38.1% of our participants would like to be able to com-
plain to the news organisation, followed by the option to inform about biases that 
they see in the news produced by this source (29.9%). Less popular were the op-
tions to get additional information about news production and distribution (45.4% 
disagreed) and to continue consuming news from that source (47.4% disagreed). 
However, still 29.9% of the participants would like more information and 27.5% in-
dicated that they would continue reading the news. Lastly, only 24.3% would like 
to have the option to talk to the editor, which was the least wanted empowerment 
behaviour. This might be the case because of the connected effort that comes with 
this option. Hence, we conclude that filtering out content from certain sources, re-
porting articles, and complaining to the news company are the three most desired 
actions when it comes to empowerment behaviours. However, even for the least 
desired behaviour, almost one-quarter of respondents remain a significant number 
of news readers. 

It is evident that this empirical study does not come without certain limitations. 
For instance, can the results not be generalised beyond the Dutch context, and we 
encourage scholars to study manipulation and empowerment behaviours in a com-
parative manner beyond the Western and democratic context. Furthermore, we rely 
on self-reporting measures even though we have an experimental setting. This 
means that the results could be skewed towards social desirability. We recommend 
future research study this issue under more realistic circumstances by for example 
recreating a news website and tracking participants follow up behaviour. 

3. Discussion 

Thus far, we have discussed the legal landscape of transparency in the context of 
the AI Act and digital news articles. We have also analysed empirical findings re-
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garding people’s follow up actions when they read news headlines, as well as their 
perceptions of manipulation and empowerment. Moving forward, we put the find-
ings into a bigger picture. 

Based on the results of this study, we identified the need for transparency to coun-
teract the feeling of manipulation. In other words: news readers want to know 
whether an article has been written by AI or not, irrespective of whether that con-
tent is liable to influence the broader public opinion and irrespective of their be-
liefs of whether AI-generated content is more or less accurate, trustworthy, value-
oriented, or has their best interests in mind. Insofar, Art. 50 AI Act is important 
from the perspective of news readers. However, our research also shows the cur-
rent limitation in Art. 50.4, that exempts content that has undergone a process of 
human review or editorial control and where a natural or legal person holds edito-
rial responsibility for the publication, is contrary to the interests of the audience. 
People would feel manipulated if not informed about the synthetic origin of the 
content, even if it has undergone editorial review (unless, as suggested in Section 
1, the editorial review condition would be interpreted as meaning that the text 
needs to be modified to the extent that it is not possible to consider its content as 
“artificially generated or manipulated” anymore). Moreover, if no information is 
provided, people would not be able to exercise any of the follow-up actions in re-
lation to the empowerment behaviours measured through this study’s survey data 
(as mentioned in the previous section, an important number of news readers 
would want to do so). 

Importantly, our research also finds that simply informing people about the fact 
that a text has been automatically generated or manipulated by AI gives them lit-
tle cues about how to interpret and assess the article. This may also explain why 
we saw no significant differences in their intended follow-up behaviour. Indeed, 
our results suggest that being informed about the fact that a headline was gener-
ated by AI or written by a human did not significantly affect their willingness to 
share, continue reading or even pay for the content. Contrary to our findings, Altay 
and Gilardi (2023) observed that people were less willing to share news headlines 
labelled as AI-generated. The authors explained this outcome with a decrease in 
accuracy perception. AI-generated headlines were perceived less accurate and thus 
news readers were less willing to share them. Furthermore, the AI-generated 
transparency labels did not reduce the trust in news or journalists and the authors 
could not find any significant group differences regarding this relationship (Altay 
& Gilardi, 2023). 

These inconclusive findings raise a more fundamental question about the trans-
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parency obligations in Art. 50.4 paragraph 2 of the AI Act: what exactly is and can 
be the goal of this provision? If the goal is to empower people to make informed 
decisions on how trustworthy or qualitative synthetic content is, Art. 50 of the AI 
Act is likely to fail that goal. For the same reason, the transparency provisions are 
unlikely to solve the problem of popular misconceptions, misleading imaginaries, 
and folk stories about AI (Jasnoff, 2015; Cave & Dihal, 2019). Simply informing nat-
ural persons that content has been AI generated or manipulated does not convey 
enough information to decide whether synthetic content is trustworthy and leaves 
it to newsreaders to draw their own conclusions based on whatever their ideas or 
imaginaries of AI are, or their level of knowledge. An interesting question for fur-
ther research could be whether simple labels can not even reinforce persistent 
imaginaries of machine autonomy and AI taking over ever larger parts of society. 
For the same reason, the information obligation in Art. 50 will not be particularly 
useful as a tool to fight disinformation (as hinted at in Recital 70 AI Act). In that re-
gard, this second text-based condition of Art. 50.4 differs from the deepfake condi-
tion in the first part of the paragraph. Deepfakes are defined as “image, audio or 
video content that appreciably resembles existing persons, places or events and 
would falsely appear to a person to be authentic” (Recital 70b). Here the goal of 
transparency is to warn end users that the content mimics real persons or places 
but is not authentic. In contrast, the second paragraph of Art. 50.4 AI Act only re-
quires that text must be intended to inform the public, which only says something 
about the function of the text, not whether the events or facts it describes are au-
thentic or inauthentic. The objective of Art. 50.4 remains unclear. 

Is the goal of Art. 50.4 paragraph 2 AI Act then to empower and enable natural 
persons to exercise their rights against synthetically generated or manipulated 
content? Again, the simple fact that a piece of text is synthetic does not give 
enough information to enable natural persons to assess if their rights are affected, 
what those rights are, and how they could be exercised. Simply producing synthet-
ic content is not against the law, neither does the AI Act in its current form give 
people any rights to intervene. Art. 85 AI Act foresees a right to lodge a complaint 
with a market surveillance authority but only if a user has reasons to believe that 
the provisions of the regulation, such as the transparency obligations, have been 
infringed. Further below we will discuss what rights or entitlements news readers 
would like to see. 

This leaves dignitarian arguments as the main goal that Art. 50.4 paragraph 2 may 
serve, namely that natural persons have a moral right to be informed if they are 
subjected to AI-generated or manipulated content. The question is then: why 
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would the transparency obligations only apply to textual content that is intended 
to inform on public matters, or is excluded for content under editorial control? In 
conclusion: the transparency provisions in Art. 50.1 and Art. 50.4 of the AI Act are 
important and necessary, also from the perspective of natural persons, but simply 
not yet sufficiently thought through. 

Worrying is the finding that people mistrust5 news sources in general – regardless 
of whether an article was written by an AI or a human journalist. The media is 
generally believed to have an important role in providing trustworthy and quality 
information as an antidote to human or automated disinformation. The fact that a 
significant portion of respondents were not convinced that media content is trust-
worthy, will give them the information they need, and have their interest in mind 
must be food for thought for the media sector. 

Next to wanting to be informed about the fact that a piece of content has been 
generated by, or manipulated with AI, our study also shows that people want more 
than transparency: they want a choice and be able to exercise a certain level of 
agency. By agency, this article means “the exercise or manifestation of one’s capac-
ity to take actions, or ‘do things’” (Andrada et al., 2023, p. 1327), which we also 
view as a component of news readers’ empowerment. The study by Andrada and 
colleagues aligns with our findings that simply informing end users does not in-
crease their agency and that relevant mechanisms might need to be implemented 
to do so: “while we assessed only whether being exposed to a notice increased in-
dividuals’ agency and not the reasons behind, the lack of agency could be ex-
plained by the fact that the participants could not influence the interaction with AI 
(e.g. opting out to AI powered interactions)” (De Andrade et al., 2023, p. 23). 

Transparency holds both intrinsic and instrumental value. To realise its instrumen-
tal function however, we argue, disclosure obligations should inform and direct 
news readers on how to regain and exercise agency over their news environment. 
The information that should be provided then, depends upon the forms of agency 
we wish to secure (through the law), as well as the risks we want to guard and em-
power people against. As digital landscapes have become characterised by great 
asymmetries in power and knowledge over technology (Helberger et al., 2021, 
2022), a rich body of literature exists on (the limitations of) citizen empowerment, 
including the role transparency, as well as technical solutions and the law, can 

5. In the context of this study, we consider and measure mistrust based on the additional analysis re-
garding trust in the information and trust in source (see Appendix C), the low willingness to pay for 
news content, and the strong feeling of manipulation across the stimuli. We are aware that differ-
ent measurements for mistrust exist; however, we believe that we capture the concept extensively. 
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play therein (see among others: Micklitz et al., 2017; van Ooijen & Vrabec, 2019; 
Jablonowska & Palka, 2019; Felzmann et al., 2019, 2020; Lippi et al., 2020; El Ali 
et al., 2024). To further substantiate transparency’s agency-related function, we 
asked survey participants what forms of agency they would find most desirable. 
Three actions stood out: being able to filter news that has been written by an AI or 
a human; being able to report an article, respectively to complain to a news organ-
isation; and being able to flag biases that they see in news produced by a particu-
lar source. Filtering articles from a specific source could be seen as the choice to 
omit articles and curate people’s news feeds so that they do not display articles 
from this source, and that persons have the power to personalise their news web-
site or application. The other two interventions are more targeted at directly inter-
acting with the news organisation, whereby it is not clear whether to contest the 
use of AI specifically, or more generally to express a wish for more interaction and 
responsiveness on the side of the media. The ability to complain recalls earlier de-
mands from the European Parliament to give people the possibility to object 
against the application of AI systems. Within the latter, Art. 50.1 second paragraph 
(of the EP’s original version) stated that information “shall also include which func-
tions are AI enabled, if there is human oversight, and who is responsible for the 
decision-making process, as well as the existing rights and processes” that allow 
to object against the application of AI systems, “to seek judicial redress against de-
cisions taken by or harm caused by AI systems”, including the right to seek an ex-
planation. 

Arguably, to give natural persons sufficient cues to be able to assess the quality 
and trustworthiness of an AI-generated or manipulated text, they would need ad-
ditional information, such as the capabilities or limitations of the artificial text 

generator, or whether the text has been subject to editorial control.6 Providing de-
tailed information about where and how AI has been applied in the news produc-
tion and who is responsible for the decision-making process can help end users to 
better understand the abilities but also the limits of AI. For instance, informing 
readers if artificial intelligence has been used to create the headline or the teaser 
of an article (where) and if the media company uses their own AI system or if they 
rely on an existing one (how). Even though more extensive information obligations 
were not on the top of the list of the most preferred empowerment actions, still al-
most a third of our respondents wanted to have more information than a simple 

6. See for example Open AI’s Publication and Sharing policy, suggesting to include a statement along 
the lines of: “the author generated this text in part with GPT-3, OpenAI’s large-scale language-gen-
eration model. Upon generating draft language, the author reviewed, edited, and revised the lan-
guage to their own liking and takes ultimate responsibility for the content of this publication” 
(OpenAI, 2022). 

18 Internet Policy Review 13(4) | 2024



cue whether or not a text has been produced by AI. 

Implications 

The findings from this study are relevant for both policymakers and the media. For 
media organisations they suggest that being transparent to news readers about 
the fact that a piece of content has been AI generated or manipulated is para-
mount, even if the AI Act might exempt the (editorial) media from that obligation. 
Telling people that content has been AI generated can have consequences: some 
might stop reading the content, filter it out (if offered the option), or be less will-
ing to pay for it, but the consequences of not telling could even be worse and 
threaten the already fragile trust relationship: people would feel manipulated. To 
some extent, the findings of this study are also encouraging: informing end users 
that a piece of content has been AI generated seems to have no direct effect on 
the trustworthiness or perceptions of quality of the content itself, or their willing-
ness to continue reading or sharing the content. The study also confirms earlier 
findings that natural persons would value more choice and ability to exercise 
agency and voice (Monzer et al., 2020). While there can be clear economic, strate-
gic, pragmatic, and organisational reasons against offering people more choice, 
doing so could also present media organisations with an opportunity to mend 
their relationship with the audience and profile themselves in a role as stewards or 
moral compass in an increasingly complicated and hostile digital environment. 
Lewis and colleagues, for example, introduced the concept of reciprocal journalism 
and argued that “by more readily acknowledging and reciprocating the input of au-
diences, and by fostering spaces for audiences to reciprocate with each other, jour-
nalists can begin to fulfil their normative purpose as stewards of the communities 
they serve” (Lewis et al., 2014, pp. 236-237). Put differently, media organisations 
do have an opportunity here to do more than playing by the rules. Instead, they 
can use transparency and explainability as a means to differentiate themselves 
from large technology corporations, whose main interest is to get as many people 
as possible “hooked” on their services, and explain how they make sure end users 
can trust their content. 

For policymakers, this article’s findings are food for thought too. From the point of 
view of natural persons, the actual effectiveness of the current transparency oblig-
ation is questionable. As suggested earlier already by the European Parliament, 
transparency without agency is not much more than a label. And in the case of Art. 
50 AI Act in its present form, that label does not convey enough meaningful infor-
mation. 
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The AI Act does not discuss delegated acts or implementing acts in relation to Ti-
tle IV on the “Transparency Obligations for Providers and Deployers of Certain AI 
Systems”. As a result, additional mandatory requirements specifying Art. 50 cannot 
be adopted based on the regulation’s provisions. However, Art. 95 mentions the 
possibility of developing codes of conduct: 

The Commission and the Member States shall facilitate the drawing up of codes 
of conduct concerning the voluntary application, including by deployers, of 
specific requirements to all AI systems, on the basis of clear objectives and key 
performance indicators to measure the achievement of those objectives. 

In addition, Art. 96 AI Act indicates that the Commission shall develop guidelines 
on the practical implementation of the regulation, including on “the practical im-
plementation of transparency obligations laid down in Art. 50”. To do so, the Com-
mission will need more clarity of what the goal of Art. 50 AI Act is: to inform for 
the sake of informing (dignitarian arguments), to warn, to empower? Depending on 
what the answer is, informing natural persons will need to take different forms 
and should be accompanied by different empowerment measures – the ability to 
flag content, to filter content out, to complain, but also an obligation on the side of 
developers and deployers to explain what the actual implications are if a piece of 
content has been AI generated or manipulated and why it should be trusted. 

Directions for future research 

Future legal-empirical research can help to design AI transparency labels that re-
spond to the information needs of an audience with different levels of AI literacy 
and that convey the information that is relevant to empower newsreaders. Other 
potential avenues for future research that our study raises concern the possible 
need to differentiate between AI transparency labels for the news media and so-
cial media, the way transparency labels affect actual user behaviour, and could po-
tentially result in less desirable side-effects, like re-enforcing socio-technical 
imaginaries and folk stories around AI. 

Another issue that requires further research (and that should be considered in 
guidelines or a code of conduct) is how relevant information should be communi-
cated. A discussion emerged on watermarking as a potential tool to achieve com-
pliance with the Art. 50.1 information obligations of providers – “implementation 
of these obligations [transparency requirements of the AI Act] will likely require 
use of watermarking techniques” (Madiega, 2023). In terms of both provider and 
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deployer-related transparency, Art. 50.5 states that “the information referred to in 
paragraphs 1 to 4 shall be provided to the natural persons concerned in a clear 
and distinguishable manner at the latest at the time of the first interaction or ex-
posure”. It also adds that “the information shall respect the applicable accessibility 
requirements”. This paper argues that to comply with these requirements, inspira-
tion could be drawn from other fields, such as data protection law, also by under-
standing the latter’s limitations (Prifti et al., 2023). Indeed, transparency-related 
conditions – in relation to information provision – have been widely debated in 
the context of the General Data Protection Regulation (GDPR) (Busuioc et al., 2023; 
Naudts et al., 2022). For example, intelligibility is one of the GDPR transparency 
obligations (and was also a requirement in the European Parliament’s version of 
Art. 50). As the Court of Justice of the European Union stated in the Kásler case, 
the intelligibility and plain language conditions “cannot… be reduced merely to 
their being formally and grammatically intelligible”, but rather need to be compre-
hended in a “broad sense” taking into account an “average consumer, who is rea-
sonably well informed and reasonably observant and circumspect” (Case C-26/13). 
This is in-line with the “reasonably well-informed, observant and circumspect” ter-
minology used in Art. 50 of the AI Act. As a result, a journalist or a media organisa-
tion should first define their target audience and establish the average audience 
member's level of understanding. However, in practice, it would be difficult to as-
certain who is accessing a particular website. For this reason, this article argues to 
always assume that a vulnerable person (such as a child or vulnerable adult) could 
interact with a news article and to adapt communication mechanisms by default to 
such circumstances (Piasecki & Chen, 2022). This would make information clearer 
for everyone. This is also in-line with Art. 50.5, which mentions “applicable acces-
sibility requirements” and EU regulation more broadly. For example, the GDPR 
transparency principle mandates organisations to adopt special measures when 
they provide information to vulnerable people (Piasecki, 2023, p. 13). It is beyond 
the scope of this research to analyse communication mechanisms in detail, and 
they would be dependent on the nature of the information provided. This article 
simply wants to underline the importance of taking this (often overlooked) aspect 
of information provision into account. 

Finally, this article does not discuss the relationship between the AI Act’s trans-
parency provisions and consumer law. Whether the new AI regulation comple-
ments or undermines the latter, as well as more generally how to interpret Art. 50 
in light of current consumer law provisions, requires further study. 
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Conclusion 

Transparency is no panacea, also not in enabling end users to evaluate the safety 
and trustworthiness of AI-generated content. Yes, people do want to know whether 
they are exposed to human-written or synthetic content, and they would feel ma-
nipulated if that information was withheld from them. This alone is a strong rea-
son to justify the inclusion of the transparency obligations in Art. 50. And yet, it is 
also important to realise that in its current form, the transparency obligation for 
AI-generated text is too narrow to live up to the expectations of the audience in 
being informed and too limited to convey much more cues than that a content has 
been artificially generated. In ten years from now, synthetic content may very well 
constitute a large share of content on the internet – what then will be the added 
value of the provision? Instead, the transparency obligations in Art. 50 should be 
the beginning of a conversation on how to make transparency meaningful for the 
audience. 
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Appendix B 

Items empowerment scale: 

1. I would continue consuming news from that source. (M = 3.38, SD = 1.76). 
2. I want to be able to filter news content that has been written by this 

source. (M = 3.85, SD = 1.85). 
3. I want to be able to inform the news organization about biases that I see 

in their news produced by this source. (M = 3.50, SD = 1.85). 
4. I want additional information about the news production and distribution. 

(M = 3.48, SD = 1.93). 
5. I want to be able to report the article. (M = 3.85, SD = 1.98). 
6. I want to be able to complain to the news organization. (M = 3.74, SD = 

2.04). 
7. I want to be able to have the option to talk to the editor. (M = 3.11, SD = 

1.94). 
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Appendix C 

TABLE A1: One-way ANOVA for trust 

DF SUM SQ MEAN SQ F-VALUE P-VALUE 

TRUST IN SOURCE 3 21.90 7.30 2.85 0.04 

RESIDUALS 203 520.6 2.56 - - 

TRUST IN INFORMATION 3 21.40 7.13 2.81 0.04 

RESIDUALS 203 515.0 2.54 - - 

The Tukey post hoc test revealed that for both – trust in the source and trust in the 
information – significant differences between the politicised AI group and the 
politicised human journalist group exist. Individuals who received the politicised 
headline with the AI transparency cue were significantly more distrusting of the 
source than individuals who received the politicised headline with the human 
journalist label. This is identical for the perceived trust in the information. 

in cooperation withPublished by
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