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Nowcasting German GDP with Text Data

Abstract

This paper investigates the impact of news media information on improving short-term GDP
growth forecasts by analyzing a large and unique corpus of 12.4 million news articles spanning
from 1991 to 2018. We extract business cycle-related sentiment from each article using an
annotated dataset from Media Tenor International and a Long Short-Term Memory neural
network. This sentiment is then applied to adjust the sign of daily topic distributions estimated
through the Latent Dirichlet Allocation algorithm. For the forecasting experiment, we select 10
sign-adjusted topics that show strong correlations with GDP growth, are highly interpretable, and
economically relevant. An encompassing test reveals that these topics provide valuable
information beyond professional forecasts. In an out-of-sample forecasting experiment, we also
find that combining Dynamic Factor Model (DFM) forecasts—derived separately from hard data
and text information—consistently outperforms the DFM model relying solely on hard data across
all forecasting horizons, with the greatest improvements seen in nowcasts. These results
underscore the effectiveness of integrating news media information into economic forecasting, in
line with existing literature.

JEL-Codes: C530, C550, E370.
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1 Introduction

In Germany, during the sample period considered in our study, the first official estimate of gross
domestic product (GDP) was released approximately six weeks after the end of the reference
quarter. This lag in reporting creates a window where GDP growth can be predicted using more
timely daily, weekly, and monthly data that become available before the official release. The
main goal of this paper is to investigate whether incorporating information from news media can
improve the accuracy of short-term forecasts, specifically for predicting the GDP growth rate.

An emerging body of research has focused on using newspaper articles for macroeconomic
forecasting, which can be broadly divided into three categories: studies emphasizing article
sentiment, such as Shapiro et al. (2022)), Rambaccussing and Kwiatkowski (2020), and Kalamara
et al. (2022); studies analyzing the topics discussed, as explored by Bybee et al. (2024]) and
Ellingsen et al. (2022)); and hybrid approaches that incorporate both sentiment and topics, as
in van Dijk and de Winter (2023), Aprigliano et al. (2023)), and Thorsrud (2016]). Our research
falls into the latter category, which has demonstrated that integrating text data can significantly
improve GDP growth forecasts. The success of such text-based measures can be attributed
to two main factors. First, text data is available almost immediately, while many economic
indicators are released with a considerable lag. Second, news-derived indices tend to be forward-
looking, capturing the expectations of various economic agents, including firms, households, and
governments.

In this study, we analyze an extensive corpus of 12.4 million news articles spanning from 1991
to 2018, sourced from three leading German newspapers—Siiddeutsche Zeitung (SZ), Handels-
blatt, and Welt—as well as Germany’s largest news agency, dpa (Deutsche Presse-Agentur). The
inclusion of a news agency alongside the newspapers provides daily coverage, ensuring that in-
formation on significant events occurring on weekends or public holidays is captured in real time.
Recognizing the importance of thorough pre-processing for unsupervised learning, as highlighted
by Denny and Spirling (2018), we carefully prepared our dataset. This involved three main
categories of steps: excluding irrelevant content (e.g., regional news), applying common filtering
techniques from the text mining literature (e.g., removing short articles and duplicates), and
homogenizing the text (e.g., normalizing umlauts). Together, these steps improve the dataset’s
quality by eliminating irregularities and outliers while focusing on information relevant to eco-

nomic forecasting. After pre-processing, the corpus was reduced to 3.3 million articles.



As noted earlier, this study combines two commonly used types of news information: sen-
timent and topics. To extract the tone from news articles, we apply an aspect-based sentiment
analysis approach, similar to Barbaglia et al. (2023)). Instead of evaluating the overall sentiment
of an article, we focus on specific text segments that are semantically linked to the aspect, or
concept, of interest. In this case, we focus on sentiment towards business cycle conditions—an
aspect that has the potential to capture overall economic dynamics and thus be valuable for
forecasting GDP growth.

For this purpose, we use a dataset provided by Media Tenor International (MTI), a research
institute specializing in professional, aspect-based sentiment annotation of news articles. The
dataset comprises 3,286 articles from six sources, including daily newspapers (e.g., BILD) and
weekly or monthly journals (e.g., Spiegel), which are distinct from our main corpus of Handels-
blatt, SZ, Welt, and dpa. Sentiment annotations were conducted by professional coders with a
focus on business cycle conditions—our aspect of interest. Importantly, 18% of the articles were
annotated by more than one coder, ensuring high-quality and reliable annotations.

We use this dataset to train a Long Short-Term Memory (LSTM) neural network, which is
later applied to predict the sentiment of individual articles in the main corpus. The LSTM model
is particularly well-suited for our task as it is designed to process long sequences of text. Since
our goal is to extract sentiment specifically related to business cycle conditions, we train the
model only on sentences containing terms associated with this aspect. These terms are identified
through a word-embedding approach.

The MTT dataset contains annotations for articles published between 2011 and 2020. While
it is possible to construct monthly sentiment indices for different sentiment aspects using these
annotations, the limited time frame makes the resulting series insufficient for our out-of-sample
forecasting exercise. Additionally, relying solely on MTI’s annotations does not permit sentiment
prediction for individual articles within our main corpus. Therefore, in this study, we explore an
alternative use for the MTI dataset by employing it as a training set for our supervised machine
learning approach. This allows us to extend the analysis to a much larger dataset, resulting in
more stable indices that are available at a daily frequency.

Concerns about potential look-ahead bias may arise, as the training dataset includes articles
from a time period that overlaps with the evaluation period of our out-of-sample forecasting

experiment. However, we argue that this is not a significant issue, as our model is trained only



on sentences related to business cycle conditions and uses words that were prevalent in the main
corpus before the out-of-sample forecasting period. The model concentrates on general, ongoing
economic discussions about how events affect the business cycle, rather than the specific events
themselves. The language used in these text segments remains relatively consistent over time,
minimizing the risk of bias. Additionally, the fact that we train the model on articles from one set
of German news media and apply it to articles from four other German news sources—achieving
both a sentiment index and sign-adjusted topics that respond consistently to major economic
events and exhibit strong correlations with GDP growth—further suggests that our methodology
effectively captures business content that is covered reliably over time and across different sources.

To analyze semantic topics discussed in the news media over time, we apply the Latent
Dirichlet Allocation (LDA) algorithm, introduced by Blei et al. (2003). LDA has become a
popular method in economic forecasting (see, e.g., Ellingsen et al., [2022)) due to its unsupervised
nature and interpretable output. Specifically, it identifies the share of an article allocated to
specific topics. From a subset of 887,300 articles that provide sufficient information on the
aspect of interest, we extract 200 topics. We then adjust the sentiment of these topics using our
business cycle-related sentiment and select the 10 sign-adjusted topics that show the strongest
correlation with GDP growth.

To evaluate whether these topics provide valuable information beyond professional forecasts,
we conduct encompassing tests. For this analysis, we rely on the Reuters Poll of German GDP
forecasts, which aggregates predictions from around 20 experts, including representatives from
private firms and research institutes.

Finally, we assess the role of text data in forecasting GDP growth through an out-of-sample
real-time forecasting experiment. The main goal of this experiment is to evaluate whether incor-
porating text-based series can improve GDP growth forecasts compared to a model that relies
solely on traditional economic and financial data. To achieve this, we estimate separate models
for text data and hard data, a model that integrates both sources, and a combined forecast using
predictions from the text-only and hard-data-only models.

The out-of-sample forecasting period spans from 2010 to 2018, during which we produce
backcasts, nowcasts, as well as one-step-ahead and two-step-ahead forecasts at 30, 60, and 90
days into the quarter. Our primary model is the Dynamic Factor Model (DFM, Baribura et al.,

2011)), which allows us to incorporate daily, monthly, and quarterly data while efficiently han-



dling missing observations at the start and end of the sample. As a benchmark, we use the
Mixed Data Sampling (MIDAS) model (Foroni et al., [2015), a method valued for its simplicity
and strong empirical performance. The MIDAS model allows us to examine whether using a
different approach at a different frequency—where daily variables are aggregated to a monthly
frequency—alters the answer to our central question: does text data improve forecasts based on
hard data alone? To handle the high-dimensional setting in the MIDAS model, we apply sev-
eral techniques, including LASSO, Ridge regression, Random Forests, and Principal Component
Analysis (PCA), similar to Ellingsen et al., [2022.

Our research contributes to the existing literature in several ways. Firstly, our main con-
tribution is addressing a gap highlighted by Thorsrud (2016), where many studies rely on a
lexicon-based approach to adjust the sentiment of topics, which can be relatively inflexible. Fur-
thermore, the sentiment dictionaries used in these studies are often tailored to other domains. In
contrast, we extract sentiment specifically related to business cycle conditions, which is directly
linked to economic dynamics and therefore potentially relevant for forecasting. This sentiment
is derived using a supervised approach, known to be more precise, based on a high-quality train-
ing set. Secondly, our dataset of news articles is both large and unique—it includes not only
newspapers but also a news agency, ensuring no missing observations in the extracted daily
sign-adjusted topics. Thirdly, we have thoroughly prepared the dataset, reducing noise and im-
proving its quality, with all steps carefully documented. Finally, for forecasting, we use the DFM
model, which can handle daily data directly—an important feature when evaluating the value of
new daily text series, as they might lose their timeliness advantage if transformed to a monthly
frequency.

The remainder of the paper is structured as follows. Section [2] provides an overview of the
dataset and discusses the pre-processing steps applied. In Section [3] we outline the sentiment
analysis methodology, including details on the training set. Section [4] focuses on the extraction
and sentiment adjustment of news topics, as well as the selection of topics for forecasting. Section
presents the results of the encompassing test. Section [6] describes the out-of-sample forecasting

experiment. Finally, Section [7] concludes the paper.



2 Text Data

Our dataset is an extensive collection of German-language news, comprising articles from three
leading newspapers with nationwide audience, Welt, Siiddeutsche Zeitung (SZ), and Handels-
blatt, and from Germany’s largest news agency, dpa, which provides information and articles to
almost all German daily newspapers. All four are known for quality journalism which is why we
expect their articles to reflect current developments in a timely and reliable manner. As indicated
by Table [T} our selected newspapers have high daily circulation figures in the German market,
ensuring broad exposure. Articles from dpa are frequently reused by virtually all major news
outlets in Germany, extending its reach far beyond direct subscribers. This widespread dissemi-
nation suggests that the articles used in our analysis affect the belief formation, and eventually
the decisions, of the German public, thereby increasing its value for economic forecasting.

We sourced the Welt articles from the LexisNexis database, focusing specifically on the Econ-
omy and Finance sections, with these articles published from Monday to Saturday between March
1999 and January 2018, representing 2% of our total dataset. Articles from SZ, accounting for
29% of the dataset, were acquired from Geniosﬂ and span from Monday to Saturday between
January 1994 and November 2018. The Handelsblatt corpus, also from Genios, includes publi-
cations from Monday through Friday over the same period and contributes 8% to the dataset.
The largest portion originates from dpa and comprises 61% of the dataset with articles published
daily from January 1991 to December 2018. See Table [1] for a detailed quantitative breakdown
of these contributions. Overall, our dataset aggregates to approximately 12.4 million articles,
making it, to the best of our knowledge, the largest collection of German-language news analyzed
to date in the economic literature. Moreover, the dataset includes news coverage for every day
of the week, which is particularly beneficial for short-term economic forecasting when using a
model that directly handles daily data. This allows us to capture information about significant
events occurring on weekends or public holidays in real time, without any publication lags.

The preparation of the dataset is thoroughly detailed in and documented in
the accompanying code repositoryﬂ It consists of three main categories of pre-processing steps
which we briefly sketch in the following. The first category involves excluding information that

is clearly irrelevant or may bias our results. From the SZ, we removed 1,611,327 articles (13%

LGBI-Genios (https://www.gbi-genios.de) is a leading provider of business databases in Germany,
offering extensive resources for economic and financial information.
Zhttps://github.com /MashenkaOkuneva/newspaper data_processing


https://www.gbi-genios.de
https://github.com/MashenkaOkuneva/newspaper_data_processing

Table 1: Summary of the Original Dataset

Source Period Covered Days Published Circulation Articles  Share
Welt Mar 1999 - Jan 2018 Mon to Sat 72,215 197,565 2%
S7Z Jan 1994 - Nov 2018 Mon to Sat 304,769 3,646,295 29%
Handelsblatt Jan 1994 - Nov 2018 Mon to Fri 140,612 980,516 8%
dpa Jan 1991 - Dec 2018 Mon to Sun - 7,539,874  61%

Note: Articles from Welt are provided by LexisNexis, SZ and Handelsblatt are from Genois,
and dpa articles are directly provided by dpa. The “Days Published” column indicates the
weekdays on which articles from each source are published. The “Circulation” column reports
the number of daily copies circulated in the first quarter of 2021, as reported by the Informa-
tionsgemeinschaft zur Feststellung der Verbreitung von Werbetragern (German Audit Bureau
of Circulation). The “Articles” column includes the total number of articles from each source,
and the “Share” column denotes the percentage each source contributes to the total number
of articles in the dataset.
of the dataset) with only regional news that arguably have limited relevance for macroeconomic
forecasting. From dpa, we excluded all 1,403,690 articles (11% of the dataset) belonging to the
dpa-AFX Wirtschaftsnachrichten (business news), a product tailored specifically to the needs of
investors. Again, this information may be too granular to be fruitfully used to forecast aggregate
developments. Finally, we removed 355 articles from Welt to account for data gaps during specific
periods of insufficient coverage in LexisNexis.

The second category includes filtering steps that are commonly employed in the text min-
ing literature. The most substantial effect came from discarding 3,056,317 articles (25% of
the dataset) that included less than 100 words. This exclusion is necessary as our preferred
topic modeling algorithm, LDA, struggles with short texts due to the lack of sufficient word
co-occurrence information (see, for example, Cheng et al., 2014, Qiang et al., 2017, and Y. Bai
et al.,2022). Additional filtering eliminated 1,870,368 articles (15% of the dataset) by identifying
content not relevant for macroeconomic forecasting. We based the filtering on metadata mark-
ers, such as section types, as well as titles and specific text strings. For example, we excluded
non-narrative or historically focused articles and we mostly refrained from including articles from
sections not related to the economy, finance, and politics. Duplicate removal was also critical,
deleting 1,035,860 articles (8.6% of the dataset) including exact and fuzzy duplicates, along with
dpa-specific duplicates like news corrections. Another step involved removing irrelevant text seg-
ments, such as physical and e-mail addresses, editorial notes, and other uninformative content,

and checking for minimal article length. This process resulted in the additional reduction of

61,039 articles. Splitting aggregated articles in Welt increased the number of articles by 35,004,



Table 2: Descriptive Statistics of the Final Dataset

Source Articles per Day Articles per Month Articles total Share
Welt 32 818 166,155 5%

SZ 73 1,844 551,453 17%
Handelsblatt 93 1,934 578,306 17%
dpa 200 6,073 2,040,385 61%
Total 326 9,929 3,336,299 100%

Note: The “Articles per Day” and “Articles per Month” columns report the average number
of articles per day and per month, respectively, in our final data set. The “Articles total”
column represents the total number of articles and the “Share” column shows the share of
each source.

whereas for dpa, splitting followed by size filtering reduced the count by 16,768 articles.

The third category focuses on homogenizing the text to improve the quality of the input to our
statistical models. It included normalizing umlauts in 186,933 articles, separating erroneously
merged words and numbers in 144,035 articles, and correcting casing in 77,185 dpa articles.
While we have highlighted the steps that had the largest impact on the corpus, many other
processes from the second and third categories were also performed. These include language-
based filtering, removal of number-heavy articles, exclusion of tables, and merging of article
continuations, among others. Together, these additional steps further improve the quality of the

data.
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Figure 1: This graph displays the 30-day backward moving average of the daily number
of articles published by dpa (blue), SZ (orange), Handelsblatt (red), and Welt (green)
in the final dataset after pre-processing. The Y-axis shows this moving average, and the
X-axis corresponds to specific days.

As a result of pre-processing, we reduce the total number of articles from 12.4 million in our



original dataset to 3.3 million in its pre-processed version, as reported in Table 2] The average
number of articles published daily decreased from 1,199 to 326, and the monthly average fell from
36,396 to 9,929. While the share of dpa articles remained constant at 61%, the proportion of SZ
articles dropped from 29% to 17%, Handelsblatt’s share increased from 8% to 17%, and Welt’s
share rose from 2% to 5%. Pre-processing helps us remove irrelevant information, homogenize the
texts, and eliminate irregularities and outliers. Additionally, it ensures we focus on content that
is consistently covered over time. This standardization is important for estimating topic models,
where the objective is to capture genuine spikes in discourse driven by newsworthy events rather
than structural changes in reporting. We further discuss this in

To summarize our findings, Figure (1| shows the daily article numbers of the pre-processed
datasets for all four media sources over time. Publication rates appear reasonably constant for
most of the sample with a slight downward trend, particularly for Handelsblatt and Welt, that
may reflect our focus on print editions: some content likely appeared exclusively online towards
the end of the sample period. Furthermore, the reduced size of the dataset is beneficial for the

computationally demanding task of topic model estimation.

3 Sentiment Analysis

Following the pre-processing of our dataset, we proceed to extract sentiment from the articles. In
the literature, sentiment analysis is primarily approached in two ways: using lexicon-based and
machine learning-based methods (Algaba et al., |2020). Lexicon-based approaches, which rely
on fixed lists of words each with an assigned sentiment score, are more commonly used in the
macroeconomic forecasting literature. A notable example is the Loughran and McDonald lexicon
(Loughran & McDonald, 2011)), particularly favored in this field due to its specific relevance to
the economics and finance domains (see e.g., Fraiberger, [2016, Thorsrud, 2016, and van Dijk
and de Winter, [2023). In contrast, machine learning approaches, especially supervised ones,
often provide more precise sentiment identification by integrating complex models with expert
domain knowledge (Ash and Hansen, 2023)). A prominent example of this technique is Shapiro
et al. (2022) who manually rate the negativity of 800 news articles. The relatively rare use
of these methods is mainly due to the high costs and significant time investments required to

develop annotated training sets. A promising solution to this challenge is to collaborate with



organizations that specialize in creating such annotations.

In this article, we apply supervised machine learning based on a dataset provided by Media
Tenor International, a Swiss-based institute known for analyzing content from major German
media outlets. Details about the training set are discussed in Subsection [3.1] our methodology

for sentiment extraction in Subsection and the resulting daily sentiment index in Subsection

B3l

3.1 Training Set

Media Tenor International (hereafter referred to as MTI) employs professional coders to anno-
tate news articles. These annotations include the country mentioned, the timing of the events
described (past, present, or future), and several other characteristics, among which sentiment
(categorized as negative, no clear tone, or positive) is particularly relevant to this article. An
attractive feature of MTI’s methodology is the focus on aspect-based sentiment (towards the
business cycle, labor market, or monetary policy) rather than a general sentiment. This ap-
proach has the potential to provide a deeper understanding of the news content and produce
sentiment indices that are closely correlated with important economic variables. Barbaglia et al.
(2023) also emphasize the importance of aspect-based sentiment, though employing a lexicon-
based approach, in contrast to the supervised method used here. Previous research by Ulbricht
et al. (2017) demonstrated that sentiment indices derived from MTI’s annotations can improve
forecasts of industrial production over relatively long forecasting horizons.

The dataset we received from MTI contains details on each article’s publication date, source
(newspaper or journal), title, sentiment aspect (e.g., business cycle conditions), and the number
of annotators who evaluated an article as negative, having no clear tone, or positive towards this
particular aspect. Originally, the dataset included 16,874 annotations. It’s important to note
that annotations differ from articles as the same article may be annotated multiple times for
different aspects. In fact, 1,916 articles received annotations at least twice. We excluded 295
annotations that had empty titles and 748 entries that lacked consensus among annotators (e.g.,
one annotator considered an article negative, while another rated it as having no clear tone).
Annotations covered 58 aspects, but only a few were well-represented, with 4,108 sentiment
annotations focused on business cycle conditions, 2,641 on fiscal policy, and 2,390 on the labor

market.
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The articles originated from eight different sources, including the major German daily tabloid
newspaper—BILD—and its Sunday edition BILD am Sonntag (BamS), along with Welt am Son-
ntag (WamsS) and Frankfurter Allgemeine Sonntagszeitung (FAS), which are the Sunday editions
of the daily newspapers Welt and Frankfurter Allgemeine Zeitung, respectively. Additionally,
four weekly and monthly magazines—Spiegel, Focus, Capital, and Manager Magazin—were also
included in the analysis.

The annotations from this dataset can be directly used to construct monthly sentiment
indices for different aspects by calculating the difference between the proportions of positive
and negative articles for each month and aspect, as done by Ulbricht et al. (2017)). We present
the time series of business cycle sentiment and labor market sentiment, constructed using this
methodology and smoothed with a 6-month backward rolling mean, in Figure 2] They clearly
highlight the importance of aspect-based sentiment: while the indices for business cycle sentiment
and labor market sentiment are positively correlated (correlation coefficient of 0.39), they also
exhibit periods of marked divergence. For example, in July 2016, sentiment towards business

cycle conditions drops sharply, whereas labor market sentiment does not show a similar decline.

: \m /\\ /\ ()"

—— Business Cycle Conditions Sentiment
Labor Market Sentiment

T T T T T T T T T T
01-2011 01-2012 01-2013 01-2014 01-2015 01-2016 01-2017 01-2018 01-2019 01-2020

Figure 2: Business cycle sentiment (blue line) and labor market sentiment (orange line),
constructed using Media Tenor data. The vertical axis represents the 6-month rolling
mean of the difference between the proportion of positive an negative articles per month,
while the horizontal axis indicates the corresponding month and year.

As the MTI dataset does not include the full texts of the annotated articles, we needed
to access them manually. Although it was possible to download most of these articles from

LexisNexis and Dow Jones Factiva (henceforth Factiva), manually retrieving 15,831 annotated
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articles would have been excessively time-consuming. Therefore, we decided to concentrate only
on articles that received sentiment annotations towards business cycle conditions. This focus is
justified for two reasons. First, this aspect has the largest share in the dataset. Second, while
this sentiment is specific to the economic domain, it is more general than sentiment towards
fiscal policy or the labor market which are also sensible candidates. This broader scope provides
a more accurate reflection of the overall economic situation, making it particularly useful for
forecasting a variety of economic variables, with an emphasis on GDP growth in this research.
Out of the 4,108 articles annotated towards business cycle conditions, we successfully accessed
3,286 articles. Table [3] presents the number of articles by source. We did not download articles
from Manager Magazin, as there were only 16 annotations from this source. Additionally, 392
annotated articles from FAS were unavailable in both LexisNexis and Factiva. We downloaded
2,216 articles from Factiva and 342 articles from LexisNexis based on the date of publication,
source, and title provided in the MTI dataset. A further 505 articles from Spiegel and 223 from

Focus were obtained from their online archivesﬂ For details, please refer to our repositoryﬁ

Table 3: Articles matching MTT annotation

Source  Articles Share of Total

Spiegel 1,020 31%
Focus 719 22%
BILD 571 17%
WamS 468 14%
Capital 362 11%
Bam$S 146 5%

Total 3,286 100%

We then merged the full texts of the downloaded articles with their sentiment annotations
from the MTI dataset (see for details) and determined the sentiment of each
article using a majority vote approach. For instance, if most annotators classified an article as
positive, we labeled it with a +1 sentiment. The number of annotations per article ranged from
1 to 26. While the majority of the articles (2,681) were annotated by one person, 605 articles
(representing 18% of the total) were reviewed by several coders. Among these, 256 articles were
annotated by two people, 163 by three, and 75 by four, with smaller numbers annotated by five

or more individuals. This approach ensures high-quality annotations and minimizes classification

3See the Spiegel archive at https://www.spiegel.de/spiegel /print/index-2024.html and the Focus
archive at https://www.focus.de/magazin /archiv /.
4https://github.com/MashenkaOkuneva/newspaper _analysis/tree/main/MediaTenor processing
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error, especially in cases where the sentiment was unclear.

The final training set, following the general pre-processing steps outlined in
covers the period from January 2011 until May 2020, with an average of 29 annotations per
month. From Table [3| we see that around 50% of the articles come from Spiegel and Focus.
Regarding the sentiment distribution, 49% of the articles (1,604 articles) express a negative
sentiment towards the business cycle, 30% (992 articles) have positive sentiment, and only 21%

(690 articles) were classified as having no clear tone.

3.2 Sentiment Extraction Methodology

In this subsection, we use the prepared MTT dataset to train a machine learning model specifically
designed for predicting the sentiment of individual articles. Since our goal is to extract sentiment
towards business cycle conditions, we train the model solely on sentences related to this aspect
rather than on the entire text of each article. We will first describe the procedure for selecting

relevant sentences and then proceed with the training and evaluation of the model.

3.2.1 Sentence Selection for Business Cycle Sentiment

Our main motivation for concentrating on sentences related to the aspect of interest is to mimic
the annotation process used by professional coders at MTI. In their workflow, coders were in-
structed to read an article and annotate its sentiment towards business cycle conditions, naturally
paying more attention to sentences containing relevant information while disregarding the rest.
Although this approach can lead to some loss of information by omitting sentences that are in-
directly relevant or provide additional context, it helps to focus on the most important content.
This trade-off between relevance and completeness is a common challenge in aspect identification
problems (see e.g., Liu, 2012).

To effectively isolate sentences that relate to business cycle conditions within the articles,
we employ a lexicon-based approach. Specifically, a sentence is retained if it contains key terms
directly associated with our aspect of interest, such as ‘business cycle conditions’ or ‘economy’.
We further expand this selection by including words that are either syntactically or semantically
linked to these seed terms.

For the identification of such related words, we use the word2vec model, developed by Mikolov

et al. (2013a)), which has been particularly popular in the economic literature. It generates
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so-called word embeddings—numerical vectors that capture the semantic properties of words,
grouping similar words closer together in the vector space. This model has been successfully
applied to define risk exposure categories (Davis et al., |2020), measure economic uncertainty
(Soto, 2021)), and assess climate change transition risks (Kapfhammer et al., 2020)).

The objective function of the word2vec model, particularly in its skip-gram architecture,
maximizes the probability of observing context words given a target word. Mathematically, this
is expressed as maximizing the following log-likelihood function over the set of all words in the

corpus:

,
=23 5 loaplupeluy). 1)

p=1-C<j<C,j#0
where P is the total number of words in the corpus, w,, is the target word at position p, C
determines how many words before and after the target word are considered, and w4 ; represents
a context word.
In line with neural-network language models, the conditional probability p(wp4;|wy) that a
context word wy; will appear given a target word w), is modeled using a softmax function:

T
exp(vy, , U, )
p(wptjlwp) = v T

>zt exp(v] uw,)

, (2)

where u,, and vy, are the vector representations (embeddings) of the target word wy,
and the context word w4, respectively. The denominator serves as a normalization term that
sums the exponentiated dot products of the target word vector with every other word vector in
the vocabulary, V', of our corpus. In econometrics, this softmax function is equivalent to the
multinomial logit model.

The output probabilities indicate how likely each vocabulary word is to appear near our
target word. For instance, in a well-trained model with ‘business cycle conditions’ (‘Konjunktur’
in German) as the target word, we would expect significantly higher probabilities for contextually
related words such as ‘GDP’ or ‘consumption’. Conversely, unrelated words like ‘dog’ or ‘weather’
would correspondingly receive much lower probabilities.

As indicated by , the model’s parameters consist of vector embeddings for target words wy,,
combined into a matrix U, and embeddings for context words vy, ;, which together form a matrix

V. The goal during training is to optimize these parameters by maximizing the log-likelihood as
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formulated in . This optimization is achieved by iteratively updating the entries in matrices
U and V via gradient descent, thereby refining the embeddings to more accurately capture
semantic relationships between words. The final embeddings used in applications are drawn
from matrix U. For detailed derivations of the parameter update equations, see Rong (2016).
A more thorough explanation of word2vec in the context of economic literature is provided by
Soto (2021)).

We train our word2vec model on articles from dpa, Handelsblatt, SZ, and Welt, covering
the period from 1991 to 2009. This timeframe ensures that our out-of-sample GDP growth
forecasts are based solely on information that was historically accessible, thereby preventing any
information leakage. Before estimation, we perform standard pre-processing steps, which are
explained in detail in The primary goal of these steps is to standardize the input
data and to reduce noise, for instance, by removing words that rarely appear in the dataset.

After pre-processing, the corpus of articles includes 757,990 unique words. With the size of
embedding vectors set to 256, the matrices U and V would contain approximately 194 million
parameters each. To handle this computational complexity, we apply three sampling techniques
introduced by Mikolov et al. (2013b)) and explained in subsampling of frequent
words, shrinking the context window by random amounts, and negative sampling.

These methods, combined with carefully chosen hyperparameters, significantly contribute to
the quality of the trained embeddings. For our model, we set the embedding dimension to 256
and the context window size C' to 10—both commonly used in the literature. We experimented
with context window sizes of 5 and 10, finding that a window size of 10 yielded more meaningful
terms related to business cycle conditions, making it the better choice for our analysis. Other
estimation details are summarized in

During training, we monitored the model’s progress by periodically printing out and eval-
uating 16 words—S8 from the 300 most frequently occurring in the corpus and 8 less common
words—along with their related terms based on cosine similarityﬂ For example, during the first
epoch (one complete pass through all the words in the corpus), the pronoun ‘his’ was incorrectly

linked to unrelated terms like ‘child allowance’, ‘aged’, and ‘newly built’. However, by the second

5Cosine similarity measures how similar two vectors are by calculating the cosine of the angle between
them. Specifically, we measure the cosine similarity between the embedding of the selected word .,
and the embeddings of all words in the vocabulary u,,; (for j = 1,2,...,V). The formula is given by

“wi v The value ranges from -1 (completely dissimilar) to 1 (identical), with “related” terms

Tt M T

being those with the highest cosine similarity to the selected word.

cosf =
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epoch, the associations had refined to ‘he’ and various forms of ‘his’. Similarly, the less common
word ‘Schroder’ initially related to irrelevant terms like ‘spheres of interest’ and ‘restaurant’, but
by the fifth epoch, it correctly associated with ‘Gerhard’; ‘chancellor’, and ‘federal Chancellor’ﬁ
We stopped training after 10 epochs, as the related terms for both common and uncommon
words had become meaningful.

We further assessed the quality of our final word embeddings by evaluating their ability to
identify terms related to the concept of interest. To do this, we visualized the embeddings of
the 1,000 words most similar to ‘business cycle conditions’ based on cosine similarity, using the
t-SNE technique. The main goal of t-SNE is to reduce the 256-dimensional embeddings to a
2-dimensional space, enabling a visual analysis of the relationships between words. The resulting
visualization suggests that our embeddings effectively capture meaningful semantic relationships
and can identify terms closely linked to the concept of interest. For a detailed explanation of the
t-SNE algorithm, its application to this visualization, and an in-depth discussion of the results,
please refer to [Appendix D.4]

After confirming that words most similar to the estimated embeddings of ‘business cycle con-
ditions’ and ‘economy’ are indeed relevant to the intended aspect, the next step was to determine
the appropriate number of related terms to include. One straightforward approach is to manu-
ally select the top N words most similar to each target term. However, this method introduces
an element of subjectivity. To address this, we explored an alternative approach applied by
Soto (2021), which involves using K-means clustering to group the 1,000 word embeddings most
cosine-similar to either ‘business cycle conditions’ or ‘economy’. Words that fall within the same
cluster as the target term are then considered related. Further details on K-means clustering

and its application in our analysis can be found in [Appendix D.5]

For ‘business cycle conditions’, the clustering approach proved effective, identifying 279 re-

lated terms, which are listed in [Appendix D.6.1] However, for ‘economy’, this method yielded

653 related terms, many of which were overly generic, such as ‘this’, ‘despite’, and ‘also’. This
difference likely stems from the fact that ‘economy’ is a more frequently used term that appears

in a wider variety of contexts. Therefore, for ‘economy’, we prefer to focus on the 100 most

cosine-similar words listed in [Appendix D.6.2

Although economy and business cycle conditions are distinct concepts, there are two reasons

6Gerhard Schréder was German chancellor from 1998 until 2005.
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why we include terms related to both. First, these concepts are closely interconnected and often
co-occur in news articles. This is evidenced by the fact that ‘economy’ is a related term to
‘business cycle conditions’, and vice versa (see . Additionally, after identifying
terms associated with each concept, we noted that 44 terms appear in both lists, including
‘economic upswing’, ‘global economy’, and ‘labor market’. Second, a review of articles from the
MTT dataset indicates that coders considered sentences related to both economy and business

cycle conditions when assessing sentiment.

Table 4: Sentences Retained for Sentiment Analysis

Sentiment Retained Sentences

Negative Economy: France has recorded hardly any growth for ten years, in addition to an
enormous foreign trade deficit and high national debt (97% of economic out-
put). Unemployment: At 10 percent, the unemployment rate is almost twice
as high as in Germany, and youth unemployment is dramatic (currently 23.7 %,
more than in Romania). Domestic destruction: In France, fear of unemployment is

rampant.
No clear | It states that economic growth could be up to three percent higher if environmental
tone and human rights groups did not lobby against coal mining and nuclear power.
Positive Berlin - The German economy is growing! This is what the economic experts

predict in their forecast for 2014. According to this forecast, gross domestic product
is likely to increase by 1.9% in 2014, which is stronger than previously assumed.
In addition to rising private consumption, the economy is also being boosted by
steadily increasing corporate investment in new plant and machinery.

Note: These examples are drawn from the MTI dataset and display only the sentences that
were retained. A sentence is included if it contains at least one term related to business cycle
conditions; these terms are highlighted in bold for clarity. The articles were translated from
German to English using DeepL. The original German versions of these articles are available in
Appendix D

Finally, we standardized the articles from the MTI dataset by retaining only those sentences
that include at least one term related to either ‘business cycle conditions’ or ‘economy’. Table []
provides three representative examples: one article with a negative sentiment towards business
cycle conditions, one with no clear tone, and one with a positive sentiment. The key terms that
justified the inclusion of each sentence are highlighted in bold. As demonstrated, the retained
content is directly relevant to business cycle conditions, and the sentiment in each article is clearly
discernible. These filtered articles are then used in the supervised training for our sentiment
analysis.

While there are alternative approaches for aspect identification, such as manually created
dictionaries, topic model outputs, and supervised models trained on annotated corpora (see,

e.g., Jangid et al., 2018, Ash and Hansen, 2023)), our method offers several key advantages. It is
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fully automated, computationally efficient, and, most importantly, proves to be highly successful

in identifying terms relevant to the concept of interest.

3.2.2 Long Short-Term Memory Neural Network

For sentiment analysis, we selected the Long Short-Term Memory (LSTM) neural network, which
we train on the filtered articles from the MTI dataset. This model is then used to predict sen-
timent towards business cycle conditions in the main corpus. The LSTM model, introduced by
Hochreiter and Schmidhuber (1997), is a type of recurrent neural network (RNN) designed to
process sequences of data—a critical feature given the sequential nature of language. Unlike
standard RNNs, LSTMs effectively address the vanishing and exploding gradient issues, which
improves their ability to learn dependencies over long sequences (for more details, see Hochreiter
et al., 2001). LSTM networks have been successfully applied in various financial and economic
contexts, including predicting stock closing prices (Jin et al., 2020), assessing financial system in-
stability (Kanzari et al.,[2023), forecasting inflation (Almosova & Andresen, 2023), and analyzing
cryptocurrency-specific sentiment (Nasekin & Chen, [2020).

The architecture of our LSTM model is presented in Figure In this model, each input
word (e.g., ‘decline’) is first transformed into a 256-dimensional word embedding z using the
same embedding matrix pre-trained with the word2vec algorithm that was previously used to
identify terms related to business cycle conditions. These embeddings are then passed through
two layers of LSTM cells (although for simplicity, only one layer is shown in the figure), where
the cell states b% and hidden states bz are updated at each time step t. The hidden state bz
is used as the output of the LSTM cell. The cell state b’ functions as the model’s memory,
preserving essential information from previous time steps.

The LSTM cell updates this memory with the help of specialized neural network layers called
“gates”, which regulate the flow of information. At each time step, the “forget gate” decides which
parts of the previous cell state should be discarded, allowing the model to remove irrelevant
information. Simultaneously, a candidate cell state is generated, representing potential new
information. The “input gate” regulates how much of this new information should be incorporated
into the current cell state. Together, these updates result in an adjusted cell state that balances
the retained information with the newly added content. Finally, the “output gate” controls how

the updated cell state contributes to the hidden state b} . This coordinated mechanism allows the
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model to preserve relevant information over long periods of time. As a result, LSTM models are
particularly well-suited for sentiment analysis, as they can capture and retain information from
earlier words in a sequence, allowing these words to influence the final sentiment prediction.

The model processes the input sequentially, receiving one word at a time. The final layer
of the network is an output layer with a sigmoid activation function, which is used for binary
sentiment classification. As each word is processed, the sentiment prediction (based on the
sigmoid activations) is updated, but the weights of the network remain constant throughout the
sequence. The final sentiment prediction for the entire sequence is considered the sentiment of
the article. The mathematical details of the LSTM model and its gates can be found in[Appendix|
D.8

Output
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Figure 3: Architecture of the LSTM model used for sentiment analysis.

We opted for a two-class sentiment analysis rather than the original three-class approach
(negative, no clear tone, positive) to focus on distinguishing clearly negative news from all other
types. While most articles from the MTI dataset classified as positive or negative displayed a
clear sentiment regarding business cycle conditions, the ‘no clear tone’ category presented signif-
icant challenges. This class was mixed: some articles genuinely reflected neutral sentiment about
business cycle conditions, while others exhibited mixed sentiment or barely addressed the aspect.
To illustrate the complexity of this category, Table [5| provides examples of articles annotated as
‘no clear tone’. For brevity, we present only the sentences retained for sentiment analysis. The
first example clearly addresses business cycle conditions and has a neutral tone, emphasizing
statistics without expressing any sentiment. The second example shows mixed sentiment, be-

ginning with optimism about expected economic growth but later highlighting the risks posed
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by high national deficits. In the third example, terms related to business cycle conditions, like
‘economy’ and ‘industry’, are mentioned but are secondary to the article’s primary focus on de-
fense and security. This category’s mixed nature, combined with its relatively small number of
training examples, led to lower model accuracy when using the three-class approach. By simpli-
fying the task to a binary classification, we improved the model’s performance. Additionally, we
want to highlight that the prevalence of negative sentiment in news articles, and the relatively
small share of articles with no clear tone, reflects the inherent nature of news reporting rather
than a limitation of our dataset. As documented by Soroka et al. (2019), news tends to exhibit
a negative bias, and thus it is expected that the proportion of positive and no clear tone articles

will always be lower than that of negative news.

Table 5: Examples of Articles Annotated as ‘No Clear Tone’

Type Retained Sentences

Neutral This is how the economy has developed since then: Unemployment: before the
sentiment vote, 1.64 million were unemployed; today (as of Oct. 2016) there are 16,000 fewer.
Trade: Exports increased, the trade deficit fell from 11.4 billion (as of June) to 11
billion pounds (as of December). Gross domestic product: rose by 0.5 % from July
to September.

Mixed sen- | Late this afternoon, Chancellor Angela Merkel (59, CDU) received the heads of the
timent world’s most powerful economic associations, including Christine Lagarde (IMF)
and Angel Gurria (OECD). The good news: the global economy will grow by 3.6%
this year and by 3.9% in 2015. The high national deficits of many countries could
jeopardize the upturn, the economic experts agreed.

Limited As the most important European economy, we must live up to our global role. If
informa- industry is to maintain capacities for supplying the armed forces, this requires a clear
tion on the | commitment from politicians: for sustainable financial planning.

aspect

Note: This table provides examples of articles classified under the ‘No clear tone’ category,
illustrating different cases such as neutral sentiment, mixed sentiment, and articles that barely
discuss business cycle conditions. These examples are drawn from the MTI dataset and display
only the sentences that were retained. A sentence is included if it contains at least one term
related to business cycle conditions; these terms are highlighted in bold for clarity. The articles

were translated from German to English using DeepL. The original German versions of these
articles are available in

Before estimating the LSTM model on the filtered MTI articles, we performed model-specific

pre-processing to prepare the data (see [Appendix D.10). While most steps, such as lowercasing

text and removing punctuation, are standard and aimed at focusing on essential information, two
particular steps deserve attention. First, we excluded words without corresponding embeddings
in our pre-trained word2vec model. These excluded words generally fall into three categories:
rare terms like ‘tweet’ or ‘video call’ that seldom appeared in the economic and political news

articles used to train word2vec; misspellings, which are absent from the main corpus; and words
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that entered common usage after 2010, like ‘Brexit’ and ‘COVID’, which are missing because the
embeddings were trained on articles published before 2010.

Excluding words from the first two categories helps reduce noise, while removing words
from the third group minimizes the risk of data leakage by ensuring that the model focuses on
vocabulary prevalent before 2010. Although this approach may leave some information in the
texts unanalyzed, we recognize that our sentiment model is trained on articles from the out-of-
sample forecasting period. Ideally, we would use only articles published before 2010, but such
annotated corpora are rare. Thus, our solution, while not perfect, helps maintain a focus on
historically relevant language without introducing new terms into the LSTM.

The second key step in our pre-processing involved excluding articles that contained 20 or
fewer words. This exclusion led to the removal of 853 articles from the MTI dataset: 391 from the
negative class, 171 from the no clear tone class, and 291 from the positive sentiment class. While
this step does reduce the dataset size, it ensures that only articles with sufficient content related
to business cycle conditions are included. By focusing on the aspect of interest, this approach,
like the previously discussed step, also helps reduce the potential for data leakage by prioritizing
consistently discussed economic topic over transient events like the COVID-19 pandemic.

Moreover, the original MTI articles varied significantly in length depending on the source.
As shown in Table @ Spiegel, a weekly journal, had much longer articles on average (1640 words)
compared to the daily newspaper BILD, which had an average of 204 words. This substantial
difference in length made it difficult to analyze these sources together. However, after filtering
to retain only sentences with terms related to business cycle conditions and removing shorter
articles, the average word count became much more comparable, ranging from 47 words in BILD
to 186 words in Spiegel. This standardization of article length might be important for the per-
formance of neural networks, which benefit from a simpler, more localized relationship between
the inputs and the sentiment target (Graves, 2012b). Additionally, it facilitates the application
of a model trained on one set of sources to other corpora containing different newspapers. This
is because, by using inputs with a more consistent structure and a clear focus on the aspect
of interest, the model is less likely to learn patterns specific to any particular source, such as
variations in writing style, article formats, and length.

One could argue that 20 words is a rather low threshold and that with some generic terms in

our list of words related to business cycle conditions—such as the verb ‘create’, which appears
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Table 6: Article Length Statistics by Source

Source Original Filtered and Pre-processed
Mean 25th Perc. 75th Perc. Mean 25th Perc. 75th Perc.
Spiegel 1640 726 2099 186 57 237
Focus 635 174 922 98 38 119
BILD 204 74 211 47 25 51
WamS 1001 468 1410 141 52 186
Capital 1512 511 2156 183 73 250
BamS 503 151 776 78 35 104

Note: This table provides statistics on the length of articles by source, including the mean, 25th
percentile, and 75th percentile of the word count distribution for both the original MTI articles
and their filtered and pre-processed versions.

720 times in the MTI dataset—we might end up keeping some articles that are only loosely
or not at all related to the topic. However, we believe this is not a significant issue for two
reasons. First, these generic terms, when used in articles related to the aspect of interest,
provide valuable context (e.g., “create purchasing power”, “create jobs and income”). Second, in
cases where articles not closely tied to the aspect are retained primarily due to generic terms
and the low threshold, our approach mitigates this issue by combining sentiment analysis with
topic modeling. We discuss this further in the next section.

After pre-processing, our dataset included 2,433 articles: 1,213 categorized as negative (50%),
519 as having no clear tone (21%), and 701 as positive (29%). These were divided into three
sets: the training set, comprising 1,920 articles (approximately 80% of the total), the validation
set with 256 articles (about 10%), and the test set consisted of another 256 articles (also about
10%). The training set was used to develop the model, the validation set helped determine the
optimal stopping point during training, and the test set was reserved for evaluating the model’s
final performance.

Our selected model consists of two LSTM layers, each with 32 hidden units. Further de-

tails about the model configuration, training process, and optimization settings are available in

[Appendix D.11] During development, we experimented with various pre-processing techniques,

such as retaining words without pre-trained embeddings and allowing the model to learn their
embeddings during training, lemmatizing words, and removing stopwords. We also tested several
hyperparameters, including the number of hidden units, layers, maximum sequence length, and

the number of epochs. The final model, which incorporated the pre-processing steps outlined in
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[Appendix D.10| and the architecture detailed in [Appendix D.11] achieved the highest accuracy

on the test set and delivered meaningful sentiment predictions.

To assess the performance of the model, we relied on common metrics such as accuracy and the
F1 score. Accuracy measures the percentage of correct predictions, while the F1 score balances
precision and recall to account for both false positives and false negatives. As shown in Table[7]
our LSTM model achieved 62% accuracy for the negative class and 71% for the positive/no clear
tone class. These results indicate that the model effectively distinguishes between sentiment
categories, with slightly better performance in identifying articles with positive or no clear tone

sentiments.

Table 7: LSTM Performance

Accuracy F1

negative tone 62% 0.64
postive/no clear tone 1% 0.69

Total (weighted average)  66.8%  0.67

We compared the LSTM model’s performance with two alternative sentiment approaches:
a Linear Support Vector Machine (LSVM) and a lexicon-based method. Although the LSTM
only slightly outperformed the LSVM, it achieved a notably higher accuracy than the lexicon

approach, demonstrating the advantages of our methodology. Full details of these comparisons

are available in [Appendix D.12]

3.3 Daily Sentiment Index

After successfully training the LSTM model on the MTI dataset and confirming its strong per-
formance on unseen data, we applied it to predict sentiment for individual articles in the main
corpus, which includes dpa, Handelsblatt, SZ, and Welt. This process begins by focusing ex-

clusively on sentences containing at least one term related to business cycle conditions, followed

by applying the same LSTM-specific pre-processing steps as described in [Appendix D.10] One

of these steps excludes articles with 20 or fewer words, meaning that the subsequent analysis is
performed on a subset of the full corpus.
Table |8 shows that 887,300 articles, representing 27% of the full dataset, were retained for

sentiment analysis. This selection allows us to focus on content that is highly informative and
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more directly related to business cycle conditions. Notably, the descriptive statistics reveal an
interesting shift: the average number of daily publications for Handelsblatt and dpa is now nearly
identical, with Handelsblatt publishing 40 articles per day and dpa publishing 41. Furthermore,
the share of dpa articles in the dataset has decreased from 61% (see Table [2) to 47%, while

Handelsblatt’s share has risen from 17% to 28%.

Table 8: Descriptive Statistics After LSTM-Specific Pre-Processing

Source per Day per Month Total Articles Share of Total
Welt 12 293 59,468 (36%) %

SZ 21 538 160,963 (29%) 18%
Handelsblatt 40 831 248,320 (28%) 28%

dpa 41 1,246 418,549 (21%) 47%
Total 87 2,641 887,300 (27%) 100%

Note: The “per Day” and “per Month” columns correspond to the average number of articles
published per day and per month, respectively. The “Total Articles” column represents
the total number of articles after LSTM-specific pre-processing has been completed. The
percentages in parentheses indicate the proportion of articles that remained following this
pre-processing step.

This shift is further illustrated in Figure [d which highlights Handelsblatt’s dominance in
the dataset from 1994 to 2001. Given Handelsblatt’s focus on business news compared to dpa’s
broader coverage, including political topics, this change reflects our success in narrowing the
dataset to articles more relevant to the business cycle. Moreover, Figure [4| confirms that no
unusual spikes in daily article publications occurred, ensuring consistent coverage over time.
The noticeable rise in daily publications around the Great Recession further indicates that we
are effectively capturing content directly related to the aspect of interest.

While the next phase of our analysis will focus on sentiment predictions for individual articles,
we also constructed a daily Overall Business Sentiment Index (OBSI) for each media source and
for the entire dataset. Calculated by subtracting the proportion of negative articles from the
proportion of no clear tone/positive articles for each day, this index is based solely on sentences
related to business cycle and economy. The OBSI combines topic-related sentiments with time-
varying weights that capture shifts in topic relevance over time, providing an additional measure
to validate our sentiment extraction methodology.

Figure [o| presents the standardized 180-day backward-looking rolling mean of the daily OBSI
for each media source and the entire corpus. The sentiment indices for different sources are

notably correlated and align with significant economic downturns in Germany, including the
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Figure 4: This graph displays the 30-day backward moving average of the daily number
of articles published by dpa (blue), SZ (orange), Handelsblatt (red), and Welt (green)
in the final dataset, after LSTM-specific pre-processing steps were applied. The Y-axis
shows this moving average, and the X-axis corresponds to specific days.

post-reunification recession (1992-1993), the dot-com bubble (2001), the Great Recession (2008-
2009), and the European sovereign debt crisis (2011-2013). This further supports the reliability
of the sentiment predictions produced by our LSTM model, as the indices track key economic
events and reflect overall sentiment trends in the media.

An additional insight from Figure [5|is that the sentiment index for Handelsblatt (in green)
shows a stronger reaction to the Great Recession than the other media sources. Since sentiment
is averaged across all topics covered by each source, and Handelsblatt contains a higher propor-
tion of content related specifically to business cycle conditions, its more pronounced response is
expected. This observation highlights the need to go beyond sentiment analysis alone. To ensure
that sentiment is consistently calculated for articles covering relevant topics, we will integrate

topic modeling into our analysis, as discussed in the next section.

4 Sign-Adjusted Topics

In this section, we begin by outlining our methodology for extracting news topics from the
887,300 articles retained for analysis and how these topics were integrated with sentiment related
to business cycle conditions. We then explain the process of selecting sentiment-adjusted topics
for the out-of-sample forecasting exercise. Finally, we discuss the resulting series to illustrate

when and why combining topics with sentiment is particularly important.
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Figure 5: Standardized 180-day backward rolling mean of the daily OBSI for SZ (red),
Handelsblatt (green), Welt (blue), dpa (orange), and the whole corpus combined (black).
The Y-axis represents the 180-day backward moving average of the daily difference be-
tween the proportion of positive/no clear tone articles and negative articles. The X-axis
shows the specific day. Shaded areas indicate periods of severe recessions experienced by
Germany.

4.1 Latent Dirichlet Allocation

To identify topics within the news articles, we apply the Latent Dirichlet Allocation (LDA)
model, originally introduced by Blei et al. (2003). LDA has become increasingly popular in
economic forecasting (see e.g., Ellingsen et al., 2022, Bybee et al., [2024) due to its unsupervised
nature and highly interpretable output. Specifically, the model estimates the proportion of an
article’s content dedicated to different topics, which also makes it possible to quantify the share
of attention each topic receives on a daily basis. Given the widespread use of LDA in recent
economic research, we provide a brief overview of the model in this subsection, focusing on the
key aspects relevant to our implementation. For a more detailed discussion, we recommend
Hansen et al. (2018), and for a deeper technical explanation, see Blei et al. (2003).

The LDA model can be understood through its generative process, which describes how the
observed data—words in documents—are assumed to be generated. Consider a corpus consisting

of D documents. Each document is modeled as a mixture of K topics, and each topic is char-
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acterized by a distribution over a fixed vocabulary of V' unique words. The generative process
begins by drawing a distribution £ over the vocabulary for each topic k = 1,..., K, where
By ~ Dirichlet(n), with n being the hyperparameter. This distribution represents the likelihood
of each word appearing in a given topic.

Next, for each document d, a distribution over topics 4 is drawn from a Dirichlet distribution
with hyperparameter «, such that 64 ~ Dirichlet(a)). This document-specific topic distribution
reflects the proportion of attention devoted to each topic within the document.

To generate the words w4 (where n = 1,..., Ny, and Ng is the total number of words
in document d), the model first selects a topic for each word by sampling a topic assignment
Zn,q from a multinomial distribution parameterized by the document’s topic distribution 6, i.e.,
Znd ~ Multinomial(6,), where z,4 € {1,...,K}. After selecting a topic, the word wy, 4 is
drawn from the vocabulary distribution f3,, , associated with the assigned topic, i.e., wy 4 ~
Multinomial(3;, ,)- This process is repeated for each word in the document, resulting in the
document being represented as a mixture of topics.

In practice, we only observe the words w,, 4, while the topic assignments z, 4, the document-
specific topic distributions 6,4, and the topic-specific vocabulary distributions [ must be inferred
from the data. To estimate these latent variables, we used the collapsed Gibbs sampling algorithm
as described by Griffiths and Steyvers (2004).

Before applying the LDA model to the 887,300 articles retained for sentiment analysis, we
performed several pre-processing steps specific to topic modeling. These include adding colloca-
tions, which are combinations of two or three words with specific meanings, into the vocabulary.
For example, the former German chancellor’s name, Angela Merkel, is treated as a single token
rather than two separate words. We also standardized the article texts by converting all words to

lowercase, removing stopwords, applying stemming, and excluding terms with low tf-idf scores.

For a more detailed explanation of these and other pre-processing steps, refer to[Appendix D.13]

Unlike in sentiment analysis, where only sentences containing terms related to business cycle
conditions were analyzed, LDA was applied to the full text of each article, as the entire article
is important for understanding what was discussed on a particular day.

The collapsed Gibbs sampling algorithm starts by randomly initializing the topic assignments
Zn.d, drawing from a uniform distribution. Then, for each word in each document, the topic

assignment z, 4 is sequentially updated through multinomial sampling based on the following
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conditional probability:

k
m’u,—(n,d) + 77
ZU mﬁ,—(n,d) +Vn

Pr(zn,d = k‘z—(n,d% w, &, 77) X X (m%,n + a)’ (3)

where Z_(n,d) refers to all topic assignments except the current one for word w, 4, and w represents
all the words in the corpus. In this expression, mﬁ —(n.d) counts how many times word wy, 4

with the token index v has been assigned to topic k across the corpus, excluding the current

d

assignment. Similarly, mg _

denotes how many other words in document d have been assigned
to topic k, again excluding the current word.

Intuitively, the first term in the Equation measures how likely word w,, 4 is to belong
to topic k, based on how frequently it has been assigned to that topic across the corpus. The
second term indicates how prevalent topic k is within document d, increasing when more words
in the document are linked to the same topic.

We estimated the LDA model using the training portion of the corpus (1991 to 2009) to avoid
look-ahead bias. The process of updating topic assignments for all words in the training set was

repeated 4,500 times, with the last 10 samples saved at a thinning interval of 50. To ensure that

the Markov chain had converged, we used perplexity as a standard performance measure in the

literature (introduced in [Appendix D.14)). The hyperparameters a and n were set to a = 50/ K

and n = 200/V, as recommended by Griffiths and Steyvers (2004). With these values, only a
few topics received high probabilities in a document, while the remaining topics had near-zero
probabilities, resulting in a sparse topic distribution.

To determine the optimal number of topics, 10-fold cross-validation was applied. We tested
different values of K ranging from 10 to 250 (specifically, 10, 50, 100, 150, 200, and 250). The
results suggest that perplexity averaged over 10 folds decreased as the number of topics increased,
indicating an improved model fit. However, after reaching 200 topics, the gains became marginal,

while the computational demands grew significantly due to the large dataset. For details, see

[Appendix D.14]l Moreover, when K exceeded 200, the topics became too specific and harder to

interpret, reducing their usefulness for analysis. Hence, our final LDA model was estimated with
200 topics.
For each of the 10 stored samples, we estimated the document-specific topic proportions using

the following equation:
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mg + «
K )
Zkzl(m% + )

where mg represents the number of words in document d that were assigned to topic k. The

ik
0 =

(4)

final estimates of és were obtained by averaging these values across the 10 samples.

Similarly, the topic-specific vocabulary distributions were computed as:

Bv _ m5 +1n
k — vV )
szl(mqkj + 77)

where m¥ denotes how many times word wp, 4 Was assigned to topic k across the entire training

(5)

set.

All 200 estimated topic distributions, denoted as Bk, were subjectively labeled using the final
sample. To achieve this, we examined the most probable words associated with each distribution
as well as the articles with the highest proportion of each topic. For example, the first topic (ID:
TO0), corresponding to the distribution ,5’1, was labeled “Automotive Industry” because its most
probable words include ‘cars’, ‘vehicle’, ‘manufacturer’, ‘passenger car’; ‘car industry’, and ‘motor
vehicle’. Additionally, articles with the highest proportion of this topic (é}l) clearly centered on
this theme. In we provide examples of the first 10 estimated topics, including their
labels and the most probable words under each distribution, with both the original German
stems and their English translations. The full table with labels and most probable words for
all 200 topics, as well as the original German stems with their probabilities under each topic
distribution, are available in our online repositorym

After estimating document-specific topic distributions for the training set, we queried topic
assignments Z,, ; for each document d in the test set (2010 to 2018), similar to Thorsrud (2016]).

The following distribution was used for re-sampling:

Pr (27%(2 =k | 2_(n7d~),u~), a,n) x Bz (mi_n + a) , (6)

where w represents the words in the test set.
In this step, we used only 100 iterations of the Gibbs sampler because BE did not need to be

re-estimated, as it corresponds to the topic-specific vocabulary distributions from the training

"See  https://github.com/MashenkaOkuneva/newspaper analysis/blob/main /topics/Topic labels.
pdf for the labels and most probable words, and https://github.com/MashenkaOkuneva/newspaper
analysis/blob/main/topics/topic_ description.csv| for the German stems and probabilities.
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set. Using these topic assignments, we re-calculated the document-specific topic distributions for
each of the 10 samples and then averaged them to obtain the final estimates for each article in
the test set.

Our final goal was to generate time series that represent the proportion of attention devoted
to each topic on a daily basis. To achieve this, we combined all articles from each day into a single
document, then queried topic assignments and re-estimated document-specific topic distributions
for the daily documents using the same approach as for the test setﬁ In the next subsection, we
explain how these daily topics were combined with sentiment towards business cycle conditions

and which topics were selected for the out-of-sample forecasting experiment.

4.2 Selected Sign-Adjusted Topics

To combine the estimated daily topic series with sentiment towards business cycle conditions,
we applied a sign-adjustment process, similar to Thorsrud (2016). For each day, we identified
the 11 articles with the highest proportion of each topic and assessed their sentiment. If the
majority of articles were positive or had no clear tone, we assigned a value of +1 to the topic for
that day; if they were negative, we assigned a value of -1. This value was then multiplied by the
daily topic proportion to obtain the final series.

While all 200 sign-adjusted topic time series could be included in the out-of-sample forecasting
experiment, we found that focusing on a smaller set of topics with stronger correlations to
GDP growth improved both model performance and result interpretability. To achieve this, we
calculated the correlation between each sign-adjusted topic and the annualized quarterly GDP
growth in 34 real-time vintages, spanning from 2010 to 2018. We then selected the 10 topics
that most frequently ranked among the top 10 most correlated topics. For example, Topic 27
appeared in the top 10 in all 34 vintages (see |[Appendix F.1)).

To avoid look-ahead bias, we also experimented with the 10 topics that showed the strongest
correlations with GDP growth only in the first vintage. While the out-of-sample forecasting
results were qualitatively similar to those reported in the paper, we chose to focus on the 10
topics with consistent correlations across all 34 vintages for two reasons. First, these topics also

demonstrated high correlations with GDP growth in the first vintage, indicating their importance

8The resulting time series for each topic are available in our repository: https://github.com/
MashenkaOkuneva/newspaper _analysis/tree/main/topics/topics _plots.
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as predictors even at the time of the initial forecast. In fact, the correlations of selected topics
with GDP growth in the first vintage and average correlations across all 34 vintages are very
similar to each other. For details, refer to

More importantly, one of the main strengths of our approach is that each topic comes with
a clear narrative, allowing us to combine statistical evidence with economic reasoning when
selecting the most relevant topics. For instance, T179, “Financial Crises and Market Regulation”,
had a strong correlation in the first vintage but was excluded from the final analysis because
T27, “Economic Crises and Recessions”, already captured a broader range of crises, making T179
redundant. Similarly, we excluded topics like T7, “Culture, Arts, and Literature”, even before
calculating correlations, as they lacked direct relevance to economic forecasting. In contrast, the
selected topics (see not only demonstrate strong correlations with GDP growth
but are also economically meaningful, discussed over a substantial portion of the sample period,
and not overly focused on specific events or concepts.

We now turn to a few of the selected topics to illustrate when the sign-adjustment of daily
topic series is particularly important. The first is T27, which has the highest correlation with
GDP growth. We labeled it “Economic Crises and Recessions” because the most probable words
under this topic are ‘crisis’, ‘recession’, and ‘economic crisis’ (see [Appendix F.1)). Figure [6|shows
the 180-day backward rolling mean of the topic and its sign-adjusted version. The original topic
series (in black) rises during all major recessions in Germany (shaded in gray), as well as during
the Asian financial crisis of 1998-1999. Reassuringly, the topic reacts especially strongly to the
2008-2009 financial crisis, the most severe in recent history, which supports the validity of the
series. The 