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Abstract
Contemporary decision support systems are increasingly relying on artificial intelligence technology such as machine learning 
algorithms to form intelligent systems. These systems have human-like decision capacity for selected applications based on a 
decision rationale which cannot be looked-up conveniently and constitutes a black box. As a consequence, acceptance by end-
users remains somewhat hesitant. While lacking transparency has been said to hinder trust and enforce aversion towards these 
systems, studies that connect user trust to transparency and subsequently acceptance are scarce. In response, our research is 
concerned with the development of a theoretical model that explains end-user acceptance of intelligent systems. We utilize 
the unified theory of acceptance and use in information technology as well as explanation theory and related theories on initial 
trust and user trust in information systems. The proposed model is tested in an industrial maintenance workplace scenario 
using maintenance experts as participants to represent the user group. Results show that acceptance is performance-driven 
at first sight. However, transparency plays an important indirect role in regulating trust and the perception of performance.

Keywords User acceptance · Intelligent system · Artificial intelligence · Trust · System transparency

JEL classification C6 · C8 · M15

Introduction

Would you trust a superintelligent computer’s recommenda-
tion on a critical decision such as turning off crucial machin-
ery if it offered no transparency into the decision-making?

Intelligent systems with human-like cognitive capacity have 
been a promise of artificial intelligence (AI) research for dec-
ades. Due to the rise and sophistication of machine learning 
(ML) technology, intelligent systems are becoming a reality 
and can now solve complex cognitive tasks (Benbya et al., 

2021). They are being deployed rapidly in practice (Janiesch 
et al., 2021). More recently, deep learning allows tackling even 
more compound problems such as playing Go (Silver et al., 
2016) or driving autonomously in real traffic (Grigorescu et al., 
2020). On the downside, the decision rationale of intelligent 
systems based on deep learning is not per se interpretable to 
humans and requires explanations. That is, while the deci-
sion is documented, its rationale is complex and essentially 
intransparent from the point of human perception constituting 
a perceived black box (Kroll, 2018).

Further, users tend to credit anthropomorphic traits to 
an intelligent system subconsciously to ascribe the sys-
tem’s AI a sense of efficacy (Epley et al., 2007; Pfeuffer 
et al., 2019). In this respect, intelligent systems are credited 
with the trait of agency (Baird & Maruping, 2021), creat-
ing a situation comparable to the principal-agent problem 
as their decision rationale is self-trained (self-interest) and 
intransparent to the principal. This results in an information 
asymmetry between the user (principal) and the intelligent 
system (agent). This information asymmetry constitutes a 
major barrier for intelligent system acceptance and initial 
trust in intelligent systems (McKnight et al., 2002; Shin 
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et al., 2020), because the system cannot provide credible, 
meaningful information about or affective bonds with the 
agent (Bigley & Pearce, 1998).

Altogether, this lack of transparency and, subsequently, 
trust can be a hindrance when delegating tasks or decisions 
to an intelligent system (Shin, 2020a, 2021). More specifi-
cally, the acceptance and adoption of AI currently remains 
rather hesitant (Chui & Malhotra, 2018; Milojevic & Nas-
sah, 2018; Wilkinson et al., 2021). The result is observable 
user behavior, such as algorithm aversion, where the user 
will not accept an intelligent system in a professional context 
even though it outperforms human co-workers (Burton et al., 
2020). While this can be attributed at least partially to lack 
of control and the information asymmetry due to its black-
box nature, we also observe the inverse, algorithm apprecia-
tion, and, thus, acceptance and use of intelligent systems in 
other scenarios (Herm et al., 2021; Logg et al., 2019).

This is a crucial point, as intelligent systems can only be 
effective if users are willing to engage with them actively 
and have confidence in their recommendations. Conse-
quently, it is of great importance to understand what the 
intended users of such systems expect, and which influences 
have to be considered for mitigation of algorithm aversion 
and successful acceptance (Mahmud et al., 2022).

While the factors of performance, trust, and transpar-
ency have been connected to user perception of tech-
nology, a rigorous study to connect them to intended 
usage behavior of intelligent systems is missing (Ven-
katesh, 2022). With our research, we expand the body 
of knowledge on the acceptance of intelligent systems 
by considering system transparency and trust in combi-
nation as pivotal factors (e.g., Adadi & Berrada, 2018; 
Mohseni et al., 2021; Rudin, 2019). Furthermore, we 
extend beyond the measurement of direct effects and 
investigate their mediating, indirect roles regarding the 
drivers of behavioral intention.

We build a theoretical model by synthesizing explanation 
theory, user trust theory, and the unified theory of accept-
ance (UTAUT) to fit the nature of intelligent systems and to 
understand the human attitude towards them.

Thereby, we offer three key contributions. First, we pro-
vide an explanatory model for the context of intelligent 
systems. It can serve as a starting point for research in dis-
tinct fields. Second, by validating established hypotheses, 
we provide a better understanding of the actual factors that 
influence the user’s acceptance of intelligent systems and 
explain user behavior towards AI-based systems in general. 
This allows both the use of this knowledge for the (vendor’s) 
design and implementation of intelligent systems and its use 
for the (customer’s) process of software selection. Third, 
by establishing new hypotheses that regard the nature of 
trust and transparency in system acceptance, we take into 
account the unique attributes of intelligent systems related to 

the perceived black-box nature of their underlying rationales 
(Herm et al., 2022; Mohseni et al., 2021).

Our paper is structured as follows: In Section “Theoreti-
cal background”, we introduce the theoretical background 
for our research. In Section “Methodological overview”, we 
describe our research design. In Section “Research theo-
rizing”, we describe our research theorizing. This includes 
the review of existing UTAUT research on trust and sys-
tem transparency as well as the hypothesis and items of the 
derived constructs and relationships. In Section “Study and 
results”, we describe the empirical testing of the theoretical 
derivations and their results. Finally, we discuss the implica-
tions for theory and practice in Section “Discussion”, before 
we summarize and offer an outlook on future research in 
“Conclusion and outlook”.

Theoretical background

Artificial intelligence and intelligent systems

AI is an umbrella term for any technique that enables com-
puters to imitate human intelligence and replicate or even 
surpass human decision-making capacity for complex tasks 
(Russell & Norvig, 2021). This entails that the meaning and 
scope of AI is constantly being refined as technology evolves 
while the reference point of human intelligence remains rela-
tively static (Berente et al., 2021).

In the past, AI focused on handcrafted inference models 
known as symbolic AI or the knowledge-based approach 
(Goodfellow et al., 2016). While this approach is inherently 
transparent and enabled trust in the decision process, it is 
limited by the human’s capability to explicate their tacit 
knowledge relevant to the task (Brynjolfsson & Mcafee, 
2017). More recently, ML and deep learning algorithms 
have overcome these limitations by automatically building 
analytical models from training data (Janiesch et al., 2021). 
However, the resulting advanced analytical models often 
lack immediate (system) transparency constituting an infor-
mation asymmetry to the user.

Intelligent systems are software systems that make use 
of AI technology. They exhibit at least two traits towards 
end-user that separate them from traditional commercial-
off-the-shelf software with decision support such as account-
ing information systems or enterprise resource planning 
software. First, intelligent systems enable decision-making 
with human-like or even super-human cognitive abilities 
for certain tasks (McKinney et al., 2020). Second, the deci-
sion rationale of intelligent systems cannot be looked up 
conveniently.

That is, intelligent systems do not use handcrafted and 
thus traceable, deterministic rulesets to make decisions, but 
intelligent systems exhibit complex probabilistic behavior 
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with superior performance that was learned based on data 
input rather than explicitly programmed, for example using 
ML algorithms (Janiesch et al., 2021; Mohseni et al., 2021). 
While the underlying relations in the analytical models can 
be analyzed by experts given enough time and resources 
(and technically constitute white-box decision making), no 
end-user is capable of extracting explanations on the deci-
sion process or individual decisions. Rather, the model con-
stitutes a black box from the perspective of the end-user 
(Savage, 2022).

This circumstance leads to an increased tension between 
human agency and machine agency during decision making 
(Sundar, 2020). In this context, intelligent systems inherit 
characteristics associated with new, revolutionary technolo-
gies, including technology-related anxiety and alienation of 
labor through a lack of comprehension and a lack of trust 
(Mokyr et al., 2015). Hence, when facing these proper-
ties, due to effecting motivation, the human has a “desire 
to reduce uncertainty and ambiguity, at least in part with 
the goal of attaining a sense of predictability and control in 
one’s environment” (Epley et al., 2007).

Transparency and trust in intelligent systems

Trust in the context of technology acceptance has widely 
been studied and derived from organizational trust towards 
humans. Notably, besides the core construct of the cog-
nition-based trust in the ability of the system, additional 
affect-based trust aspects like the general propensity to trust 
technology and the believed goodwill or benevolence of the 
trustee towards the trustor exist (von Eschenbach, 2021). 
While it can be argued that the system has no ill will by 
itself, in the case of black-box systems, we cannot observe 
whether it acts as intended, possibly hindering initial trust 
formation (Dam et al., 2018).

Building trust in new technologies is initially hindered by 
unknown risk factors and thus uncertainty, as well as a lack 
of total user control (McKnight et al., 2011; Shneiderman, 
2020). The main factors in building initial trust are the abil-
ity of the system to show possession of the functionalities 
needed, to convey that they can help the user when needed, 
and to operate consistently (McKnight et al., 1998; Paravastu 
& Ramanujan, 2021).

For human intelligence, it is generally an important aspect 
to be able to explain the rationale behind one’s decision, 
while simultaneously, it can be considered as a prerequisite 
for establishing a trustworthy relationship (Samek et al., 
2017). Thus, observing a system’s behavior in terms of 
transparency plays an important role. In IS research, it has 
been argued that transparency can increase the cognition-
based part of trust towards the system (Shin et al., 2020). In 
addition, system transparency is assumed to have an indi-
rect influence on IS acceptance via trust in the context of 

recommending a favorable decision to the user (Wilkinson 
et al., 2021).

While general performance indicators of ML models can 
be used to judge the recommendation performance of an 
intelligent system, the learning process and the inner view 
of the intelligent system towards the problem can be differ-
ent from the human understanding, generating a dissonance, 
suggesting system performance by itself is not sufficient as 
a criterion (Miller, 2019).

Thus, the ML model underlying an intelligent system can-
not address these factors itself. Therefore, it is widely sug-
gested that this issue can be alleviated or resolved by provid-
ing an overall system transparency by offering explanations 
of the decision-making process (i.e., global explanations) 
as well as explanations of individual recommendations (i.e., 
local explanations) (Mohseni et al., 2021). That is, in recent 
AI-based IS literature the perceived explanation quality is 
defined as the level of explainability (Herm et al., 2021). The 
field of explainable AI (XAI) offers augmentations or surro-
gate models that can explain the behavior of intelligent sys-
tems based on black-box ML models (Injadat et al., 2021).

Altogether, the rise of design-based literature on explain-
able, intelligent systems suggests that the lack of transpar-
ency of deep learning algorithms poses a problem for user 
acceptance, rendering the systems inefficacious (Bentele & 
Seidenglanz, 2015; Sardianos et al., 2021). It is reasonable 
to assume that system transparency or its explainability, as 
well as trust, play a central role when investigating socio-
technical aspects of technology acceptance. Furthermore, 
both seem to be interrelated to one another (Shin, 2021). 
Nevertheless, it is not evident to what extent an increase 
in the user’s perceived system explainability improves the 
user’s trust factor or how this affects the user’s technology 
acceptance of intelligent systems (Shin et al., 2020; Wang 
& Benbasat, 2016).

Technology acceptance

Technology acceptance has been widely studied in the con-
text of several theoretical frameworks. In its core idea, a 
behavioral study is used to draw conclusions regarding the 
willingness of a target group to accept an investigative object 
(Jackson et al., 1997; Venkatesh et al., 2012).

Davis (1989) utilized the Theory of Reasoned Action 
to propose the Technology Acceptance Model (TAM) that 
explains the actual use of a system through the perceived 
usefulness and perceived ease of use of that system. It 
was later updated to include other factors such as subjec-
tive norms (Marangunić & Granić, 2015). An extension of 
the theory that includes the additional determinant is the 
Theory of Planned Behavior by Taylor and Todd (1995). 
As a competing perspective of explanation, the Model of 
PC Utilization includes determinants that are less abstract 
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to the technology application environment, such as job-fit, 
complexity, affect towards use, and facilitating conditions 
that reflect on the actual objective factors from the applica-
tion environment, it can differ largely from case to case. The 
Innovation Diffusion Theory by Rogers (2010) is specifically 
tailored to new technologies and the perception of several 
determinants like a gained relative advantage, ease of use, 
visibility, and compatibility. Furthermore, the Social Cogni-
tive Theory was extended to explain individual technology 
acceptance by determinants like outcome expectancy, self-
efficacy, affect, and anxiety (Bandura, 2001).

Venkatesh et  al. (2003) combined those theories in 
the Unified Theory of Acceptance and Use of Technology 
(UTAUT). It provides a holistic model that includes adop-
tion theories for new technologies and approaches to com-
puter usage that capture the actual factors of the implemen-
tation environment. Compared to ABM, UTAUT is favored 
due to its ability to explain the variance within the depend-
ent variable more precisely (Demissie et al., 2021). Here, 
behavioral intention (BI) acts as an explanatory factor for 
the actual user behavior. Determinants of BI in the UTAUT 
model are, for example, performance expectancy (PE), effort 
expectancy (EE), or social influence. UTAUT has been used 
extensively to explain and predict acceptance and use in a 
multitude of scenarios (Williams et al., 2015).

Despite the fundamental theoretical foundation, it has 
become a common practice to form the measurement model 
for a specific use case given by multiple iteration cycles 
(e.g., Yao & Murphy, 2007). Thus, many authors modify 
their UTAUT model (e.g., Oliveira et al., 2014; Shahzad 
et al., 2020; Slade et al., 2015). Typically, an extension is 
applied in three different ways (Slade et al., 2015; Ven-
katesh et al., 2012): i) using UTAUT for the evaluation of 
new technologies or new cultural settings (e.g., Gupta et al., 
2008); ii) adding new constructs to expand the investigation 
scope of UTAUT (e.g., Baishya & Samalia, 2020); and/or 

iii) to include exogenous predictors for the proposed UTAUT 
variables (e.g., Neufeld et al., 2007). Furthermore, many 
contributions such as Esfandiari and Sokhanvar (2016) or 
Albashrawi and Motiwalla (2017), combine multiple exten-
sion methods to construct a new model. Lastly, Blut et al. 
(2021) introduce four new broad predictors for future tech-
nology acceptance and use. However, they do not incorpo-
rate the idea of black-box systems common with contem-
porary AI.

Related work of technology acceptance research is pri-
marily focused on e-commerce, mobile technology, and 
social media (Rad et al., 2018). The intersection with AI 
innovations is rather small yet. Despite contributions for 
autonomous driving (e.g., Hein et al., 2018; Kaur & Ramp-
ersad, 2018) or healthcare (e.g., Fan et al., 2018; Portela 
et al., 2013), only a few studies exist for industrial applica-
tions, such as on the acceptance of intelligent robotics in 
production processes (e.g., Bröhl et al., 2016; Lotz et al., 
2019). Also, there is the intention to understand the accept-
ance of augmented reality (Jetter et al., 2018).

Consequently, knowledge about the technology accept-
ance of intelligent systems is still limited. In particular, trust 
and system transparency have not been considered in con-
junction as potential factors for technology acceptance of 
intelligent systems.

Methodological overview

The focus of our research problem is the acceptance of an 
intelligent system from an end-user perspective. It is located 
at the intersection of two fields of interest: technology 
acceptance and AI, more specifically XAI.

Figure 1 presents our methodological frame to develop 
our UTAUT model for the context of intelligent systems. 
It corresponds to the procedure presented by Šumak et al. 

Existing Research on Trust, System Transparency, 
and Attitude Towards Technology

Derivation of 
Measurement Items

Hypothesizing the 
Construct Connections

Exemplary Use Case
Item Reduction 

by Experts
Final Results by 

Main Survey
Refinement by 

Pre-Testing

O
E

H
T

L
A

V
E

Trust

System Transparency

Kernel Constructs

Explainable Artificial 
Intelligence

Research Domains

Technology Acceptance
UTAUT

Intelligent System 
Acceptance and Use

Research Problem

Behavioral User Study 
with Adapted UTAUT model

Research Approach

(a) – (c) (e)(d)

(f) (h)(g) (i)

Fig. 1  Methodology overview
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(2010), which we modified to suit our objective. We detail 
the steps in the respective sections.

The kernel constructs to form our model are derived from 
the related research on UTAUT, trust, and system explain-
ability. Thus, in the theorizing section (THEO, see Section 
“Research theorizing”), we derive a suitable model from 
existing UTAUT research on (a-c) system transparency and 
attitude towards technology. We then (d) hypothesize the 
derived measurement model constructs and connections 
based on empirical findings, and we I collect potential meas-
urement items.

In the evaluation section (EVAL, see Section “Study and 
results”), we (f) validate and modify our UTAUT model by 
using an exemplary application case in the field of indus-
trial maintenance. Further, we (g, h) iteratively adapt it in 
empirical studies, perform the main study, and (i) discuss 
the results.

As scientific methods, we use empirical surveys (see e.g., 
Lamnek & Krell, 2010) in combination with a structural 
equations model (SEM) (see e.g., Weiber & Mühlhaus, 
2014). For the analysis of the SEM, we apply the variance-
based partial least squares (PLS) regression (see e.g., Chin 
& Newsted, 1999).

Research theorizing

Trust extensions in UTAUT 

While trust has been widely recognized as an important fac-
tor in information system usage in ABM theory, the UTAUT 
model does not account for trust in its original form (Carter 
& Bélanger, 2005). While several extensions of the UTAUT 
model have been proposed to address this drawback, both 
the inclusion and definition vary among research contribu-
tions (Venkatesh et al., 2016). Table 1 depicts a summary of 
UTAUT extensions regarding the construct of trust.

We can characterize these extensions by inclusion type 
regarding the dependent variables, which are affected by the 
trust construct in the respective UTAUT model. Endogenous 
inclusion refers to a direct connection between trust and BI, 
while exogenous inclusion refers to an indirect relationship 
through other variables. Furthermore, we indicate which 
determinants are included for the trust variable itself.

In terms of trust-based model components, we found 
i) several theoretical approaches to describe trust itself; 
ii) multiple determinants of the embedded trust construct 
(determinants); iii) several different ways of embedding trust 
into existing technology acceptance models such as ABM or 
UTAUT (inclusion type/ dependent variable).

While a majority of contributions (e.g., Oh & Yoon, 
2014) include trust as a single variable with no determi-
nants in an endogenous manner, other studies (e.g., Cheng 
et al., 2008) adopted more complex theoretical frameworks. 
McKnight et al. (2002) present a frequently adopted frame-
work. They define a model to determine the intention to 
trust a system by building upon trust perception theory by 
Mayer et al. (1995). Specifically, they determine the users’ 
intention to trust as the willingness of the user to depend on 
the system. This intention is influenced by three variables: 
disposition to trust/trust propensity, institution-based trust, 
and trusting beliefs. Disposition to trust or trust propensity 
is the general tendency to trust others, in this case an intel-
ligent system. Institution-based trust refers to the contextual 
propitiousness that supports trust, indicating an individual’s 
belief in good structural conditions for the success of the 
system. Trusting beliefs indicate an individual’s confidence 
in the system to fulfill the task as expected (Mayer et al., 
1995; Vidotto et al., 2012).

Trusting beliefs itself is comprised of three determinants: 
trust benevolence, trust integrity, and trust ability/ability 
beliefs. Ability beliefs (AB) refers to the system’s perceived 
competencies and knowledge base for solving a task, that is 
trust in the ability of the system. Trust integrity involves the 

Table 1  Trust-based UTAUT extensions

Inclusion type Dependent variables Determinants Example references

Endogenous BI None Alaiad and Zhou (2013); Carter and 
Bélanger (2005); Oh and Yoon (2014)

Personal propensity to trust Oliveira et al. (2014)
Trust integrity, Trust ability Komiak and Benbasat (2006)
Trust property, satisfaction Kim (2014)

Exogenous PE Trust benevolence, trust integrity, trust ability Cheng et al. (2008); Lee and Song (2013)
Perceived usefulness Perceived ease of use, consumer decision making Xiao and Benbasat (2007)
Perceived risk, per-

ceived usefulness
System transparency, technical competence, situa-

tion management
Choi and Ji (2015)

Endogenous/ exogenous Perceived risk, BI None Slade et al. (2015)
PE, BI Trust benevolence, trust integrity, trust ability Cody-Allen and Kishore (2006)
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user’s perception that the system acts according to a set of 
rules that are acceptable to him or her. Trust benevolence is 
indicated to be the belief in the system to do good to the user 
beyond its own motivation (Cheng et al., 2008; Mayer et al., 
1995; McKnight & Chervany, 2000).

Considering the problem of a complex, intelligent sys-
tem that mimics human functions, we adopted the unified 
model of McKnight et al. (2002) but made several modifica-
tions. First, we adopt trust propensity towards an AI system 
(TP) as the indicator for an aggregation of prior beliefs that 
potentially allow a professional to become vulnerable to an 
intelligent system. Moreover, we include this measure as an 
important determinant as in comparison to other informa-
tion systems, perception of intelligent systems is different 
since the belief is also formed by outside media and social 
influence in more drastic way (e.g., sentient AI) that can 
increase factors of fear and/or aversion leading to decreased 
trust. We adopt AB as the determinant for TP, since it is the 
component that directly measures trust in the system itself 
rather than environmental factors and personal factors that 
are covered by facilitating conditions and moderators of the 
core UTAUT model already. Following the discussion in the 
realm of algorithm aversion, we argue that the trust propen-
sity will be changed by seeing the system perform. While 
this is contrary to related work on trust, we believe that 
based on findings rooted in the algorithm aversion theory 
that for intelligent systems, TP also encompasses the change-
able beliefs regarding the ability of algorithms. As argued 
above trust propensity also reflects beliefs that reflect exter-
nal sources like media. This renders its role more important 
than merely reflecting on a general trusting behavior but 
rather as an indicator of trusting an intelligent system spe-
cifically. Thus, we also used items that express a tendency 
for trust propensity that can be subject to change. Third, 
we model TP as a direct influence factor of BI and as an 
exogenous factor for PE. Following the discussion in Lank-
ton et al. (2015) between human-like and system-like trust, 
we come to understand that with a system, AB reflects the 
system-like trust properties of reliability, functionality, and 
helpfulness, as a system is not able to exhibit behaviors on 
its own that would not adhere to the given rules (trust integ-
rity) or exocentric motive (trust benevolence). Thus, in a bid 
to limit complexity, we omit the factors trust benevolence 
and trust integrity and adopt AB as the sole determinant for 
TP by assuming that no matter how many functions or tasks 
are assigned, the system has no hidden intention to extend 
its tasks beyond its programming and it cannot change its 
“promise” by itself. For a possible pre-existing perception of 
ill will towards the system, trust propensity will collect those 
prior beliefs reflected by the tendency of the user to trust 
the system prior to use. This is also confirmed by Jensen 
et al. (2018) who in the case of computer systems attribute 
the most influence on benevolent beliefs and perception to 

dispositional characteristics that are already reflected in our 
model by trust propensity. However, if we extend the defini-
tion of the system by including system providers, program-
mers, and other stakeholders that are involved in the creation 
and maintenance, this simplification will pose a limitation, 
since hidden, malicious behavior can then play a pivotal, 
especially with intelligent systems since they can be subject 
to manipulation for example via adversarial learning (Hein-
rich et al., 2020).

System transparency extensions in UTAUT 

Especially in recent years, the transparency of a system, as 
the backbone of an XAI’s system explainability, has been 
increasingly integrated into studies of technology acceptance 
of intelligent systems and seems to have a direct influence 
on the perceived trust of users (e.g., Nilashi et al., 2016; 
Peters et al., 2020). In the context of intelligence systems, we 
define system transparency (ST) as the ability of the system 
to explain and reveal its decision rationale to the user by 
visual means (e.g., a visual panel that shows based on which 
maintenance-related input variables the suggestion of immi-
nent maintenance was made). Table 2 depicts a summary of 
UTAUT extensions regarding the construct of ST.

We can characterize these extensions regarding the 
dependent variables, which are affected by the ST construct 
in the respective UTAUT model. Again, we found only refer-
ences for the exogenous/ endogenous inclusion type. Simi-
larly, we indicate which determinants are included for the 
transparency variable itself.

Among others, Brunk et al. (2019) and Hebrado et al. 
(2013) define ST as a factor to increase the user’s under-
standing of how a system works. It further entails an under-
standing of the system’s inner working mechanisms. That 
is why specific recommendations were made according to 
different characteristics and assumptions for a single item 
(Nilashi et al., 2016; Peters et al., 2020) as well as the sys-
tem’s overall decision rationale. Furthermore, ST should be 
used for required justifications (Shahzad et al., 2020).

Nevertheless, the influence of other factors on ST differs 
in these models. While many contributions, such as Brunk 
et al. (2019) and Peters et al. (2020), take no further factors 
into account, Nilashi et al. (2016) consider the type of expla-
nation and the kind of presented information. They measure 
the factor of explanation through the level of explainability 
according to the user’s perception and, thus, how, and why a 
recommendation was made and the interaction level within 
the recommendation process. For Shahzad et al. (2020), it 
is about characteristics of the information quality, such as 
for example accuracy and completeness, which influence ST.

Further, we noticed ST influences many factors: BI, PE, 
EE, and trust. As argued above, the factor of trust is modeled 
as TP and AB. Here, it is assumed that a highly transparent 
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decision-making process results in an increasing TP (Shin, 
2020b; Vorm & Combs, 2022), while also increasing trans-
parency results in a better AB of the user (Cody-Allen & 
Kishore, 2006). It is important to know that our assumption 
reflects a time-dependent use behavior were an introduction 
of the system takes place and through experiencing perform-
ing and through explanation of the decision rationale, the 
prior trust behavior (TP) changes through a change in the 
beliefs of the system’s ability (AB) after seeing it perform 
(Dietvorst et al., 2015). BI is defined as the degree to how a 
user’s intention changes through the level of ST (Peters et al., 
2020). Lastly, an increase in ST results in a clearer assess-
ment by the user, and thus the user’s mental model assumes 
a higher performance of the system leading to increased PE. 
Likewise, a transparent system can reduce a user’s efforts to 
understand the systems’ inner working mechanisms (Wang 
& Benbasat, 2016).

Attitude towards technology extension in UTAUT 

Consistent with the theory of planned behavior, an indi-
vidual’s attitude towards technology, in this case attitude 
towards AI technology (ATT), has been found to act as a 
mediating construct (Dwivedi et al., 2019; Kim et al., 2009; 
Yang & Yoo, 2004). People are said to be more likely to 
accept technology when they can form a positive attitude 
towards it. It is important to note that usually the construct 
is placed between the endogenous variables in the UTAUT 
context (e.g., PE and EE) and intention to use (e.g., BI). Fur-
thermore, we believe that ATT  is influenced the individual’s 
pre-formed opinion about AI technology. The prevailing 
opinion that forms into attitude is not changed easily and 
depends on an individual’s prior exposure to the technology 
(Ambady & Rosenthal, 1992). Factors accumulated in ATT  
can be religious beliefs, job security, attitude carried over 

from popular culture, as well as knowledge and familiarity 
and privacy, and relational closeness (Persson et al., 2021). 
Thus, it acts as a place to collect emotional attitude towards 
a technology, which in the case of AI is reinforced by its 
anthropomorphic and intransparent nature. While some 
studies show that not all of these factors are present in an 
individual’s mind, general states of mind like fear towards 
the technology can influence and form the person’s attitude 
(Dos Santos et al., 2019; Kim, 2019). Thus, we argue to 
include ATT  and hypothesize that the mediation strength and 
thus indirect connections to ATT  are increasingly present for 
intelligent systems.

Model and hypotheses

As a result of the above construct derivation, we present our 
UTAUT model for intelligent systems along with the hypoth-
eses and their respective direction (− or +) in Fig. 2. The 
measurement model can be divided into three major parts: 
i) UTAUT core (PE, EE, and BI), ii) UTAUT AI (AB, TP, 
ST, and ATT ), and iii) moderators (gender, age, experience).

The derivation of the hypotheses from i) UTAUT core 
research is primarily based on general research on UTAUT 
(e.g., Dwivedi et al., 2019; Venkatesh et al., 2003). Never-
theless, these construct interrelations can also be found in 
UTAUT studies on trust or system transparency (e.g., Lee 
& Song, 2013; Wang & Benbasat, 2016). Compared to the 
UTAUT core established by Venkatesh et al. (2003), the 
constructs of facilitating conditions and social influence are 
not included due to the results of our multistage reduction 
process (cf. Section “Study design”).

The construct BI represents our target variable. It meas-
ures the strength of a user’s intention to perform a specific 
behavior (Fishbein & Ajzen, 1977). Here, it is about the 
willingness of a user to adopt an intelligent system or more 

Table 2  System-transparency-based UTAUT extensions

Inclusion type Dependent variables Determinants Example references

Exogenous/Endogenous Trust, BI None Brunk et al. (2019); Slade et al. (2015); 
Choi and Ji (2015); Hebrado et al. 
(2011); Hebrado et al. (2013)

Trust, BI Explanation Nilashi et al. (2016)
Trust, BI Accuracy, completeness Peters et al. (2020)
ATT, trust, BI None Shahzad et al. (2020)
Understanding, BI, users’ privacy concerns None Zhao et al. (2019)
Trusting beliefs, understanding, compe-

tence, acceptance
None Cramer et al. (2008)

AB, information satisfaction Accuracy, completeness, 
time information cur-
rency

Cody-Allen and Kishore (2006)

EE, trusting beliefs None Wang and Benbasat (2016)
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specifically the willingness of the user to take advice rec-
ommended by the intelligent system. This is an important 
distinction as intelligent system use can be mandated in a 
professional setting. For example, in the case of intelligent 
systems for decision support, technically it is not about the 
intention of the user to adopt the system as such, but about 
the intention of the user to considers the system’s output in 
his or her work processes.

The construct is influenced endogenously by the two 
basic UTAUT constructs of PE and EE. PE measures the 
degree to which an individual believes that using the system 
can increase their job performance. This includes factors 
such as perceived usefulness, job-fit, relative advantage, 
extrinsic motivation, and outcome expectation (Venkatesh 
et al., 2003). Whereas EE measures the degree of individual 
ease associated with the use of the system, including fac-
tors such as perceived ease of use and complexity (Ven-
katesh et al., 2003). For both constructs, we assume that 
they have a positive influence on BI. This correlation can be 
seen in UTAUT (e.g., Dwivedi et al., 2019; Venkatesh et al., 
2003) as well as in UTAUT model studies on trust and on 
ST (Cheng et al., 2008; Cody-Allen & Kishore, 2006; Lee 
& Song, 2013; Wang & Benbasat, 2016). Thus, we state:

H1: Performance expectancy positively affects behavioral 
intention.
H2: Effort expectancy positively affects behavioral inten-
tion.

The hypotheses of ii) UTAUT AI, and thus, for ATT , AB, 
TP, and ST are primarily based on the references from Tables 1 
and 2 as well as Venkatesh et al. (2003)‘s considerations.

ATT  is defined as a user’s overall affective reaction to 
using AI technology or an AI system (Venkatesh et al., 
2003). While the authors did not include the construct in 
his final model, it is regularly used in the context of decision 
support systems. UTAUT research, as well as ABM research 
on trust, indicate that ATT  has a positive effect on BI (e.g., 

Chen, 2013; Hwang et al., 2016; Mansouri et al., 2011). 
That is, people form intentions to engage in behaviors to 
which they have a positive attitude (Dwivedi et al., 2019). 
Inversely, it is assumed that both PE and EE have a posi-
tive influence on a user’s ATT . Suleman et al. (2019) derive 
this significantly positive influence from the ABM research 
(Hsu et al., 2013; Indarsin & Ali, 2017) and later confirm 
it in their own research. Dwivedi et al. (2019) and Thomas 
et al. (2013) confirm the connection. We summarize these 
findings by our next hypotheses:

H3: Attitude towards AI technology positively affects 
behavioral intention.
H4: Performance expectancy positively affects attitude 
towards AI technology.
H5: Effort expectancy positively affects attitude towards 
AI technology.

Trust is regarded as a necessary prerequisite to forming 
an effective intelligent information system (e.g., Dam et al., 
2018) and, thus, it is a crucial construct to build our model. 
In Section “Trust extensions in UTAUT ”, we have explained 
that TP is influenced by AB and thus can be changed by 
observing the system behavior. AB measures the assumed 
technical competencies of the system to solve a task (Schoo-
rman et al., 2007). TP is about the user’s general disposition 
to trust an intelligent system with a task. For TP, we expect a 
positive effect on ATT  and on BI, as this preformed trust is a 
major influence that has formed from user experienced and 
external exposure (e.g. through media) which is increasingly 
critical for intelligent system (Gherheş, 2018). For Suleman 
et al. (2019), trust in general was the most influential and 
significant factor affecting a participant’s ATT . The positive 
influence of trust on BI is well proven by several UTAUT 
studies (Choi & Ji, 2015; Lee & Song, 2013). In addition, 
we argue that specifically for intelligent systems, while the 
assumed ability of the system is quite high, the black-box 
nature and skepticism or the presence of algorithm aversion 

Fig. 2  Derived acceptance 
model for intelligent systems
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in humans can make it increasingly harder to form trust 
towards a system. As opposed to traditional software sys-
tems, intelligent systems make decisions based on a learning 
process and do not necessarily follow the same reasoning as 
the human decision-making process. Thus, building trust 
towards an intelligent system seems more important since 
the natural state usually assumes a rather critical view of 
aversion (Mahmud et al., 2022). We summarize this with 
the next hypotheses:

H6: Trust propensity towards AI positively affects attitude 
towards AI technology.
H7: Trust propensity towards AI positively affects behav-
ioral intention.

In turn, we assume that AB has a positive influence on 
a user’s TP, which in turn has a positive influence on PE. 
However, the direction of the latter influence is disputed in 
prior research. While Oliveira et al. (2014), Nilashi et al. 
(2016), and Wang and Benbasat (2016) assume that PE has a 
positive influence on trust, Cody-Allen and Kishore (2006), 
Lee and Song (2013), and Choi and Ji (2015) think that trust 
affects PE. We additionally argue that the propensity to trust 
an intelligent system will also result in increased expectance 
of future performances, while distrust in a system will also 
lower the expectations towards future high performance. As 
mentioned earlier with intelligent systems there is a general 
aversion on the one side, while there is also evidence of 
performance that exceeds human decision makes. Although 
intelligent systems can outperform humans, humans are 
sometimes preferred despite performing worse because of 
trust issues (Dietvorst et al., 2015). This is partially reflected 
by a person’s trust propensity. Therefore, we assume a posi-
tive influence of TP on PE. The influence of AB on TP is 
also relying on the fact that humans change behavior towards 
algorithms once they observe their behavior, which even can 
result in switching from a state of aversion to a state of algo-
rithm appreciation (Logg et al., 2019). In fact, we argue that 
the assumed effect is even stronger with the performance 
promise that is attributed to intelligent systems compared 
to a traditional software system. Accordingly, we formulate 
our hypotheses:

H8: Trust propensity towards AI positively affects perfor-
mance expectancy.
H9: Ability beliefs positively affect trust propensity 
towards AI.

Trust – as a multifaced term – is assumed to have a strong 
correlation with ST (e.g., Dam et al., 2018). ST measures 
the user’s understanding of the intelligent system’s decision 
rationale (Hebrado et al., 2011). In other words, it represents 
how openly an intelligent system’s inner decision rationale 

is working as well as how openly characteristics that deter-
mine why an intelligent system made a certain decision hare 
communicated (Mohseni et al., 2021). As the user of such an 
intelligent system decides whether or not to adopt the system 
recommendation, ST might influence his or her decision-
making process. We expect a positive effect of ST on AB and 
TP based on the findings of Pu and Chen (2007) and Wang 
and Benbasat (2016) that rely on trust in general. The former 
found that users assign a recommender system a higher level 
of competence if the decision-making process is explained 
in a traceable manner. The latter is supported by the prelimi-
nary UTAUT research of Brunk et al. (2019), Hebrado et al. 
(2013), Nilashi et al. (2016), Peters et al. (2020), and Chen 
and Sundar (2018). For example, Peters et al. (2020) found 
that ST positively influenced trust in the intelligent system 
significantly in the context of testing a consumer’s willing-
ness to pay for transparency of such black-box systems. We 
further argue that the ability to experience the reasoning of 
the system as a form of self-disclosure will be accepted as 
some kind of honesty. In addition to the related work that 
deals with trust as a general construct, we argue that based 
on an existing state of aversion towards intelligent systems 
before seeing them perform and experiencing their decision 
rationale, a method to create transparency not only with 
regard to the performance but also with regard to the inner 
logic on a case-to-case basis we increase likelihood of miti-
gating the aversion (Herm et al., 2022; Mohseni et al., 2021). 
While a prior trust (measured through trust propensity) has 
already been made up, we argue that through the usually 
missing experience with the design of intelligent systems, 
this formed opinion can be changed through visual means 
and demonstrations such as how-to or why-explanations as 
presented in the XAI literature (Arrieta et al., 2020; Herm 
et al., 2022). We conclude with the hypotheses:

H10: System transparency positively affects ability 
beliefs.
H11: System transparency positively affects trust propen-
sity towards AI.

Technology acceptance research supposes that ST also 
influences the residual UTAUT constructs of PE, EE, and 
BI. We derive the assumed positive effect of ST on PE from 
Zhao et al. (2019), who revealed that a higher level of a 
decision support system supports the user’s perception of 
the performance of that system. If users understand how a 
system works and how calculations are performed, they will 
perceive that, in some cases, implementing and using the 
system requires more effort (Gretzel & Fesenmaier, 2006). 
This is a special case with black-box intelligent systems 
since not everything is transparent out-of-the-box and, thus, 
an associated effort cannot always be clearly derived. How-
ever, through ST the effort can be monitored and revealed. 
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Thus, we expect a positive influence of ST onto EE. We also 
expect a positive influence of ST for BI. Making the rea-
soning behind a recommendation transparent allows for an 
understanding of the recommendation process, significantly 
increasing acceptance (Bilgic & Mooney, 2005). This signif-
icant and strong influence is also reflected in further studies 
by Venkatesh et al. (2016) and Hebrado et al. (2011). Fur-
thermore, the basic concept of seeing an algorithm perform 
well can, for some tasks, increase performance expectancy. 
As a prerequisite of making up one’s mind about an algo-
rithm, the ability to experience it is a fundamental necessity 
(Dietvorst et al., 2015; Logg et al., 2019). We address this 
through three hypotheses:

H12: System transparency positively affects performance 
expectancy.
H13: System transparency positively affects effort expec-
tancy.
H14: System transparency positively affects behavioral 
intention.

The hypothesis for the iii) moderators is also part of 
the original UTAUT model according to Venkatesh et al. 
(2003). We assume that gender, age, and experience have a 
moderating effect on PE, EE, and BI constructs. We derive 
this assumption from the initial UTAUT model (Venkatesh 
et al., 2003). It has been confirmed in several other UTAUT 
studies (e.g., Alharbi, 2014; Esfandiari & Sokhanvar, 2016; 
Wang & Benbasat, 2016). In contrast, we do not consider 
voluntariness of use due to the obligatory use of intelligent 
systems in day-to-day business. From this, we derive the 
following hypotheses:

H15: Gender, age, and experience moderate the effects of 
performance expectancy on behavioral intention.
H16: Gender, age, and experience moderate the effects 
of effort expectancy on behavioral intention.

Study and results

Study use case

In the following, we offer an exploration of the theoreti-
cal constructs put forward. For this purpose, we defined a 
real-world use case and transferred it to the UTAUT model 
in a step-by-step procedure. In this way, we validate the 
applicability of our proposed model. Moreover, we gain 
first insights into the user’s willingness to accept intelligent 
systems at their workplace.

We consider industrial machine maintenance to be a 
suitable scenario. Its focus is to maintain and restore the 
operational readiness of machinery to keep opportunity 

costs as low as possible. In contrast to reactive strategies, 
anomalous machine behavior can be identified and graded 
early on using statistical techniques to avoid unnecessary 
work. Given the technological possibilities to collect large 
and multifaceted data assets in a simplified manner, intel-
ligent systems based on machine learning are a promising 
alternative for maintenance decision support (Carvalho 
et al., 2019).

In this context, rolling bearings are used in many produc-
tion scenarios of different manufacturers. For example, they 
are often installed in conveyor belts for transport or within 
different engines and show signs of wear and tear over time 
that requires maintenance (Pawellek, 2016).

For our evaluation, we decided to use an automated pro-
duction process to manufacture window and door handles, 
as these are common everyday items every respondent can 
relate to. In our scenario, there shall be several production 
sections connected by high-speed conveyor belts. Inside 
these conveyor belts, several bearings are installed. These 
are monitored by sensors to monitor change (e.g., noise sen-
sor, vibration, and temperature). A newly introduced intel-
ligent system evaluates this data automatically. In case of 
anomalous data patterns, a dashboard displays warnings 
and errors with concrete recommendations for action (cf. 
Appendix A).

The respondents of the survey(s) shall be confronted 
with a decision situation that tests whether or not the 
user adopts the system recommendation in his or her own 
decision-making process. That is, they need to decide 
for or against an active intervention in the production 
process as recommended by the system. In an extreme 
case, the optical condition of the conveyor belt bearings 
is perceived as good. However, the system recommends 
that the conveyor belt must be switched off immediately. 
This error does not occur regularly, and the message con-
tradicts the previous experience of the service employee 
(here, the respondent) with this production section. As 
additional information, we provide the reliability of the 
system recommendations and hint at the high follow-up 
costs in case of a wrong decision.

Study design

Our design and conduct of the survey are based on Šumak 
et al. (2010), which we modified to our objective. We used 
five steps to obtain our study results: i) collection of estab-
lished measurement items; ii) pre-selection by author team; 
iii) reduction by experts; iv) evaluation and refinement 
through pre-study; and v) execution of the main study. See 
Appendix B for the results of each step, as well as the pri-
mary and secondary source(s) for all measurement items. 
A more detailed result table of the validity and reliability 
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measures of the pre-study and main study is available in 
Appendix C.

Step i). First, we collected those measurement items that 
already exist for the respective constructs of interest and 
are, thus, empirically proven.

As we adopted PE, EE, and BI from Venkatesh et al. 
(2003), we built on their findings. Venkatesh et al. (2003) 
chose the measurement items for UTAUT by conducting a 
study and testing the measurement items for consistency and 
reliability. For the additional constructs ATT , ST, AB, and 
TP, we examined the source construct measurement items 
as well as examples of secondary literature and derived 
constructs. Initially, we used three items to form the con-
struct of ATT  – one was adopted from Davis et al. (1992) 
and two from Higgins and his co-authors (Compeau et al., 
1999; Thompson et al., 1991). As we derived ST from the 
perceived local explainability of an intelligent system deci-
sion’s result visualization as well as the perceived global 
explainability of the intelligent system’s decision process, 
we initially included five items from Madsen and Gregor 
(2000) to address the global component and two items 
from Cramer et al. (2008) to address the local component, 
as noted in recent XAI-related research (Adadi & Berrada, 
2018; Mohseni et al., 2021). The measurement items for 
AB and TP were derived from McKnight et al. (2002) (trust 
competence) and Lee and Turban (2001) (trust propensity). 
Lastly, the measurement items for facilitating conditions and 
social influence were adapted from Taylor and Todd (1995), 
Thompson et al. (1991), Moore and Benbasat (1991), and 
Davis (1989).

Step ii). Next, we discussed the appropriateness of each 
of the collected measurement items within the team of 
authors.

The team members merge knowledge in the respective 
domains of industrial maintenance, technology acceptance, 
and (X)AI research. Special attention was paid to the dupli-
cation of potential item questions and their feasibility for the 
use case. We reduced the total number of measurement items 
for the model’s constructs from 71 to 24.

Step iii). Subsequently, we conducted an expert survey 
with practitioners from industrial maintenance regarding 
our intended main study.

The survey with ten experts had two goals: reducing 
the remaining measurement items and understanding the 
explainability of intelligent system dashboards. For the 
former, we briefly explained each of the model measure-
ment constructs to the experts. Thereby, we removed the 

constructs of facilitating conditions and social influence 
completely. Subsequently, the experts selected the most 
appropriate remaining measurement items for the use case 
per measurement construct. They were given at least one 
vote and at most votes for half the items. Then, we selected 
the final measurement items based on a majority vote. For 
the latter, we presented the experts with four different 
maintenance dashboards of intelligent systems as snap-
shots adapted from typical software in the respective field 
(e.g., Aboulian et al., 2018; Moyne et al., 2013). Here, the 
experts rated their perceived level of explanation goodness 
on a seven-point Likert scale. Using the dashboard with 
the highest overall (median) explanation goodness, ensures 
that the dashboard for the quantitative survey has inherent 
explainability to the end-user and thus provides enhanced 
system transparency (cf Appendix A).

Step iv). Then, we conducted a quantitative pilot study 
to critically examine our questionnaire and research 
design (Brown et al., 2010). The testing includes checks 
for internal consistency, convergent reliability, indicator 
reliability, and discriminant validity.

The study contained 60 valid responses. Here, we 
ensured representative respondents, that is, maintenance 
professionals holding a position to use an intelligent sys-
tem for their job-related tasks (e.g., experience in main-
tenance). See Appendix E for the demographics of the 
responses. We provided the participants with a description 
of the exemplary use case and screenshots of the proto-
type. We asked them to respond to their perceptions of 
each of the measurement items on a seven-point Likert 
scale. See Table 3 for the assessment of measurement 
items and Appendix D for a summary of our decisions on 
individual items.

Step v). Then, we conducted our main quantitative study. 
Table 4 comprises the final set of measurement items. 
We, again, checked for internal consistency, convergent 
reliability, indicator reliability, and discriminant valid-
ity. Further, while we did not include explicit control 
variable, we included control questions (CQ) following 
Meade and Craig (2012) and Oppenheimer et al. (2009) 
to increase result validity.

We acquired a total of 240 participants who completed 
the questionnaire via the academic survey platform Pro-
lific. Out of this sample, 240 respondents answered CQ1 
correctly. Twenty-three respondents failed CQ2. For CQ3 
and CQ4, we decided to add a tolerance of ±1 point. The 
scale for CQ3 was inverted, and answers compared to PE4, 
while answers for CQ4 were compared to TP1. The final 
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dataset consists of 160 samples. See the following Table for 
the demographics of the sample. The demographical data 
(gender, age, experience) was used for the interaction mod-
eration of the UTAUT model’s results presented in Section 
“Study results”.

All constructs achieved reliability and validity across all 
measurements. Values for Cronbach’s alpha, average vari-
ance extracted, and composite reliability are well above their 
respective thresholds. Item ATT2 was below this limit for 
item loadings (0.59 < 0.7) and was thus excluded from the 
measurement model, resulting in an overall good reliability 
of ATT . We did not observe any cross-loadings, and none 
of the constructs failed the Fornell-Larcker criterion (cf. 
Table 5). We additionally checked for collinearity-based 
indicators of common method bias following the sugges-
tions of Kock (2015). We thus compared the variance infla-
tion factor with the proposed threshold and found that no 
independent variable exhibits the variance inflation factor 
threshold of 3.30 and thus no common method bias was 
detected. See Appendix F for null validation and reliability 
testing results and Appendix G for the inner and outer vari-
ance inflation factor values. Lastly, see Appendix H for the 
median and standard deviation of the conducted measure-
ment items.

Study results

In the following, we present the results from the main study. 
The estimated model with direct effect estimates is depicted 
in the upper part of Table 6, while the lower part contains 
the observed indirect effects.

In addition, we conducted a mediation analysis based on 
the indirect and direct effects in our SEM to further investi-
gate the role of system transparency and the two trust con-
structs following the methodology described in Zhao et al. 

(2010) and Hair Jr et al. (2021). The type of the mediation 
effect was derived by comparing direct and indirect effects 
of the constructs and is subsequently given in Table 7. The 
effects are determined according to the common decision 
scheme of mediation roles in SEM that was suggested by 
Hair Jr et al. (2021).

The role of UTAUT core constructs

First, we examine the role of the initial exogenous UTAUT 
constructs PE and EE. In accordance with Venkatesh et al. 
(2016) and Dwivedi et al. (2019), PE is connected signifi-
cantly to BI. While we observe this effect of PE with mag-
nitude 0.313, we cannot confirm a significant effect of EE 
on BI. Thus, we can confirm H1 but reject H2. However, 
we can confirm a significant effect from ATT  to BI in its 
exogenous role with an effect strength of 0.348. With the 
established confirmation of H3, we can observe a significant 
effect of magnitude 0.162 from EE to the construct ATT  in 
its endogenous role, resulting in an indirect relationship to 
BI. Likewise, with a comparably more substantial effect than 
its direct connection (0.480), PE affects ATT  significantly. 
We can therefore confirm H4 and H5, respectively. Com-
paring the bias-corrected confidence intervals of EE to BI 
(width 0.338, from −0.218 to 0.120) and EE to ATT  (width 
0.25, from 0.027 to 0.278) further strengthen the notion that 
EE affects BI rather indirectly through ATT  in our context 
of intelligent systems, confirming results by Dwivedi et al. 
(2019) and Thomas et al. (2013).

The role of the user’s attitude towards intelligent systems

Since ATT  is defined as an affective reaction, we conclude 
that this construct has increased presence in the case of intel-
ligent systems, resulting in its role as a transitory connection 

Table 3  Validation and 
reliability testing of pre-study

Internal consistency: Cronbach’s alpha (CA) > 0.7; composite reliability (CR) > 0.7 (Gefen et  al., 2000; 
Hair et al., 2011)
Convergence reliability: average variance extracted (AVE) > 0.5 (Hair et al., 2011)
Indicator reliability: item loadings 0.7 < x < 1 (Hair et al., 2011)
Discriminant validity: cross-loadings; Fornell-Larcker (FL) criterion (Fornell & Larcker, 1981; Hair et al., 
2011)

Construct Assessment measurement items

CA AVE CR FL criterion Cross-loadings Item loadings

PE 0.86 0.64 0.90 – – –
EE 0.74 0.57 0.84 – – EE1
ST 0.67 0.75 0.86 – – –
TP 0.23 0.56 0.67 – TP4 (BI) TP3, 4
AB 0.74 0.66 0.85 – – –
ATT 0.67 0.59 0.81 – – ATT2
BI 0.83 0.74 0.89 – – –
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of EE and PE to BI. It is reasonable to assume that a user is 
less affectionate about AI technology when it seems to be 
complicated to use. However, since intelligent systems are 
attributed with black-box properties, the ease of use can be 
difficult to determine beforehand. Hence, a direct connection 
between EE and BI seems less likely in the case of intelligent 
systems. The strong indirect relationship of PE to BI via 
ATT  can be strengthened further by the notion of algorithm 
appreciation. Logg et al. (2019) found that an algorithmic 
system that is perceived as complex is expected to have 

high performance, preferable to that of humans. Thus, the 
increased PE will positively influence their ATT  before an 
intention to use is formed. Contrary, the notion of algorithm 
aversion, as expressed by Castelo et al. (2019) can cause the 
PE to drop if it is observed or expected that the system errs, 
resulting in a transitory decrease of positive attitude towards 
the system and making it less likely for the intelligent system 
to be used. This can be explained by the feeling of missing 
control over the (partially) autonomous intelligent system 
(Dietvorst et al., 2015).

Table 4  Final set of measurement items for main study

Construct Measurement item Reference(s)

PE PE1 Using this system in my job would enable me to accomplish tasks more quickly. Davis (1989)
PE2 Using this system would improve my job performance.
PE3 Using this system would make it easier to do my job.
PE4 I would find this system useful in my job.
PE5 Using this system would increase my productivity. Moore and Benbasat (1991)

EE EE1 Learning to operate this system would be easy for me. Davis (1989)
EE2 I would find it easy to get this system to do what I want it to do.
EE3 My interactions with this system would be clear and understandable.
EE4 I would find this system easy to use.

ATT ATT1 The actual process of using this system would be pleasant. Davis et al. (1992)
ATT2 This system would make work more interesting. Thompson et al. (1991)
ATT3 I would like to work with this system. Compeau et al. (1999)
ATT4 Using the system would be a bad/good idea. Peters et al. (2020); Taylor and Todd (1995)
ATT5 Using the system would be foolish/wise move.

BI BI1 If this system was available to me, I would intend to use this system in the future. Venkatesh et al. (2003)
BI2 If this system was available to me, I predict I would use this system in the future.
BI3 If this system was available to me, I would plan to use this system in the future.

ST ST1 I would understand how this system will assist me with decisions I have to make. Madsen and Gregor (2000)
ST2 I would understand why this system provided the decision it did. Cramer et al. (2008)
ST3 I would understand what this system bases its provided decision on.

AB AB1 This system would be competent in providing maintenance decision support. Cheng et al. (2008); McKnight et al. (2002)
AB2 This system would perform maintenance decision support very well.
AB3 In general, this system would be proficient in providing maintenance decision sup-

port.
TP TP1 It would be easy for me to trust this system. Cheng et al. (2008); Lee and Turban 

(2001); Wang and Benbasat (2007)TP2 My tendency to trust this system would be high.
TP3 I would tend to trust this system, even though I have little or no knowledge of it.

CQ CQ1 I would not find this system easy to use. –
CQ2 Although I may would not know exactly how this system works, I would know how 

to use it to make decision regarding the quality of its output. Please do not rate this 
statement and please choose scale point one instead to ensure the data quality of 
this survey. This only applies to this question.

Meade and Craig (2012)

CQ3 I have read all questions carefully and answered truthfully.
CQ4 Thank you for taking the time to participate in this survey. We end the survey by 

capturing data about the demographics of the participants. As such, data about 
gender, age, and experience in the topic of the survey is being collected. In addi-
tion, we want to make sure the collected data is reliable. Please select the option 
“No answer” for the next question that asks about the length of the survey and 
simply write “I’ve read the instructions” in the box labeled “Additional remarks”.

Oppenheimer et al. (2009)
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The role of trust towards intelligent systems

Further, we examine the role of the trust-related exogenous 
constructs. We observe a significant effect from TP on ATT  
with a strength of 0.272. Again, we assume an indirect rela-
tion to BI through ATT , since the direct effect of TP on BI is 
not significant. This confirms that, especially in the context 
of intelligent systems, an a priori formed trust influences the 
affection towards technology and, in a transitory fashion, the 
intention to use said technology. This is further supported by 
the mediation analysis that found a purely mediating role for 
TP with regard to BI. Furthermore, we argue that there is a 
certain order that is important towards forming a decision. 
While trust is an important catalyst and mediator, it is not 
the sole determinant and it seems, from the results, infe-
rior to actual performance. Similar findings are confirmed 

by Wanner et al. (2020) where in a choice experiment, the 
performance of an intelligent system played the most piv-
otal part. For some tasks it has also been found that trust is 
not a necessary condition for actual use (Logg et al., 2019). 
Especially for less critical scenarios such as maintenance, 
one can imagine that while important, pure performance can 
override trust. However, for tasks that have a more ethical 
and/or critical nature like healthcare, this might be different. 
Regarding H6, TP and ATT  are highly affection-based con-
structs, and thus a connection between them seems highly 
appropriate. We can therefore confirm H6 and reject H7. 
We also found that TP has an effect on PE with a magnitude 
of 0.345. The confidence interval (width 0.269, from 0.239 
to 0.508) confirms a strong effect along with hypothesis 
H8. The observations are in accordance with the findings 
of Cody-Allen and Kishore (2006), Lee and Song (2013), 

Table 5  Demographics 
of main study sample

Note: Gender, Age, EXP1, EXP2, and EXP3 were used as interaction moderation

Characteristic Attribute Value Characteristic Attribute Value

Freq. Percent. Freq. Percent.

Gender Male 110 68.75 Experience with 
intelligent systems 
(EXP2)

None 87 54.38
Female 50 31.25 <1 year 22 13.75
Others 0 0.00 1–3 years 24 15.00

Age <=20 2 1.25 3–5 years 12 7.50
21–30 62 38.75 5–10 years 10 6.25
31–40 52 32.50 >10 years 5 5.00
41–50 31 19.38 Experience with AI 

(EXP3)
None 47 29.38

51–60 12 0.75 <1 year 39 24.38
>61 1 0.06 1–3 years 43 26.88

Experience in indus-
trial maintenance 
(EXP1)

None 59 36.88 3–5 years 16 0.10
<1 year 31 19.38 5–10 years 11 6.88
1–3 years 30 18.75 >10 years 4 2.50
3–5 years 17 10.06
5–10 years 15 9.38
>10 years 8 5.00

Table 6  Validation and 
reliability testing of main study

Note: No FL criterion, cross-loadings, and item loadings measured
Internal consistency: Cronbach’s alpha (CA) > 0.7; composite reliability (CR) > 0.7 (Gefen et  al., 2000; 
Hair et al., 2011)
Convergence reliability: average variance extracted (AVE) > 0.5 (Hair et al., 2011)
Indicator reliability: item loadings 0.7 < x < 1 (Hair et al., 2011)
Discriminant validity: cross-loadings; Fornell-Larcker (FL) criterion (Fornell & Larcker, 1981; Hair et al., 
2011)

Assessment measurement items

Construct CA AVE CR Constr. CA AVE CR

PE 0.91 0.74 0.93 AB 0.89 0.82 0.93
EE 0.85 0.70 0.90 ATT 0.86 0.71 0.91
ST 0.87 0.80 0.92 BI 0.95 0.90 0.97
TP 0.85 0.77 0.91
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Choi and Ji (2015) and thus confirm H8. Drawing from the 
findings of Logg et al. (2019), we can explain the increase 
in trust through algorithm appreciation that occurs with 
increasing algorithm performance. Thus, if a user experi-
ences a well-performing intelligent system, the user is more 
likely to subsequently change the initial propensity to trust 
with regard to the system. To no surprise, also the user’s 
trust in the algorithm’s ability to perform well, AB, has a 
very strong effect on TP with a magnitude of 0.645, confirm-
ing H9. This is also expressed by the mediation analysis that 
shows no sign of a possible omitted mediator and identifying 
the role as full mediation.

The role of transparency of intelligent systems

Finally, we investigate the role of system transparency. Regard-
ing the trust constructs AB and TP, we can confirm H10 since 
we observe a very strong effect of ST on AB with a magnitude 
of 0.610. However, we cannot confirm a significant direct 

connection from ST to TP and, thus, reject H11. This is not sur-
prising since we expect the user to partially form a pre-existing 
opinion within trust propensity based on the pre-existing trust 
in the system’s ability that can be better assessed when the user 
has access to an explanation of the system or the underlying 
algorithms. This is also supported by the full mediation role 
of TP that was added for this purpose and worked as expected. 
Furthermore, having a competitive or complementary media-
tion, while befitting our proposed hypothesis could imply the 
presence of other trust-related, yet unexplored mediation con-
structs as suggested in Zhao et al. (2010).

Regarding the initial UTAUT indicators, we find that an 
understanding of the system also affects the expected perfor-
mance, as we observe a strong effect of 0.346 of ST on PE, 
confirming H12. The effect can be explained by the influ-
ences of explanations on perceived performance and deci-
sion towards an intelligent system as described by Wanner 
et al. (2020) through the means of local and global explana-
tions. Through a global explanation of the intelligent system, 

Table 7  Results of main study

U
TA

U
T

re
su

lts
In

di
re

ct
 e

ffe
ct

s

Construct Indirectly effecting Strength p-Value Mediation
EE BI 0.056 0.059 Indirect-only (full mediation)

PE BI 0.167 0.003 Complementary (partial mediation)

ST ATT 0.441 0.000 Indirect-only (full mediation)

ST BI 0.278 0.000 Complementary (partial mediation)

ST PE 0.159 0.000 Indirect-only (full mediation)

ST TP 0.394 0.000 Indirect-only (full mediation)

AB ATT 0.295 0.000 Indirect-only (full mediation)

AB BI 0.198 0.000 Indirect-only (full mediation)

AB PE 0.249 0.000 Indirect-only (full mediation)

TP ATT 0.185 0.000 Complementary (partial mediation)

TP BI 0.268 0.000 Indirect-only (full mediation)

0.610***

0.346***
Performance

Expectancy (PE)

[0.371]

Effort Expectancy

(EE)

[0.286]

Gender Age Experience

Attitude Towards AI

Technology (ATT)

[0.594]

Interaction Moderation

Trust Propensity

Towards AI (TP)

[0.423]

System Transparency

(ST)

Ability Beliefs (AB)

[0.369]

Behavioral Intention

(BI)

[0.438]

0.645***

0.539***

0.0
17

0.272***

0.348***

0.386***

0
.0

2
9

0.480***

0.1
62***

0.313***
-0.044

UTAUT
Core

UTAUT
AI

0.152*

Confidence levels: * 0.10, ** 0.05, *** <0.001
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the user is made aware of its complexity, leading to increased 
performance expectancy because intelligent systems based 
on deep learning models are expected to outperform other 
systems. Likewise, local explanations that explain a single 
prediction enable a consensus between the mental model 
of the user and the system resulting in increased PE. An 
even more potent effect of ST was observed regarding EE 
with magnitude 0.539 and confirming H13. Revealing the 
system’s complexity through global explanations also ena-
bles the user to realize the effort required to implement an 
intelligent system, thus increasing EE. Besides, we observe a 
direct effect of ST on BI, confirming H14 at the 0.10 signifi-
cance level with a magnitude of 0.152. These results are in 
line with Wanner et al. (2020), who indicate that explainabil-
ity plays a key role when deciding on an intelligent system. 
The direct effect is rather low compared with the indirect 
effect via PE, which is also in accordance with their find-
ings, where explainability was not as strong a decision factor 
as performance. While the complementary mediation effect 
of ST regarding BI could indicate omitted mediators, we 
rather suspect the variety of functions of explanations in 
intelligence systems pose different influences that affect the 
behavioral intention in an either indirect or direct way. One 
can imagine the sheer presence of a self-disclosing expla-
nation of how the system forms a decision will positively 
influence the BI, in addition with positively influencing trust 
in the system. In summary, we find that ST poses a strong 
influential factor concerning the attitude and intention to 
use an intelligent system either indirectly through previously 
introduced constructs or as a minor direct effect.

The role of user characteristics

Lastly, we look at the moderating effects of age, gender, 
and experience on PE and EE. We found no significant 
moderating effects of either variable or construct, contra-
dicting the findings of Alharbi (2014) and Esfandiari and 
Sokhanvar (2016). We assume that this is because our pre-
screening sets boundary conditions that do not allow for 
a great deal of variance within the participants. Thus, we 
observed mostly minor experiences and age gaps. In addi-
tion, due to the application domain, the sample was skewed 
towards men (68.75%), barely allowing for reliable variation. 
 
 
Discussion
Theoretical implications

Performance is crucial (when looking at direct effects)

We extended the modified UTAUT model by Dwivedi et al. 
(2019), which itself is based on the UTAUT model of Ven-
katesh et al. (2003), and derived additional constructs and 

connections in the context of intelligent systems acceptance 
and use. The direct and indirect effects of PE play a major 
role and are comparable to the findings of Dwivedi et al. 
(2019). The findings of Wanner et al. (2020) confirm the 
dominating role of the expected performance. Contrary, we 
found that the expected effort is not of major concern when 
looking at the direct effects since it only delivers impact via 
indirect connections. We consider this as a first indication 
of the increased difficulty to build a direct intention to use in 
the case of intelligent systems, since the intention relies on 
the affection towards the system more heavily as expressed 
by the extended UTAUT model of Dwivedi et al. (2019). 
Thus, while performance is king, it is insufficient to focus 
only on direct effects when evaluating an intelligent system’s 
acceptance.

Human attitude and trust steer acceptance as latent 
indirect factors

As mentioned previously, the strength of indirect effects 
delivered through the more affectionate construct of ATT  
is substantial and shows the necessity for recognizing the 
deviation from a purely performance- and effort-centered 
model. Following that thought of increased affection con-
structs, we found that initial TP plays an essential role in 
determining the PE regarding the system. Thus, we revealed 
a significant indirect influence of PE so that we assume it is 
more likely that a user thinks the system will perform well 
when he or she trusts the system.

This transitory connection reveals the importance of trust 
in the context of intelligent system acceptance. The strong 
effect of AB also reveals that a prior belief in the system’s 
problem-solving capability is fundamental. Especially when 
discussing algorithm appreciation vs. algorithm aversion, 
this particular construct plays a central role in building up 
TP towards the system. We theorize that the observation 
of algorithm appreciation or aversion is connected to AB 
and TP since they determine what to expect from a system. 
Trusting a system and expecting super-human performance 
in the case of algorithm appreciation can turn into mistrust 
when an aversion is built up due to the individuality of a 
single task or erratic system behavior (Dietvorst et al., 2015; 
Logg et al., 2019). However, as argued in XAI literature, an 
explanation of some sort can help to increase trust in the 
system (Adadi & Berrada, 2018; Páez, 2019).

System transparency enables trust building and contributes 
to performance expectancy in both ways

Including ST, we found that revealing the system’s internal 
decision structure (global explanation) and explaining how 
it decides in individual cases (local explanation) positively 
affects almost all constructs. First, we can confirm that an 
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understanding of or at least visibility into the system’s deci-
sion process has a powerful effect on the user’s (initial) trust 
in the system, confirming the often-postulated connection 
that motivates much XAI research (Ribeiro et al., 2016). 
Second, we find that ST also has substantial effects on PE 
and in terms of usability (i.e., EE). We expected the strong 
connection of ST to EE as a global system explanation is 
usually required to determine the effort it takes to efficiently 
train and subsequently use an intelligent system (Wanner 
et al., 2020). It is reasonable to assume that the presence of 
an explanation in a psychological sense reduces uncertainty 
and thus technological anxiety towards the system (Miller, 
2019). Therefore, we theorize that the presence of local and 
global explanations lets the user shift to a more rational 
behavior since he or she can make more informed decisions 
rather than relying on their gut when dealing with black-box 
intelligent systems.

When comparing the observed effects with related lit-
erature such as Wanner et al. (2020), which deals with 
determining the decision factors for adopting intelligent 
systems, we find that the relationship between explanation 
performance and using a system is a more complex one. 
While we cannot draw conclusions regarding a trade-off, 
as stated in Wanner et al. (2020), we found that the pres-
ence of an explanation indirectly influences the expected 
performance of a system, which is often the dominant 
influence factor. Therefore, we argue that while perfor-
mance remains an essential factor for the actual intention 
to use, ST should be attributed a more critical role than 
current findings suggest since it can significantly increase 
the PE (or lower it depending on the revealed information 
through the explanation).

Additionally, taking temporal factors into account, we 
argue that initial trust factors and subsequently expected 
performance and attitude towards the system are formed by 
the information that is revealed before the system is used. 
That is, the availability of ST can steer those factors in one 
direction or another before the user sets his or her PE. Thus, 
we argue that it is less of a situational trade-off and more of 
a decision process that is repeated with each use and thereby 
manifesting in the user’s attitude toward the system and AI 
technology in general.

Intelligent systems are a broad concept and may require 
contextualization

There is a plethora of research on trust in and transparency 
of technology – considering each aspect separately for the 
most part – as pointed out in the theorizing sections. We 
have focused our theorizing on UTAUT-related literature, 
but we have found that the relating constructs have been 
discussed similarly without relation to UTAUT. Our core 

contribution is twofold in that we propose to consider the 
combination of transparency and trust as well as their latent 
indirect effects to explain a user’s intention to use a system. 
So far, research on AI acceptance has primarily focused on 
direct effects, where performance stands out (cf. e.g., Wan-
ner et al., 2020) or considered trust or transparency sepa-
rately (see Section “Research theorizing”).

Our contribution further distinguishes itself from prior 
art as we focus on intelligent systems as any IT system that 
can make decisions indistinguishable in performance from 
or better than a human being based on analytical models 
that are opaque to the end-user. This definition is inde-
pendent of the decision task. Consequently, our UTAUT 
model is designed as a broad model. Hence, its contribu-
tion is that it is applicable to multiple types of intelligent 
systems. As a consequence of this breadth, our model may 
lack precision for some applications. There may be fac-
tors that further affect intention to use in one case but not 
in another. We do not cover these domain-specific fac-
tors. We provide a base model that has merits of its own 
and can be extended with further constructs such as, for 
example, facilitating conditions or social influence if the 
scenario necessitates this.

Much of the extant literature has focused on domain-
specific applications such as recommendation systems to 
support selection processes or human-computer interac-
tion with AI agents that exhibit physical anthropomorphic 
demeanor. Our model can be used in these contexts but will 
not measure demarcating aspects such as the effect of physi-
cal interaction with AI agents.

Practical implications

Use expectation management to form attitude 
towards the system

In order to avoid disappointment and algorithmic aversion, 
managing the expectations towards performance can increase 
subsequent intention to use, even if the problem field for 
application is limited in the process since hesitation is build 
up through the system’s self-signaling of suboptimal perfor-
mance. In line with Dietvorst et al. (2016), it is important to 
manage expectations and show the user control opportuni-
ties of the system. This can be done with a pre-deployment 
introductory course involving users in the configuration state 
while using their knowledge in training the algorithms at the 
base of the intelligent system (Nadj et al., 2020).

Besides providing support for managing expectations and 
learning to use the system (Dwivedi et al., 2019), overcom-
ing initial hesitation has a high priority in the case of intel-
ligent systems.
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Control the level of system transparency based 
on the target audience’s capabilities and requirements

Global explanations depict the inner functioning and com-
plexity of an intelligent system. They are suitable to manage 
the expected effort when procuring an intelligent system, 
specifically through either outsourcing or in-house devel-
opment. In addition, global explanations can provide a 
problem/system-fit perspective in that the user can observe 
whether the complexity of the model is suitable for the task. 
For example, using a complex deep learning model for an 
intelligent system to detect simple geometric shapes such as 
cracks might even decrease performance.

Local explanations can assist with explaining single predic-
tions of intelligent systems, helping the user to compare the 
decision process by i) visualizing the steps towards the decision 
(e.g., by creating images of the intermediate layers of the artifi-
cial neural network) and by ii) attributing the input data impor-
tance regarding the output decision (e.g., by creating a heatmap 
of input pixels that caused the intelligent system’s decision).

Explanations can also prove useful as a communication 
bridge between developers of the intelligent system who are 
not domain experts and the domain experts who are AI nov-
ices. This helps to diagnose the model and create a common 
understanding of the decision process from a human point of 
view enabling all stakeholders to jointly avoid false system 
behavior that can lead to algorithm aversion, such as learn-
ing a wrong input-output relation.

However, disclosing too much information about the 
principal rationale of the intelligent system can lead to the 
opposite effect (Hosanagar & Jair, 2018; Kizilcec, 2016). 
Especially for the stakeholder group of domain experts that 
are the users of the system, as opposed to developers who 
are required a global explanation to diagnose system failure.

Implement trust management independent 
of transparency efforts

Our results also show that while being influenced by trans-
parency, trust is not solely explained by it. In accordance 
with Madsen and Gregor (2000), the pre-existing propen-
sity to trust that is reflected by TP requires extra treatment 
that goes beyond simply providing explanations. Thus, 
trust issues need to be addressed head-on by implementing 
guidelines for trustworthy AI (Thiebes et al., 2021). Fur-
thermore, companies should think about introducing trust 
management. For similar reasons, the standard and idea of 
risk management were introduced decades ago: identify 
uncertainty roots and trust concerns and create trust poli-
cies (Müller et al., 2021).

The uncertainty regarding PE and EE could be reduced 
proactively by offering training to the users to experience the 
intelligent system to form a feeling of beneficence (Thiebes 

et al., 2021). Using the system in a training session in a non-
critical context can support the acceptance of the system 
and provide a solution to the initial uncertainty about the 
performance. According to Miller (2019), this could provide 
partial transparency, in this case, as an indicator of ability 
and performance.

Limitations

In our study, we presented a use case based on a medium-
stake scenario. Here, wrong decisions have consequences 
such as machine breakdown or downtimes within the pro-
duction plant. This can result in high monetary loss. Nev-
ertheless, wrong decisions do not endanger human lives. 
We used this scenario for two reasons. First, for the sake of 
generalization, and second, we tried to replicate a typical 
industrial medium-stake maintenance use case. However, 
following Rudin (2019), we need to keep in mind that user 
behavior may differ in high-stake use cases resulting in bodily 
harm due to the potential consequences of wrong decisions. 
Inversely, this also applies to low-stake use cases. Further, 
using a work system scenario entails that users cannot opt to 
not use the system. In the consumer space, where consum-
ers can decide to choose a non-intelligent system or use no 
system at all, the results and necessary constructs may differ.

Further, we focused on user perception. Consequently, 
we cannot verify if the user’s perception corresponds to the 
actual user behavior. This is especially related to the fol-
lowing: PE on whether the system can increase the user’s 
productivity, EE on whether the user finds the system easy to 
use, and ST on whether the user understands why the system 
made the decision it did. The latter is closely related to find-
ings from Herm et al. (2021), who address the knowledge 
gap on the perceived explainability of intelligent system 
explanations and user task solving performance.

Lastly, within our use case, we provided a textual and 
graphical explanation for intelligent system predictions and 
did not impose time limits for decision. While many different 
XAI augmentation techniques have been developed in XAI 
research, further evaluation of these techniques seems neces-
sary. Similarly, the results may differ when different XAI aug-
mentation techniques are applied. Hereby, inappropriate expla-
nations can cause an overload of the user’s cognitive capacity 
(Grice, 1975). Furthermore, a personalized explanation can 
increase the behavior intention (Schneider & Handali, 2019).

Conclusion and outlook

By extending the UTAUT model with factors of attitude, 
trust, and system transparency, we were able to explain bet-
ter the factors that influence the willingness to accept intel-
ligent systems in the workplace.
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Our extension centers on affection constructs such as 
ATT, TP, and AB while simultaneously integrating ST as an 
opportunity to steer both to address the information asym-
metry between black-boxed, anthropomorphic agents and 
their human principal. This combination as well as the con-
sideration of latent indirect factors provides the community 
with a means to look beyond performance as the dominating 
decision factor for intelligent system efficacy.

In summary, on the one hand, our model enables 
researchers to understand the influence of this human factor 
for intelligent systems and in more general for analytical AI 
models. On the other hand, our findings can help to create 
measures to reduce acceptance barriers in practice and thus 
better leverage AI capabilities. Since our research is based 
on the UTAUT model and established extensions, we assume 
that our model is of general nature and generally transferable 
to or contextualizable in other domains. The results of our 
model application may be more specific to work system in 
maintenance as discussed in the limitations.

Since our research results clearly indicate how behavioral 
intention is influenced by this human factor, we aspire to 
develop design principles for intelligent systems that con-
tribute to the user’s willingness to accept and use these sys-
tems in their daily work.
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