~ A Service of
’. b Leibniz-Informationszentrum

.j B I l I Wirtschaft
) o o o Leibniz Information Centre
Make Your PUbllCCltlonS VZSlble. h for Economics ' '

Alves Gomes, Miguel; Meisen, Tobias

Article — Published Version
A review on customer segmentation methods for
personalized customer targeting in e-commerce use cases

Information Systems and e-Business Management

Provided in Cooperation with:
Springer Nature

Suggested Citation: Alves Gomes, Miguel; Meisen, Tobias (2023) : A review on customer
segmentation methods for personalized customer targeting in e-commerce use cases, Information
Systems and e-Business Management, ISSN 1617-9854, Springer, Berlin, Heidelberg, Vol. 21, Iss. 3,
pp. 527-570,

https://doi.org/10.1007/s10257-023-00640-4

This Version is available at:
https://hdl.handle.net/10419/311765

Standard-Nutzungsbedingungen: Terms of use:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen Documents in EconStor may be saved and copied for your personal
Zwecken und zum Privatgebrauch gespeichert und kopiert werden. and scholarly purposes.

Sie durfen die Dokumente nicht fiir 6ffentliche oder kommerzielle You are not to copy documents for public or commercial purposes, to
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich exhibit the documents publicly, to make them publicly available on the
machen, vertreiben oder anderweitig nutzen. internet, or to distribute or otherwise use the documents in public.
Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen If the documents have been made available under an Open Content
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten, Licence (especially Creative Commons Licences), you may exercise
gelten abweichend von diesen Nutzungsbedingungen die in der dort further usage rights as specified in the indicated licence.

genannten Lizenz gewahrten Nutzungsrechte.

.: BY https://creativecommons.org/licenses/by/4.0/
Mitglied der
WWW.ECOMSTOR.EU K@M 3
. J . Leibniz-Gemeinschaft


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.1007/s10257-023-00640-4%0A
https://hdl.handle.net/10419/311765
https://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

Information Systems and e-Business Management (2023) 21:527-570
https://doi.org/10.1007/510257-023-00640-4

ORIGINAL ARTICLE

™

Check for
updates

A review on customer segmentation methods
for personalized customer targeting in e-commerce use
cases

Miguel Alves Gomes' © - Tobias Meisen'

Received: 25 April 2022 / Revised: 16 February 2023 / Accepted: 9 May 2023 /
Published online: 9 June 2023
© The Author(s) 2023

Abstract

The importance of customer-oriented marketing has increased for companies in
recent decades. With the advent of one-customer strategies, especially in e-com-
merce, traditional mass marketing in this area is becoming increasingly obsolete as
customer-specific targeting becomes realizable. Such a strategy makes it essential to
develop an underlying understanding of the interests and motivations of the individ-
ual customer. One method frequently used for this purpose is segmentation, which
has evolved steadily in recent years. The aim of this paper is to provide a structured
overview of the different segmentation methods and their current state of the art.
For this purpose, we conducted an extensive literature search in which 105 publi-
cations between the years 2000 and 2022 were identified that deal with the analy-
sis of customer behavior using segmentation methods. Based on this paper corpus,
we provide a comprehensive review of the used methods. In addition, we examine
the applied methods for temporal trends and for their applicability to different data
set dimensionalities. Based on this paper corpus, we identified a four-phase process
consisting of information (data) collection, customer representation, customer analy-
sis via segmentation and customer targeting. With respect to customer representa-
tion and customer analysis by segmentation, we provide a comprehensive overview
of the methods used in these process steps. We also take a look at temporal trends
and the applicability to different dataset dimensionalities. In summary, customer
representation is mainly solved by manual feature selection or RFM analysis. The
most commonly used segmentation method is k-means, regardless of the use case
and the amount of data. It is interesting to note that it has been widely used in recent
years.

Keywords Customer segmentation - Feature engineering - Customer targeting -
Customer relationship management - RFM-analysis
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1 Introduction

“As the Internet emerges as a new marketing channel, analyzing and understand-
ing the needs and expectations of their online users or customers are considered
as prerequisites to activate the consumer-oriented electronic commerce. Thus, the
mass marketing strategy cannot satisfy the needs and expectations of online cus-
tomers. On the other hand, it is easier to extract knowledge out of the shopping
process under the Internet environment. Market segmentation is one of the ways
in which such knowledge can be represented and make it new business opportu-
nities.” (Kim and Ahn 2004). Already in 2004, Kim and Ahn (2004) described
an essential paradigm shift that online marketing was encountering in a time in
which the world wide web was rising. The statement focused on the limitation of
mass marketing in a period where data-driven technological possibilities arose to
analyze web-users footprints and enable personalized-oriented marketing. About
two decades later personalized-oriented marketing is still a key challenge that
many researchers conduct in their work (Chen et al. 2018; Apichottanakul et al.
2021; de Marco et al. 2021; Nguyen 2021; Sokol and Holy 2021). Not only has
it been shown that personalized customer targeting is more profitable for com-
panies, but also that knowledge about customer behavior is a decisive factor for
success and failure (Mulhern 1999; Zeithaml et al. 2001; Kumar et al. 2008).
In this respect, it is essential to understand the customers and their needs, and
to be aware of their behavioral changes over time (Liu et al. 2009; Ding et al.
2019; Griva et al. 2021; Apichottanakul et al. 2021). In addition to technological
changes and increasing functional requirements, legal regulations are also sub-
ject to constant change. This results in further non-functional requirements, as
these regulations firstly describe local conditions and secondly can counteract the
functional objectives (Burri and Schér 2016; European-Parliament 2016). From
a functional perspective, companies that want to analyze customer behavior need
(1) the capacity to record customer data, (2) an algorithm to characterize similar
user behavior, and (3) strategies or processes that use the extracted information to
achieve the business goal.

Regarding the first requirement, it is necessary to collect data that enable algo-
rithm-based characterization of user behavior. Thereby, we distinguish between
customer behavior data that is collected explicitly and implicitly. As the names
suggest, explicit data collection is intentional to collect customers’ information.
In implicit data collection, the main purpose is not to collect information about
customers, but to collect information about the process in which the customer
appears as the interactant, such as purchase information for accounting purposes.
Explicitly collected data such as demographic information, on the other hand, is
difficult to collect and maintain for several reasons. Not all customers are willing
to share demographic data or they browse anonymously on the web. In addition,
information collected in this way is subject to change over time and, accordingly,
is always subject to uncertainty that is difficult to quantify (Chan et al. 2011;
Chen et al. 2018). Accordingly, implicitly gathered data is easier to collect. This
data can be tracked with every user interaction. E.g. information about products
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that are purchased together or the amount of money spent for a purchase. None-
theless, data collected in such an implicit manner requires deeper analytical skills
to exploit.

For the second requirement, the gathered interaction data is used. A frequently
used approach for managing different customers with diverse preferences is seg-
mentation (Hong and Kim 2012; Hsieh 2004; Chen et al. 2018). Customer seg-
mentation is an unsupervised-learning process and utilizes different clustering
approaches which have the goal to separate aforementioned customer data based
on similarity. Hereby, similarity is measured by an objective function such as
euclidean distance. It should be noted that customer behavior is a continuous pro-
cess, with customer needs, wants and satisfaction changing over time. Accord-
ingly, the processes and underlying procedures implemented in companies must
be flexible in order to accommodate this high level of dynamism (Liu et al. 2009;
Ding et al. 2019; Griva et al. 2021).

The last requirement is to utilize the analyzed customer information. Domain
experts like marketers can tailor appropriate marketing strategies for individual
customer groups based on segmentation. As Birtolo et al. (2013) already stated
and showed, instead of domain experts, more and more automated methods to
extract and to learn underlying patterns in customer behavior allow to target cus-
tomers in advance.

The aforementioned dynamics are not only reflected in the respective target
market but also can be observed in the underlying segmentation methods. There-
fore, the goal of our survey is to provide an overview of digital and autonomous
customer targeting processes for customer relationship management (CRM)
based on historical data. The main objective of the literature research lies in the
customer segmentation process for different e-commerce related use cases like
retailing or services in the banking sector. Our study is structured by three guid-
ing questions, to which we provide answers in this work.

1. Which clustering processes and methods are frequently used to understand cus-
tomer behavior and targeting afterward?

2. Are there methodological limits with regard to data dimensionality?

3. Do methodological trends exist that can be observed over a period of two dec-
ades?

The main difference between our survey and former ones is that we focus on the
process of customer targeting and behavior analysis in the e-commerce domain.
The most recent literature review with a related topic is from 2016 (Sari et al.
2016). However, six years have passed since then, which makes an updated view
necessary. Besides that in our study, we conduct a more extensive literature
review that leads to a different classification of segmentation methods and more
use case examples. In addition, we recognized a more extensive e-commerce pro-
cess for customer targeting. Our contribution and main finding are:
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e We provide an overview with examples from the literature of how customer

behavior analysis is used.

We determine a customer targeting process with four phases.

We could not identify a consensus in metrics to evaluate and compare the quality
of the segmentation algorithm and therefore it cannot be said which of the meth-
ods is “best”.

e Based on the frequency in publications and ability to handle large amounts of
data, we recommend a process that uses RFM-analysis as a feature representa-
tion and k-means for segmentation.

e We identify open questions and possible research gaps regarding embeddings
for customer representation and deep learning-based segmentation for customer
analysis and customer targeting strategies

Our study is structured as follows: In Sect. 2, we present and explain our research
methodology. In Sect. 3, we present a literature overview of the identified works.
Hence, in this section, we address the first guiding question accordingly and pro-
vide an answer. Moreover, we present the survey literature more in-depth. Based on
the identified process, we notice that feature selection (be it manual or computer-
ized) is an essential preprocessing step of customer behavior segmentation. There-
fore, we explain the different segmentation and feature selection methods that are
used. Additionally, the methods in the surveyed literature are described regarding
the applied use cases for customer targeting and data volume. Section 3 ends with
an overview of the publications’ evaluation metrics for customer segmentation. We
analyze and discuss our findings in Sect. 4 which is further divided into two subsec-
tions. The first subsection is about the feature selection. In terms of feature selection
methods, we present an answer to guiding question two and three. Similarly, in the
second subsection we analyzes, discusses, and answers guiding questions two and
three regarding the reviewed segmentation methods. In each subsection, we state
open research questions that are not covered by our survey but have future potential.
Finally, we conclude the survey in Sect. 5 with a brief summary of the findings and
new open research questions and potential.

2 Literature research methodology

As already encouraged in the introduction we want to scientifically investigate
which processes exist for personalized customer marketing approaches. Especially,
to get an overview of commonly used customer segmentation methods in the context
of CRM in e-commerce, we have conducted an extensive literature review. Thereby,
Vom Brocke et al. (2015) published a recommendation on how to conduct such a
search in an effective and highly qualified way. Hence, we followed their recom-
mendation for the most part. Figure 1 illustrates our review process. We started our
literature research by reading survey papers to derive an integrated and consolidated
understanding of the conceptualization of the subject. Thereafter, we started the lit-
erature search. Therefore, we defined our search scope. Vom Brocke et al. (2015)
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refer to Cooper (1988) which states four steps on how to define a search scope: (1)
process, (2) sources, (3) coverage, and (4) technique. Leaning on these four steps
we choose a sequential search process. As a publication source, we used the Web of
Science' (WoS) online research tool as it is one of the leading scientific citation and
analytical platforms and provides scientific publications across a wide amount of
knowledge domains (Li et al. 2018). To keep the focus on the customer segmenta-
tion methods we used the following search term:

e “Customer segmentation” or “customer clustering” or “user segmentation” or
“user clustering”

Herein, we chose to use the word “user” as a synonym for “customer” and “cluster-
ing” for “segmentation”. We wanted the search to be as less restrictive as possible to
not miss relevant publications. Therefore, we expected works that are not relevant to
our research. After having a corpus of hundreds of publications, we started reading
the title, abstract, and keywords of the publications. We filtered out all publications
that did not deal with customer behavior in commerce, especially in the context of
e-commerce. The next step was to read all remaining papers and excluded all publi-
cations that did not deal with customer segmentation in an e-commerce use case and
it became apparent that customers were segmented based on their information and
actions. We extracted all wanted information from publications we classified as rel-
evant. Specifically, we retrieved bibliometric information, information about the use
case, the used methods, information about the used data, and the results.

3 Literature overview

As aforementioned in Sect. 2, we started our literature review with reading
related surveys. Plenty of research surveys in the field of segmentation pri-
oritize the underlying methodology or class of methods but not their usage in
specific domain (Gennari 1989; Rokach 2010; Hiziroglu 2013; Ben Ayed et al.
2014; Firdaus and Uddin 2015; Reddy and Vinzamuri 2018; Shi and Pun-Cheng

! https://www.webofscience.com/.
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Fig.2 Process of customer targeting based on behavioral information gathered from data

2019). For example, Shi and Pun-Cheng (2019) review clustering methods for
spatiotemporal data which are collected in diverse domains like social media,
human mobility, or transportation analysis. Another survey example is brought by
Hiziroglu (2013). The author reviews segmentation approaches for applications
of soft computing techniques. Other surveys or studies focus on specific methods
like k-means or RFM-analysis (Sarvari et al. 2016; Deng and Gao 2020). The
most related literature review we found in our literature search is from Sari et al.
(2016) which reviews customer and marketing segmentation methods and the
necessary data. They identify different segmentation approaches and e-commerce
process which coincides in some parts with our outcomes. However, as already
mentioned before, six years have already passed and their paper corpus consist
of less than 20 publications. From this, we deduce the need for an up-to-date and
more detailed review in the area of customer segmentation in e-commerce.

The WoS search from 2023/01/01 led to 852 publications, of which not all
were related to our research as assumed. As described we excluded all publication
that did not deal with customer behavior in e-commerce. The major domain that
was not related to our research objective dealt with user segmentation in non-
orthogonal multiple access (NOMA) techniques. Over half (66%) of the publica-
tions were not related to our research topic and we had 289 publications left that
were somehow e-commerce related. From the 289 publications, we classified 149
publications as “not relevant” and 140 publications as “relevant” based on the
title, abstract and keywords with the aforementioned criteria.

Reading the remaining literature (140 publications), we paid particular atten-
tion to recurring processes. We identified a process that is constantly used to
determine customer behavior with segmentation approaches. Figure 2 illustrates
the identified process that depicts the answer to our first question. It illustrates
the customer targeting process and it can be divided into four steps: (1) customer
information, (2) customer representation, (3) customer analysis, and (4) customer
targeting.

In the first step, the customer information is stored in form of data and is made
available for further processing. In the literature, this step is usually given by
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provided datasets. Nevertheless, in some publications, the information is collected
by the researcher. Especially, when data is collected explicitly which is for example
done by Hong and Kim (2012), Nakano and Kondo (2018), and Wu (2011).

Based on the collected information a customer representation is built as the sec-
ond step. The customers are represented by their features which are selected manu-
ally or with a feature selection method. In nearly half of the cases (47.6%), features
are selected manually and in the other half (52.4%) feature selection methods are
used. Both feature selection approaches have their advantages and disadvantages.
For example, feature selection methods are utilized to eliminate features with less
information content or to aggregate and extract additional knowledge out of the
customer data. The most used method in our literature review is the Recency, Fre-
quency, Monetary (RFM) analysis that aggregates additional information about
the customers’ behavior and value to a company (Hughes 1994) which we show in
Sect. 4. Manual feature selection usually is performed by extracting information like
item view or click events, purchased items, and item information such as the associ-
ated category. In some other cases, mostly for recommendation, the authors addi-
tionally use ratings and reviews for the behavior analysis. Otherwise, demographic
data is collected through membership or similar programs. Another approach to get
demographic or psychographic information is by user surveys.

The third step of the found process is customer analysis which is the key compo-
nent of the process and is done by applying segmentation methods. Customers are
split into more homogeneous groups of similar behavior. This is done by different
segmentation approaches, like methods that compare the similarity between the cus-
tomer representation or other methods that partition the customers by given thresh-
olds. In Sect. 3.4, we further explain the interaction of customer representation with
feature selection methods and the customer analysis on found case studies.

The fourth and last step, customer targeting, uses the behavioral information from
the customer analysis to target the right user with the right CRM decision. In the
literature, we identified different targeting approaches which includes recommenda-
tion, marketing campaigns, and pricing strategies. The main difference in the litera-
ture is that recommenders are evaluated against others with evaluation metrics like
hit-rate, accuracy, etc, and marketing campaigns or pricing strategies focus on the
plausibility of the customer segmentation and try to explain the outcomes over the
performance.

We decided to consider only literature that mostly adheres to this characteristic
process because it fulfills all necessary conditions for personalized customer mar-
keting which is our defined investigation scope. The work of Coussement et al.
(2014) is an example of a scientific publication which we did not consider in our
work because it is not in our scope. In their research, they investigated the impact of
data quality on different segmentation methods and showed which methods are more
robust to inaccuracies.

Based on this aforementioned method, we further filtered our corpus to obtain
a final corpus of 105 scientific papers. The literature is distributed between the
years 2000 and 2022 over different use cases and journals. The reviewed publica-
tions are not equally distributed over the years. Figure 3 illustrates the distribution
of the paper’s publication year. We see that there are more publications over time in
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Year

Fig. 3 Distribution of surveyed publications from 2000 until 2022

16 Feature Selection
None - 50 (47.6%) .
1

RFM - 44 (41.9%)
PCA- 4 (3.8%)

Purchase Tree - 2 (1.9%)

CHAID - 1 (1.0%) 2
10 Customer Lifetime Value - 1 (1.0%)
Discrete Wavelet Transform - 1 (1.0%)

Graph - 1 (1.0%)
MCA- 1 (1.0%)

Fig.4 Distribution of the surveyed feature selection methods over the years

the field of e-commerce considering customer analysis with segmentation methods.
Before 2010, we usually find one publication per year. In the period from 2001 to
2003, however, there is no publication in the paper corpus at all. In total, there are
16 publications in the period from 2000 to 2010. After 2010, there are at least three
publications per year with an increasing tendency. 43 out of 105 publications (about
41%) are published in 2020, 2021 and 2022.

Table 4 gives an overview of the 105 publications containing title, author, and
year.?

2 Table 4 can be found in the Appendix 1.
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3.1 In-depth feature selection methods for customer representation

We identify customer representation as a fundamental step in the customer target-
ing process. Therefore, before applying segmentation methods for customer analy-
sis an appropriated customer representation is needed. As mentioned earlier, this is
achieved by applying feature selection methods. In the following, we will refer to
manual feature selection as “none” feature selection method. Figure 4 displays the
distribution of the used feature selection methods over the years as well as the total
amount in percentage. In 50 publications, the authors decide to use handcrafted fea-
tures to represent the customers.

The RFM-analysis is by far the most popular feature selection method with 44
(80%) of 55 publications that use feature selection methods and 41.9% in total. In
the RFM-analysis three features are extracted from customer data. The features are
recency, frequency, and monetary. Recency relates to the time of the last user activ-
ity, like a purchase. Frequency describes how often a customer interacts in a given
period and monetary measures how much money a customer spends in that period
(Hughes 1994). In some works, e.g., Stormi et al. (2020), Chang and Tsai (2011) the
RFM-analysis is extended by additional features.

Principal component analysis (PCA) is applied in four publications. In 2015 and
2022 once and in 2020 twice. PCA is a dimensionality-reduction method in which
the information content of the features is determined and features with low informa-
tion content can be removed (Pearson 1901; Hotelling 1933).

Purchase Tree are used in two publications and were proposed by Chen et al.
(2018). The fundamental idea is to represent purchased products by a tree in which
products are the leafs and the product category the nodes of the tree.

The remaining five feature selection methods are each only used once. Chi-
square Automatic Interaction Detectors (CHAID) is based on decision trees to han-
dle categorical variables (Kass 1980). Customer Lifetime Value is a popular eco-
nomic key performance indicators which describes the profit of the customer for the
entire lifetime. Discrete wavelet transform captures location and frequency informa-
tion. In Graph representation, the customer interaction is encoded in such. Multiple
correspondence analysis (MCA) allows the representation of categorical features in
lower-dimension.

3.2 In-depth customer segmentation methods

The authors of the reviewed publications utilize different customer segmentation
methods for the customer targeting process. Figure 5 shows the distribution of seg-
mentation methods among all publications and over the years.

K-means is the most frequently used customer segmentation method in our sur-
veyed literature (41 of 105). The goal of the k-means algorithm is to partition a set of
data points into k segments which minimize the distance between the data. Usually,
the euclidean distance is used. Solving the underlying optimization problem is NP-
hard and therefore, various approximation algorithms are used (MacQueen 1967;
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16 Segmentation Method
mmm K-Means - 41 (39.0%) mm Hierarchical - 5 (4.8%)

14 | == Hybrid - 12 (11.4%) SOM - 5 (4.8%) n
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12 | = Rule Based - 9 (8.6%) DL-Based - 1 (1.0%)
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Fig.5 Distribution of the surveyed clustering methods over the years of publication

Lloyd 1982). The usage of k-medoids and other k-means variations is included in
our k-means classification.

The second most used segmentation algorithms are Hybrid approaches that
are used twelve times (11.4%), followed by Other approaches that are used ten
times (9.5%). Hybrid clustering refers to the application of two or more clustering
approaches to segment the customers. As “other” clustering, we define the clustering
methods which don’t fit the previous cluster definitions. For example, Abbasimehr
and Shabani (2021) propose a time series segmentation approach to get knowledge
from customer behavior or Chen et al. (2018) proposed an segmentation an algo-
rithm which they call PurTreeClust. Hsu and Chen, Y.-g.C. (2007) propose an algo-
rithm to cluster mixed data which is named CAVE and An et al. (2018) proposes a
segmentation algorithm based on non-negative matrix factorization.

Nine publications use Rule-based clustering to segment their customers into dif-
ferent behavioral groups. In rule-based approaches, data points are assigned to pre-
defined segments by value thresholds.

In our surveyed literature, five publications utilize a Fuzzy C-Means (FCM)
approach. In a fuzzy clustering algorithm, data points can be assigned to different
clusters at the same time. The fuzzy c-means (FCM) clustering algorithm is a fuzzy
version of the k-means algorithm (Dunn 1973; Bezdek et al. 1984).

Latent class models are used for the latent class analysis to classify discrete vari-
ables (Lazarsfeld 1950). This segmentation approach is used six times in the sur-
veyed literature.

Evolutionary Algorithm (EA) are inspired by the biological evolution of living
things. EAs are a class of optimization methods to find an approximate solution to a
problem which also includes clustering. Simplified, the algorithm can be described
as follows. In the first step, a random solution is initialized. The second step is to
determine the quality of the solution using a fitness function. In the third step, the
best solutions are selected and these are randomly changed, which is also referred
to as mutation in this context. This process is repeated until a stopping criterion is
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met (Eiben and Smith 2003; De Jong 2016). Genetic algorithms (GA) like parti-
cle swarm optimization (PSO) (Kennedy and Eberhart 1995) or chaotic ant swarms
(CAS) (Zhu et al. 2007) also belong to the family of EAs. Our survey contains five
publications that utilize EAs.

Hierarchical clustering is utilized five times by the authors of the surveyed lit-
terateur. The basic idea of hierarchical clustering is to bring similar data points close
to each other regardless of the distribution. There are two approaches, known as the
agglomerative and divisive approaches. In the agglomerative approach, the algo-
rithm starts with each data point being in its own cluster. At each iteration step,
the most similar clusters are merged until a distance criterion is met. The divisive
approach works similarly, except that it starts with one cluster and splits in each
iteration (Maimon and Rokach 2005).

Self-organizing map (SOM) is also used five times in our paper corpus and are
based on neural networks. Neural networks are mainly used for supervised learning
tasks. However, it is also possible to use neural networks in an unsupervised manner
for clustering by pushing fully connected neurons towards the data points that are
closest to them (Kohonen 1982).

The Rough Set Theory was introduced by Pawlak (1982) and is a data mining
method to extract knowledge of databases. Besides the use for segmentation, the
rough set theory can also be used for feature selection, data reduction, and other
applications. In our research, we found three publication utilizing rougth sets to seg-
ment the customers.

Deep learning (DL)-based clustering, spectral clustering, and clustering via
expectation-maximization are only used once. Similar to SOMs, deep learning-based
clustering methods are based on neural networks. Nguyen (2021) presents a deep
learning-based clustering approach named Deep Embedding Clustering that com-
bines a deep neural network and a self-supervised probabilistic clustering technique.
They state that their approach produces explainable customer segments. In the
first step, they determine the optimal number of clusters with a spectral clustering
approach and the elbow method. Then they encode their manually selected variables
and apply the deep embedding clustering which is a deep autoencoder that is trained
with the mean squared error (MSE) loss. The expectation-maximization (EM) algo-
rithm performs a maximum likelihood estimation on given data points which con-
sists of latent variables. It is an iterative approach that optimizes the mean and vari-
ance of the cluster distribution until it converges (Dempster et al. 1977). Spectral
Clustering is a graph-based clustering approach in which distances between data
points are represented by the edges. With the resulting graph’s Laplacian-matrix
segments can be computed (Fiedler 1973; Donath and Hoffman 1973).

In the first decade (2000-2010) rule-based, Evolutionary Algorithms (EA),
latent class, hybrid, and “other” clustering approaches were used twice. Both hybrid
approaches were published in 2004. One hybrid approach combines k-means with
a EA and the other combines a hierarchical approach with k-medoids. Hierarchi-
cal, fuzzy C-means, and rough set theory segmentation approaches are used once in
the years between 2000 and 2010. Self-organizing map (SOM)-based segmentation
was used three times which makes it the most applied method in this decade in our
survey.

@ Springer



538 M. Alves Gomes, T. Meisen

In the second decade (2011-2022), 89 of 105 (84.76%) relevant papers were pub-
lished. K-means is used for the first time in 2011 (disregarding hybrid approaches).
Since then, k-means has been used at least once a year. In 2014 k-means is used
in two, 2015 in four, 2018 in five, 2020 in eight, and 2022 in eleven publications.
Statistically, this indicates an upward trend. Also rule-based approaches are used
repeatedly in the last years.

3.3 Overview customer targeting use cases

The underlying customer targeting process applies to a large amount of business and
e-business use cases. In this section, we present an overview of which segmenta-
tion methods are used on which use case. Therefore, we briefly introduce the found
€-commerce use cases.

The first category of use cases we want to introduce is Retailing. It is the sale of
different goods that are not further specified and don’t belong to any other use case
category. We also assign use cases to this category if it is not further specified. This
means that a pure sports retailer is classified under the Sports use case, or a retailer
that sells only clothing is classified under Fashion. Different to retailing, fashion is a
dynamic industry (Brito et al. 2015). Like the fashion branch, Electronic is consid-
ered as a branch of e-commerce retailing. In the literature, some customer behavior
segmentation use cases are related to Banking. Use cases in this category naturally
have more information about the customer. In addition, the products and services
don’t change as quickly as in retailing. In Mobile operators’ use cases the authors
deal with data from mobile network providers. With Youtube, Netflix, and other
companies, Video & music streaming platforms and services become very popular,
and forecasts show that sales will also grow strongly in the coming years (statista.
com 2022). In our literatur search we found some Book use cases that deal with
book retailing or renting services. Nowadays, there a plenty of online services to
plan a trip. In travel use cases we consider case studies that deal with trip-related
action like hotel booking, reviewing, or trip and location recommendation. In our
survey food use cases get their own category because in some cases it is difficult to
distinguish between food retailing, restaurant reviews, or food production or manu-
facturing. Manufacturing in e-commerce comes with some benefits and new oppor-
tunities. One is product customization (Fan and Huang 2007). Another one is man-
ufacturing-related services. In others use cases, we classify use cases that we could
not determine explicitly or don’t fit in one of the other groups, e.g. online news or
email campaigns of charitable organizations.

Table 1 shows in the rows all clustering method used in the literature. Each col-
umn represents one use case. A check mark indicates that we were able to identify
an example for at least one use case. The number of checkmarks indicates the num-
ber of use cases we identify for the segmentation methods. Note, that in some pub-
lications, the utilized method is showcased on multiple use cases which leads to a
mismatch between the number of publications and the number of use cases.

Retail is the most occurring use case in the surveyed litterateur with 43 case stud-
ies. The authors show with their publications that every segmentation method is
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usable to approach retail use cases. The retail use case is the only one that have
examples for each segmentation method. Besides retail use cases, only travel and
“other” use cases are approach by most of the segmentation methods for the cus-
tomer analysis. The remaining use case categories have at least five different seg-
mentation methods as an application example.

Regarding use case coverage, we found that k-means clustering are used to
approach all use cases expect manufacturing. Thereby, k-means is utilized 16 times
to approach retail and three times in bank, video and music, and “other” use cases
each. Our literature review show that FCM is applied to seven different use cases.
Rule-based, hierarchical, hybrid, and “other” segmentation approaches are applied
on five different use cases.

3.4 Overview and examples of the interplay between customer representation
and analysis for customer targeting use cases

The authors of the identified publications utilize different customer segmentation
methods with different feature selection methods for the customer targeting process.
In this section, we further investigate and describe these approaches to give a bet-
ter insight into the interaction of the feature selection and segmentation methods.
Table 2 provides an overview of the different segmentation methods with the corre-
sponding feature selection approaches used. It also lists the number of times such a
pair of segmentation method and feature selection was used in the paper corpus. The
last column of the table shows the publication’s reference. In the following, we pre-
sent some examples on how the different segmentation and feature selection meth-
ods are used in the found literature to approach customer targeting in e-commerce.

In nine publications rule-based clustering is used to segment the customers
into different behavioral groups. Therefrom, seven use the RFM-analysis to repre-
sent their customers. An example retail use case that combines RFM-analysis and
k-means is provided by Hsu and Huang (2020). In their research they want to iden-
tify VIP customers. VIP customers are buyers of critical products which are not pur-
chased by the average customer. In their approach, they apply the RFM-analysis on
over 600,000 transactions from around 3800 customers. The segmentation is based
on the 20%-quantile of th RFEM-values. Another example which utilzes rule-based
segmentation with RFM-analysis is from Jonker et al. (2004). In their publication,
the authors want to find the best marketing policy out of a set of policies for a cus-
tomer. The data are from a mailing scenario of a charitable organization. They first
utilise an on the email data adapted RFM-analysis and segment the customers based
on defined thresholds. To identify the the best policy for a segment the authors used
a markov decision process.

Two authors applied rule-based segmentation without applying a feature selec-
tion method. Hjort et al. (2013) want to investigate the impact of product returns in
a fashion use case provided by Nelly.com which is a Scandinavian online fashion
retailer. For the research, the scientists selected six features for each customer which
are total sales, average sales per order, total contribution margin, average contribu-
tion margin, the total number of orders, and the total number of returns. Based on
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the feature information, they assign each customer to one of four groups. The groups
are based on the buying and returning habits of the customers. The authors conclude
from the customer analysis, that customers who tend to return goods are also the
more valuable for the company.

In 16 publications the authors decide to not use a feature selection method but
select features by hand before applying k-means clustering to the customer data.
Authors of 21 publications use the value of RFM-analysis for the segmentation
with k-means. Three research groups use a principal component analysis (PCA)
for feature selection before clustering with k-means. Only Ding et al. (2019) use
a graph representation before segmentation. The graph is built based on user-item
interactions.

Griva (2022) analysis the customer of 140 e-commerce stores in European
countries with k-means and hand crafted features. The features are extracted from
270,000 responses from a customer satisfaction survey and 1 million orders from
800,000 customers. They propose a framework which is capable to build automated
marketing actions based on the created customer satisfaction segments. Example for
such marketing actions are social media sharing strategies for the satisfied segments
or discounts for the less satisfied customer segments.

Guney et al. (2020) are looking for the best campaign in movie rental use case
(video on demand). In a first step they apply an modified RFM-approach which
extract two additional features from the data. The two features are the number of
days between the first and last rental and the standard deviation of the days between
two rented movies. These five features are clustered via a k-means algorithm. The
clustering results in four customer groups. An apriori algorithm namely an associa-
tion rule mining approach is than used to assign the best marketing campaign to the
customer segment.

In our selected literature six publications utilize an FCM approach. Ozer (2001)
collects the data from customers of an online music service via a customer survey
and doesn’t use a feature selection method before applying FCM on the features.

Nemati et al. (2018) search for the most appropriated marketing strategy for
the customers of a telecommunication industry use case. First, they compute the
customer lifetime value (CLV) for each customer and group them with FCM. To
assign the right marketing strategy to the right segment they utilize a fuzzy TOPSIS
technique.

For hotel businesses, customers’ satisfaction is crucial. Alghamdi (2022a) inves-
tigate customers’ satisfaction of hotel visitors in Mecca and Medina (Saudi Arabia).
Therefore, they apply PCA on data collected from TripAdvisor and segment the
resulting features via FCM.

Hierarchical clustering is used in five publications. Three authors handcraft their
features. Aghabozorgi et al. (2012) calculate the necessary features by applying a
discrete wavelet transformation (DWT) on customer data of a bank use case. In their
research, DWT is an appropriate approach because they consider customer activi-
ties as a time series which is not the norm. After using DWT on the data, the data
is initially segmented with a hierarchical clustering method. The cluster is updated
incrementally in a given period with new data. Zhou et al. (2021) combines hier-
archical clustering with an extended the RFM-analysis for a retail use case. The
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RFM-analysis is extended by the interpurchase time which results in four different
features. The interpurchase time is defined as the time gap between two consecutive
purchases in the same location (same website). Afterwards, the customers are clus-
tered by the calculated features.

In our research, we have one publication from Dhandayudam and Krishnamurthi
(2014) that combines RFM-analysis for feature selection with rough sets for cluster-
ing. In addition, they add another feature to the RFM-values that describes the aver-
age time between purchase and payment. They categorize all four features in their
20%-quantiles and then utilize a slightly modified rough set theory approach for the
clustering. Song and Shepperd (2006), Wu (2011) don’t use feature selection meth-
ods before segmenting the customers with a rough set approach.

Clustering based on latent class models is used six times in the surveyed litera-
ture. Four of them manually select the features and therefore, don’t use feature selec-
tion methods. Nakano and Kondo (2018) use psychographic, demographic, online
store, social media, and device touchpoint data. The information is clustered with
a latent class analysis approach which results in seven segments. Goto et al. (2015)
propose a method based on latent class analysis that clusters items and customers.
They assume valuable users purchase more often only browsing and valuable prod-
ucts are bought more often. They use the latent class model to cluster the customers
into “good users” and “other users”. To analyse the resulting segments they use the
Classification and Regression Tree (CART) Algorithmus.

Wu and Chou (2011), Apichottanakul et al. (2021) use RFM-analysis for the
feature selection and apply a latent class approach for the clustering. Apichottan-
akul et al. (2021) use the proposed GRFM approach from Chang and Tsai (2011)
to analyse the customers of a pork processing use case. First, the RFM scores are
calculated for nine product categories and each feature is categorized in one of five
categories based on the 20%-quantile. The features are clustered with a probabilistic
latent class model. Apriori the optimal number of k is unknown therefore, a suitable
number of clusters is determined with the Akaike Information Criterion (Akaike
1974). In the last step, the clusters are analyzed with the help of the REM-values.

The only publication that uses the EM algorithm for clustering is from Rezaeinia
and Rahmani (2016). The goal of their work is to recommend products in a retail use
case. Therefore, they first compute the features via RFM-analysis and cluster them
with an EM approach for customer targeting.

Spectral clustering is used by Chen et al. (2019) to segment customers buying
behavior. Therefore, they use a Purchase Tree representation for customers transac-
tions which was proposed earlier by Chen et al. (2018). For the customer segmen-
tation, they propose a two-level subspace weighting spectral clustering algorithm.
Spectral clustering approaches are used only once in our literature.

Our survey contains five publications that utilize EAs for customer clustering
of which two use RFM-analysis and three don’t use a feature selection method
on the available data. Both publications using RFM-analysis are published by or
with Chu Chai Henry Chan. In his publication from 2007, the task is to deter-
mine an appropriated strategy for each customer of an Nissan automobile retailer.
Therefore, Chan (2008) computes the features from the RFM-analysis and cat-
egorizes the values in one of five 20%-quantiles. Then the features are binary
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encoded with four bits. Based on the binary features a GA is used with the cus-
tomer lifetime value (CLTV) as the fitness function. In 2016, Chan et al. (2016)
apply the same feature preprocessing and PSO with CLTV as fitness function on a
similar use case but with more data.

SOMs are used in five publications in total. Verdu et al. (2006); Nilashi et al.
(2021) utilize handcrafted features to represent the customers. In the remaining
three publications customers are represented by their RFM-values. For example,
Hsieh (2004); Liu et al. (2009) combine an RFM-analysis feature extraction with
a SOM clustering to segment the customers in their case study. A recent example
of an SOM approach is proposed by Liao et al. (2022). They develop different
marketing strategies for each segment for a retail use case. Therefore, they use
an extended RFM-analysis approach to represent the customers. The extension is
not only using RFM-analysis on customer purchase information but also on other
behavioral information like clicks, add-to-cart, or add-to-favorite. For this, they
utilize 2 million customer interaction records. The SOM approach is than applied
on the different RFM-values of the customers to segment them in similar behav-
ioral groups.

Nguyen (2021) presents a deep learning-based clustering approach named Deep
Embedding Clustering that combines a deep neural network and a self-supervised
probabilistic clustering technique. They state that their approach produces explain-
able customer segments. In the first step, they determine the optimal number of clus-
ters with a spectral clustering approach and the elbow method. Then they encode
their manually selected variables and apply the deep embedding clustering which is
a deep autoencoder that is trained with the mean squared error (MSE) loss.

In our literature review, we found twelve research papers that use hybrid cluster-
ing methods. In ten publications no feature selecteion method is used. For example,
Kang et al. (2012) don’t utilize a feature selection. They split the dataset into two
sets of answering customers and not answering customers. The data points are clus-
tered with a k-means and CSI Algorithm with different criteria. Kim and Ahn (2004)
use (CHAID) as a feature preprocessing. The clustering is performed by a GA based
on k-means clustering. Jadwal et al. (2022) use MCA as feature preprocessing and
segment the customers of a bank use case with an segmentation approach based on
k-means and hierarchical clustering.

In our survey, we classified ten publications as “other clustering”. Six authors
have manually selected features. In three publications the RFM-analysis is used as
feature selection method. For example, Abbasimehr and Shabani (2021) propose
a time series clustering approach to get knowledge from customer behavior. First,
they split the dataset into predefined time intervals. As a second step, they apply
RFM-analysis on each interval and use the monetary value of the customer for
the time series. On the resulting time series, a time series clustering approach is
applied. Also, Hu and Yeh (2014) utilize RFM-analysis based features for the clus-
tering. Therefore, they propose an RFM-pattern-tree to represent customers which
also is used to approximate customers with less information. They can use this to
detect similar customers with similar behavior. Simoes and Nogueira (2021) uses
RFM-features and segment the customers with an ABC curve segmentation. Chen
et al. (2018). represent the data as a Purchase Tree and propose for the segmentation
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an algorithm which they call PurTreeClust and is based on a partitional clustering
algorithm.

3.5 An overview of the data dimensionality in the publications’ experiments

An essential component for the behavior analysis and customer targeting process
is the information that is collected by the companies. In this section, we describe
which methods are used for which data in respect to the order of magnitude. We dis-
tinguish between two different types of data amount. The first is the number of data
points e.g. transactions and it describes the amount of data an algorithm can handle
at least. The second type is the number of customers in a dataset.

The number of customers may indicate how much data an algorithm can process
because customers and not data points are segmented. Therefore, it is important to
consider the number of customers when analyzing the data dimensionality. Depend-
ing on the number of customers the number of data points can be reduced after a
feature selection method. For example, in RFM-analysis the information of a user
is aggregated for one period which leads to fewer data points the clustering algo-
rithm needs to process. Other feature selection approaches like PCA doesn’t affect
the number of data points or user but the number of features.

Table 3 shows which feature selection methods and clustering algorithms are
used with which data dimensionality regarding the number of data points and the
number of customers in the use case. The number of data points is described by six
columns of which each has a different order of magnitude. We choose a similar rep-
resentation for the number of customers in a dataset but only have five columns. We
annotate the methods that deal with this amount of data with checkmarks. Note, that
not all publications describe the data in a way it is possible to extract the information
of the data dimensionality. In some cases, only the number of data points are given,
in others, we only know about the number of customers, and sometimes we don’t
have information at all. How often a method is used, is indicated by the number of
checkmarks. In some publications, different datasets with different sizes are utilized.
If two datasets have different orders of magnitude, we indicated it by using check-
marks in the appropriated cells. However, if the datasets in the same publication
have the same order of magnitude, we indicated it only once per publication.

In terms of feature selection, we see that REM-analysis is applied up to 108 data
points, but above this number of data points it is not used anymore. For example,
Akhondzadeh-Noughabi and Albadvi (2015) apply RFM-analysis on 35,537,276
customer activities from 14,772 customers.

Based on the survey literature, PCA and DWT can be applied to data with up
to 1 million data points. The graph approach utilized by Ding et al. (2019) is used
on around 50,000 user activities. Chen et al. (2018, 2019) propose a purchase Tree
approach which is tested on several datasets with different sizes in a range of a few
thousand and 350 million transactions with customer numbers between 800 and
300,000.

The clustering method rows only refer to the clustering algorithms where no fea-
ture selection methods are applied. Regarding the number of users in datasets, we
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Fig. 6 Distribution of the segmentation methods used evaluation methods

see that usually, their number doesn’t exceed 10,000. An expectation is provided
by Kang et al. (2012). They test their hybrid approach on two datasets in which one
dataset contains information about 101,532 customers. Another one comes from
Goto et al. (2015) where they apply a latent class model on 37,278,907 browsing
actions from 99,924 users. Abdolvand et al. (2015) apply k-means on 25,000 bank
customers. Investigating which clustering methods are used for data with at least
one million entries, we identify that it is k-means clustering, latent class models, and
hybrid clustering approaches. K-means is used twice on over a million data points
by Liu et al. (2015); Zhang et al. (2014). Liu et al. (2015) have access to 3 million
transaction data from taoboa.com. Zhang et al. (2014) use the MovieLens datasets in
which one has 100,000 movie ratings of 1682 different movies rated by 943 different
users and the other has 1 million ratings for 3952 movies made by 6040 users.

3.6 Evaluation metrics

Usually, a clustering model learns in an unsupervised manner and the ground truth
is unknown. Therefore different criteria need to be used to evaluate their perfor-
mance. In the following the frequently used evaluation measures are described and
briefly analyzed.

Clustering evaluation or cluster validation is an essential step in verifying the dis-
covered groups in a data set. The fundamental challenge of evaluation lies in the
missing ground truth, which can be a reason that we have not found a consensus
between the evaluation methods in our literature research. Figure 6 presents the
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distribution of used evaluation methods for segmentation methods in the literature
that also shows the missing consensus. We classified the evaluation criteria into
seven different groups which are indicated by a color. In the following, we briefly
introduce the evaluation criteria and give some examples. It should be noted, that in
some publications the authors don’t apply evaluation metrics. Instead, they analyze
the segments based on their plausibility. Chan et al. (2011) for example, measures
the performance of the proposed method by comparing the company’s sails before
and after the using the approach. Guney et al. (2020), Nie et al. (2021), Wu et al.
(2020) evaluate the segments with the help of the RFM-values.

Statistical significance test The underlying concept of a Statistical significance
test is to determine whether the data points are randomly distributed or not. Krishna
and Ravi (2021) have used a statistical t-test to evaluate their genetic algorithm
approach on five different datasets. Another approach is the Kendall coefficient
(Kendall 1938) that is used by An et al. (2018).

Analysis of variance The basic idea behind the analysis of variance (ANOVA) is
to analyze whether the expected values of variables differ in distinct groups. By test-
ing, if the variance of a variable is larger or smaller between the groups than within
the groups, a statement about the meaningfulness of the group can be determined.
ANOVA tests are used by Li et al. (2009), Hong and Kim (2012), Hjort et al. (2013),
Hiziroglu et al. (2018).

Silhouette analysis The silhouette analysis is a (visual) validation method that
is independent of the number of clusters and determines the consistency within a
cluster. In addition to validation, this method can also be used to find the optimal
number of clusters (Rousseeuw 1987). For example, the silhouette analysis is used
by Akhondzadeh-Noughabi and Albadvi (2015), Peker et al. (2017), Christy et al.
(2018).

Indices As shown in Fig. 6 many different index metrics were used to validate the
clustering performance. The most used indices in our literature review are Davies-
Bouldin (DB) index, Calinski-Harabasz (CH) index, and Xie-Beni (XB) index. The
DB index describes the average similarity of each cluster with its most similar clus-
ter. The DB index is to be interpreted in such a way that the lower the value is,
the better the clustering (Davies and Bouldin 1979). The CH index, is the ratio of
intra-cluster dispersion and inter-cluster dispersion (Califiski and Harabasz 1974).
The XB index is used for fuzzy segmentation approaches and describes the separa-
tion and compactness of the clusters. The optimal number of clusters has the lowest
XB value (Xie and Beni 1991). Chan et al. (2016) evaluate their proposed EA clus-
tering with the DB index. Munusamy and Murugesan (2020) evaluate their fuzzy
c-means clustering approach with XB index but also with the Kwon index, and the
Tang index. They also use error measures for the cluster evaluation.

Information criteria These measures are used to select the models that fit the
given data best but also take the number of parameters into account to prevent over-
fitting. One popular information criterion is the Akaike information criterion (AIC)
which describes the model’s information based on the number of parameters and
the model’s log-likelihood (Akaike 1974). Apichottanakul et al. (2021) utilize the
AIC for evaluation to determine the optimal number of clusters in their latent class
model.
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Error measures Another evaluation method that is used in the surveyed literature
is based on error measures like the mean absolute error (MAE), sum of squared
error (SSE), root mean squared error (RMSE), or symmetric mean absolute percent-
age error (SMAPE). Abbasimehr and Shabani (2021) measure the cluster perfor-
mance with SMAPE. Aghabozorgi et al. (2012) evaluate their proposed hierarchical
clustering with SSE. Also, Lam et al. (2021) evaluate their clustering approach with
SSE.

Others Some authors combine several evaluation metrics to express the useful-
ness and quality of their clustering models or use methods which donot fit in the six
categories above. The mostly used “other” metric is cluster distance. We classify
all inter and intra-cluster distance metrics as cluster distance if they are not further
explained by the authors. For example, Wan et al. (2010) utilize an inter and intra-
cluster distance to show that their CAS clustering approach has better distances and
is more stable than k-means. Sivaguru and Punniyamoorthy (2021) apply a within/
total clustering error index (which we consider as a cluster distance metric) to
evaluate their k-means approach. In addition, they utilize DB index and t-test too.
Umuhoza et al. (2020) utilize the elbow method, silhouette score, and CH index to
determine the optimal number of segments. Another metric is the concordance (C)
statistic (C-index) also known as receiver operating characteristic (ROC) and associ-
ated area under curve (AUC) score is for example used by Hsu et al. (2012) (also use
SVM, isolation, and AVG index) or Barman and Chowdhury (2019). Dhandayudam
and Krishnamurthi (2014) uses cohesion and coupling to evaluate the cluster qual-
ity for their rough set theory approach. Griva et al. (2021) use cohesion, inter and
intracluster distance, similarity, and separation for cluster validation and gap statistic
plus silhouette analysis to determine the optimal number for their latent class model
clustering. Ramadas and Abraham (2018) validate the hybrid clustering which com-
bines GA and fuzzy c-means with a partition coefficient (degree of intersection of
clusters), classification entropy (the fuzziness of clusters), XB index, separation
index, and partition index. Abdolvand et al. (2015) utilize the DB index to determine
the optimal number of segments for their k-means approach and data envelopment
analysis (DEA) for the evaluation.

4 Analysis and discussion

As previously shown in Fig. 3, the reviewed publications were not equally distrib-
uted over the years. An upward trend in the number of publications can be recog-
nized which indicates the importance of customer behavior analysis and therefore,
their segmentation even after twenty decades of research. Especially, in the years
2020, 2021, and 2022, we have found more publications than the years before.
There may be several reasons for this. The first reason that comes to mind is the cur-
rent covid pandemic. This has increased the growth in e-commerce services. This
could have prompted less digitalized companies to digitalize more and offer their
services online. In many publications the company remains unknown. However, in
some other publications the companies are named. Two examples are taobao.com or
nelly.com that are established online companies which is an indication against our
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statement. From the literature conducted experiments did not show the state of digi-
tization of the companies. Therefore, whether this connection exists remains open,
and is not further investigated by us. Another reason, and in our opinion a more
decisive one, is the increasing availability of the internet regardless of location. This
means that a user can access the available online services at any time and from any
place. For example, watching a series during a train ride or buying a new product at
the online retailer of choice. With new requirements and necessities, the topic is also
becoming more relevant in science and thus more is being published.

4.1 Analysis of feature selection methods

Based on our research, feature selection to represent customers is a fundamental
step in the customer targeting process. For feature selection, customer information
is indispensable. It is a challenge to get customers’ demographic information, physi-
ographic information, or information about their preferences. As already stated,
there are two possible ways to collect such data. Explicit information collection is
done by questionnaires or user surveys that require customers’ accommodation to
participate. Another, more implicit way is to collect demographic information via
registration. Information can be collected by setting them as mandatory. Neverthe-
less, collecting data via registration is often limited to the usual information like
age, gender, or address. In some use cases, like fashion, additional information about
height and weight can be collected. It needs to be considered, that some users don’t
want to provide any information and wish to remain anonymous. They either give
false information or leave the website (service). In both cases, it is not possible to
gather useful information and in the worst case, the former leads to false conclu-
sions regarding the customers. Furthermore, user groups that don’t participate in a
survey or are signed up are not represented in the data which makes the acquisition
of unknown and new customers harder.

It is possible to gather customers’ preferences with the aforementioned method.
Nevertheless, this comes with a huge disadvantage. The information is outdated
soon and needs to be constantly updated which increases the maintaining effort.
Constantly asking the customer for an information update can also cause him to
quit as a consequence. Therefore, customer preference should be estimated based
on their recent behavior. Customer behavior information can be recorded implic-
itly. Usually, purchase information with product information, timestamp, etc., is
stored for a company’s financial overview. In addition, online touchpoints with
the customer can be logged by the system. These logs can include various touch-
points like product views, click events, reviews, (dis)like, and many more. The
advantages are that the customers do not disclose any personal information. Also,
they are likely not interrupted on their shopping journey by unwanted questions.
Nevertheless, disadvantages exist too. Predicting customer information from their
behavior is not always correct that is for example caused by customers’ heteroge-
neity. Additionally, a large amount of data is required to make such predictions.
Another challenge of implicit data collection is that the information needs to be
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linked to the customer. However, there are plenty of tracking-techniques to link
the data with customers by using cookies or the browser identifier to name two
examples.

As shown in Fig. 4, for the customer process as a whole, it makes no difference
whether a feature selection method is used or the features are selected or handcrafted
by an expert. However, manual feature selection and feature selection methods have
their pros and cons.

One advantage of manual feature selection is that no additional computation is
required. However, it requires expertise and domain knowledge to select customer
information that is meaningful and representative. Feature selection methods are
designed to automate the selection of features. One advantage is that domain knowl-
edge is no longer required. However, this doesn’t mean that domain knowledge
should generally be dispensed with. Another argument in favor of feature selection
methods is that information redundancy can be removed. Redundancies come in
hand with the amount of data collected. Removing unnecessary and redundant infor-
mation can speed up the customer analysis algorithms. This information is hard to
determine and select manually even with domain knowledge. Regarding Table 3, we
notice that feature selection methods have processed larger amounts of data in our
literature. Considering our second question from the introduction, we can state that
feature selection methods allow larger amounts of data for customer behavior analy-
sis. Particularly, the REM-analysis and Purchase Tree have no limitation concerning
the data dimensionality based on our research.

Our literature research shows that the RFM-analysis is by far the most popular
feature selection method. Therefore, we analyze the RFM-analysis method in more
detail hereafter and discuss the advantages and disadvantages. During the literature
research, several points caught our attention. The RFM-analysis could be applied
to almost any type of purchase or activity data since only three features need to be
calculated. Furthermore, the calculation is very simple and requires only the basic
arithmetic operations. So there is valuable customer representation in only three val-
ues. These values can be represented either numerically or categorically. For the cat-
egorical representation, the values were typically divided into five categories, each
with 20%-quantiles. Thus, the obtained features are used for any clustering method.
In addition, we notice that the RFM-analysis is often extended with additional fea-
tures. The feature extension is usually use case-specific. Besides adding new fea-
tures, the RFM-features are extended on different activity levels. For example, the
RFM-values are calculated for all product categories or different customer activities.
This provides additional information about the customer’s product preference at the
category or activity level. Another advantage of RFM-analysis is that it can handle
all sizes of data sets without having a scalability problem. This has been sufficiently
demonstrated in the publications and is illustrated by Table 3. We also like to note
that in some publications, the RFM-analysis is used to explain the resulting clusters
and helps with the customer behavior analysis which shows that decision makers can
easily understand and interpret the RFM-values. Based on our findings to feature
selection methods, we can answer the third question as follows. For feature selection
methods no time-depended methodological trend could be determined. However, the
most popular feature selection method is the RFM-analysis.
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These versatile properties of the RFM-analysis are the reason for its popularity
which is also stated by Chan et al. (2011), Alberto Carrasco et al. (2019). Despite
it being the most used feature selection method, we also identified weaknesses in
the RFM-analysis that all found customer representation has in common. The RFM-
analysis, other feature selection methods like PCA, or manual feature selection don’t
consider the whole information content of the accessible data. However, to represent
more information, more features and therefore, more memory is required, which
also increases the computation time for the segmentation methods. Another issue
is that there is information in the data that cannot be extracted using feature selec-
tion methods or expertise. Recently, embeddings become a popular approach for
representations. Embeddings are capable to represent words as shown by Mikolov
et al. (2013), time series (Nalmpantis and Vrakas 2019), or products (Vasile et al.
2016) but are not limited to them. With embeddings, it could be possible to encode
additional behavioral information that could improve the customer targeting process.
This was already demonstrated for product recommendation (Vasile et al. 2016;
Tercan et al. 2021; Alves Gomes et al. 2021; Srilakshmi et al. 2022) or customers’
purchase behavior prediction (Alves Gomes et al. 2022). Despite the popularity in
several e-commerce tasks, no author used an customer embedding representation in
the reviewed literature. From our perspective, the reason is that embeddings are less
interpretable, and therefore, non-automated customer targeting is more difficult.

4.2 Analysis of segmentation methods

We found 13 different types of segmentation methods. K-means is by far the most
used approach. Especially, in the last years from 2020 to 2022 k-means is used
24 times. In regard to the third guiding question, we can conclude that besides a
k-means upwards trend no other trend can be spotted. The question that now arises
is “why is k-means becoming so popular recently”’? One answer is that k-means is
simple to implement and an established approach. In contrast, other approaches like
EAs, hierarchical clustering, or SOMs are more complex according to how the run
time or space requirements grow as the input size grows (Bachmann-Landau nota-
tion) and it needs more effort to implement them (Firdaus and Uddin 2015). The
ever-increasing amounts of data in e-commerce amplifies this trend because simple
methods can be used more quickly, and thus, results can be obtained faster. However,
if this is the reason, then the question that follows is why are rule-based approaches
not popular as well? As shown by Fig. 5 the density of rule-base approaches
increased in the years between 2018 and 2021 but some other influencing factors
play a major role on the methods popularity. While we can only make assumptions
at this point, rule-based segmentation approaches have significant drawbacks. For
example, they require domain knowledge to set appropriate thresholds for separating
customer segments. The increasing and heterogeneous amount of data complicates
this setting of appropriate thresholds or requires a higher dynamic, which in turn
results in more rules and complex relationships. Our assumption is supported by the
aggregated information in Table 3 that shows that k-means is applicable on 100 mil-
lion data points.
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Considering the data dimensionality which is used in the publications we see
that k-means approaches can handle a larger amount of data and is in pair with
latent class approaches. As we mentioned, the hybrid approach that uses the larg-
est amount of data is a combination of the latent class model. However, concerning
the number of customers in the data which are the objective of the clustering, the
numbers rarely exceed the 10,000. This indicates that clustering approaches need an
appropriate feature selection method to deal with a larger amount of data. All this
doesn’t mean that the methods cannot be applied to larger data sets. Our argumen-
tation is based solely on the paper corpus we saw. Based on the findings concern-
ing the data dimensionality, we can state for guiding question number three, that
k-means and latent class models can process the largest amount of data among all
segmentation methods. However, as already stated this applies only in case of man-
ual feature selection. We recommend using a feature selection methods namely the
RFM-analysis that allows to process any kind of data dimensionality. Note that we
don’t address the time or memory complexity of the segmentation methods, which is
also a performance indicator, but evaluate them based solely on the amount of data
used in the literature.

In terms of use cases, we can state that each clustering method is usable in retail-
ing use cases. We cannot make such a generalized statement for other domains.
However, it is not unlikely that all segmentation methods can be used independently
of the domain. Especially with k-means, we can see that it has the largest variant of
different use cases. Nonetheless, the reason for being used in different domains can
be because k-means is applied in most publications.

Apart from a quantitative analysis of the segmentation method, we would like to
make a qualitative analysis. Unfortunately, there is no way to determine which seg-
mentation method performs best. The major issue in our opinion is that there is no
ground truth for the customer segments to determine a score. Therefore, there is no
unified method for qualitative evaluation which is necessary to state which segmen-
tation method is superior to the other. We noticed that there are a vast amount of dif-
ferent evaluation methods as presented in Sect. 3.6. Different evaluation approaches
are required for different clustering approaches, i.e. fuzzy (soft) clustering has dif-
ferent properties than hard clustering. It would simplify qualitative segmentation
analysis if the scientific community agree on a small set of evaluation methods. The
urge is there which we can see in the number of different evaluation metrics and the
considered publication where the authors try to show that their approach is superior
to others. If everyone would use the same metrics, the authors’ efforts would have
more significance and the performance of the method could be compared over dif-
ferent publications which are usually done in other scientific disciplines. Neverthe-
less, due to the absence of ground truth, correctness can never be shown, and there-
fore, the purpose of unified evaluation methods may be questioned. Another aspect
we want to consider is evaluation metrics with semantic interpretability. Such met-
rics would have the advantage to show which segmentation algorithm partitions the
customers in a desirable way. Furthermore, it would create comparability between
multiple segmentation methods for identical use cases. However, the challenge is to
define evaluation metrics that have the capacity to be semantic interpretable and, at
the same time, can be applied to different segmentation methods and use cases. In
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numerous publications, evaluation methods are used to find the optimal number of
segments. Therefore, even if there is no defined uniform way to compare clustering
approaches, they still have their reason of existence and are necessary methods for
determining an optimal number of segments.

Before the study, we would not have expected such a distribution, as we thought
that a relatively old method like k-means (first proposed around 1960 and published
in 1982) is not so often used especially not so often in the last years of the consid-
ered literature. In addition, we assumed that there would be newer and more innova-
tive approaches like deep learning-based approaches. The reason for our assumption
is that deep learning techniques archived great results in a broad range of applica-
tions such as computer vision and natural language processing and we expected
to see these methods transferred to customer segmentation and analysis. However,
deep learning-based segmentation only appeared once in the literature. Regarding
our initial assumption, an open question still remains. Will deep learning methods
be used for customer segmentation in the future? As with embeddings used as fea-
ture representations, one advantage might be that the feature representation phase
can be omitted, and thus less information is lost. However, a disadvantage and prob-
ably the reason why we did not find more than one deep learning-based segmenta-
tion method is that the customer segmentation needs to be formalized as a learning
problem. Furthermore, segmentation is by design an unsupervised process and no
ground truth exists. Another point that speaks against deep learning segmentation is
that deep learning models are black boxes and therefore, interpretation, explainabil-
ity, and reasoning for decision making are no longer achievable.

Based on our findings and analysis, we recommend using k-means or rule-based
segmentation approaches which are easy to use and implement, to partition differ-
ent customers for e-commerce use cases. In addition, if massive transaction data is
available, we recommend RFM-analysis for the customer representation that can be
extended with additional features.

5 Conclusion and future research

In this survey, we provided an extensive literature review on customer targeting pro-
cess for e-commerce use cases whose main focus lies in the segmentation methods
for customer behavior analysis. Our goal was to provide an overview of segmenta-
tion methods used in the literature and to determine best-practice approaches and
their limitations. We introduced the steps of the research and key criteria for the
paper selection and analyzed as well as discussed our findings afterward. In our
work, we considered 105 publications with different case studies that focused on
customer analysis with segmentation methods.

Summarizing the approaches examined, the identified four-step process emerges
as the current gold standard for personalized customer targeting in e-commerce.
For the customer representation, either hand-crafted features or an RFM analysis
adapted to the use case are generally used. Subsequently, for customer analysis, the
generated customer representation is segmented using a k-means approach.
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Based on our research and literature analysis we made several findings regarding our
investigated topic.

e We identified a common process for personalized customer targeting which
includes feature selection methods, customer segmentation, and customer targeting.
This process is illustrated by Fig. 2 and can be utilized to plan customer targeting
campaigns. Each of the four steps has its own requirements and its a discipline of
its own worth to be investigated. We focused on the customer analysis and customer
representation part.

e Over the years, the number of publication that deals with customer targeting in
e-commerce are continuously increasing. This supports the preceding assumption
that it is a time-relevant subject.

e Feature selection methods enable the usage of larger datasets and among the uti-
lized methods the RFM-analysis is by far the most popular one. There are many
reasons for this: first, the method is easy to use, and second, it is based on features
that can be extracted and understood. Another advantage of RFM analysis is the
possibility of its easy adaptation to specific use cases by adding further or changing
existing features.

e In approximately half of the publications (47.6%), manual feature selection was
used.

e Among all the used clustering methods, k-means has emerged as the most popular
approach (39% in total). Since 2011, it was repeatably used. Besides that, no other
over-time trend was identified. The popularity of k-means can be explained by its
simplicity and applicability to large scale datasets.

e We were not able to define the best clustering approach based on its performance
because many different evaluation methods exist and were used to evaluate the clus-
ter quality.

¢ Some evaluation methods can be used to determine the optimal number of segments
which is unknown from the beginning and is often a tunable hyperparameter.

e The literature review doesn’t show that a segmentation method exists that is applica-
ble to every e-commerce use case that involves customer analysis. This could only
be suggested, if at all, for the retail use case. In terms of method, k-means has been
used in every use case identified, with the exception of the manufacturing use case.

New insights always come with new challenges and opportunities. Based on our
research and findings we propose future research ideas which should be investigated.
Especially with regard to recent developments in the field of Deep Learning, there are
many approaches that can be adapted and, according to the our assessment, display a lot
of potential.

e Deep learning introduced innovations in many domains such as natural language
processing and computer vision. Nevertheless, we only found one DL-based seg-
mentation approach in our research. Therefore, we see potential and a research gap
in DL techniques for segmentation.

e The process steps in the identified four-phase process for customer targeting are
essentially based on a high level of understanding of the customers, i.e. their
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needs and behavior. This is necessary for marketing and domain expert to tailor
personalized marketing strategies for the customers. However, with the advent
of deep learning-based approaches personalized customer targeting can be done
fully automated e.g. end-to-end model and therefore, the customer analysis step
which includes customer segmentation can be omitted. This development can
be seen for example in deep learning-based recommendation systems which
make personalized recommendation without the need of the customer analy-
sis. This leads to the question; How customizable are the individual phases of
this process and can individual steps be omitted to increase efficiency or are all
steps so fundamental that a deviation from these procedures would have a nega-
tive impact on the goal, customer targeting?

e Manual feature selection is still frequently used. The feature quality is thereby
highly depended on the underlying expertise to select or define important fea-
tures for clustering. Progressive digitization is leading to growing challenges,
especially in dealing with data volumes and data diversity. To meet these chal-
lenges, manual feature selection is reaching its limits as it is not able to tap the
insight potential within this data. Hence, the question arises if approaches exist
that can help experts to create meaningful and representative features for cus-
tomer representation?

In this regard a look outside the box to other e-commerce research, e.g. click-
through rates prediction can yield new approaches. There researchers and pro-
fessionals have started using feature embeddings on manual selected features
with the underlying assumption that the learning models will learn meaningful
representations from the data. This would simplify the manual feature selec-
tion process. However, these learning models are usually based on deep neural
networks which are unfortunately black boxes and not interpretable. The ques-
tion rises, if segmentation methods can be used as a post-processing to provide
interpretability for the embedded features and therefore, an insight over the cus-
tomers? (Which got lost by not using the customer analysis step).

e In our research, we identified many different evaluation metrics to evaluate the
performance of segmentation methods. Nevertheless, we could not find a con-
sensus on evaluation metrics as in other domains. The reason is the missing
ground-truth. This circumstance makes it difficult to determine the effectiveness
and transferability of a segmentation approach from one use case to another.
The open question that remains is, is it necessary, to develop evaluation metrics
with semantic meaning and is it possible to transfer such metrics to different
experiments to enable comparision of the segmentation methods?

In our literature review, we covered the usage of feature selection and segmentation
method for personalized customer targeting. E-commerce is a dynamic environ-
ment with ever new challenges and therefore, new research opportunities.

A Table of reviewed literature

@ Springer



M. Alves Gomes, T. Meisen

558

10T (2102) T8 12 Suey 9[quiasua pue ‘Surjdwes-1opun ‘SurIAsn[d uo paseq Surfepow asuodsar paroxduy
110¢ (€107) 'Te 30 uerg uoneziundo JuU0d Juluo J0j uonelidIorur uonoe 13sn)
110C (2107) T8 10 1310Z0qey3Y Surisn[o Azzny AQ SALI9S-owW JO SULIDISN[D [BIUSWIAIIU]
Sunyew uoIsIop
110C (1107) T8 10 uey) 9An2(qo ordnnu pue uonEIULWISAs JAWO0ISNO U0 paseq doys duruo ue jo sar3arens uonowoid pue Surorg
110T (1107) tes], pue Suey) JorARYQq uondwnsuod JOWoISnd J9339q ISA0ISIP 0} YIOMIWEI] [JA0U € st SIsA[eue JALTY dnoin
110C (1102) nM\ yoeoidde 1os y3noa ay3 Sursn sygouaq paarddrad s19sn JYH oY) Sururw pue Junuowses
010C (0102) 'Te 10 uepy SIasn qoAp Joj WyiLIo3[e SULI)SN]O Paseq SV
010T (1107) noyD pue npp yoeordde Surioisn[o-1jos € Sursn 9010WI0I-9 U BIEp 1059380 o[diy[nw JO UoNeIudWIas JoWolIsn))
600C (6007) Te 30 nI'p UOEPUAWIOd2I 1onpoid J0J SULI[Y 9ANRIOQR[[0O PuE SI[NI [enjuanbas jo priqAy v
600T (6007) 'Te 12 Iayoneog S}oyIRW OTWRUAD Ul $JUQWIs Jowoisnd Fursueyd Jururjy
600T (6007) ulyzny, pue uerf $9seq IoWwoIsnd Jo uonejuawdas rewndo ysnory) suonnjos uonezijeuosiad Juraoxduy
800C (6007) Te 1R I'T uoneuaWsas owolsnd ur uonedsrdde si1 pue 901 9IRS FULIAISNO UO PIseq UOI[AWRYD)
L00T (8007) ‘Te 32 MY, Ansnpur SuIfIre Y} JO 9Sed 9Y) :PAIISIAI UONBIUIWTIS JowoIsn))
Io[real 9[1q
L00T (8007) ueyDd -owojne Jo Apnys ased y JuowaSeuew uSredwred J0J poyowW UONEIUWTIS JOWOISNO PIseq-on[eA JUSI[AIu]
L00T (L007) "D"3-"X ‘uay) pue nsy Sunoyrew Sofeies 03 uonesrdde yim elep poxIW Jo SUTUIA
sdew Sur
900C (9007) ‘T 1 NPI9A  -ZIUBSIO-J[3S JO asn A} y3noIy) sureped peof Jowolsnd [edL10J[d JO UONBIYNUIPI PUR ‘SULIA[Y ‘UONBIYISSB[D)
$00T (9007) praddayg pue Suog Qo19wWwod-7 J0J suraped Sursmolq qom Jururjy
00T (+007) oeys pue Suep Sururu UoTjeIo0sse pue SULI)SN[O UOTJESIABU POWEIJ-OWT) UO PIseq UOTIBPUSWIOIDI PIZI[euosIad oAT0df
00T (#007) 'Te 12 1uor Anmqeigord wire)-3uof azrurxew o) Ao170d SunayIew pue UONBIUAWSAS JOwWo)snd Jo uonezrurwndo jurof
Nuiel
00T ($007) Uy pue wry] -SAS JOPUSWIWI09I PazITeuosiad 10j uonejuawsas owolsnd 1oddns 0) wyrIoSe onouasd Jurisnyo e Jursn
00T #007) U9ISH SIOWO)ISNO Yueq SurzATeue J0J [opowr SULIODS [eIOIABYSq pue SUIUI Bjep pajeISoul uy
000T (1002) 1920 Sureisn[o Azzny JuIsn SIJIAISS JISNW AUITUO JO UONBIUIWSIS IS
STBOX SOOUAIJY L

doueydeooe/uonesrqnd Jo 1eak Aq pajios uonesnsaAUr Jo 102(qo aY) I Yorym 9jep pue JOYINe QN YIM INJBINI] § 3|qe]l

pringer

As



559

A review on customer segmentation methods for personalized...

L10T (8107) WeyrIqQy pue Sepewey] anbruyoa) sueow-d Azzny YHM WYILIOZ[E UONHN[OAD [RNUSIOPIP PIJUBYUD UR ‘H 9 Sursn Sureisnpd ejeq
L10T (8107) 'Te 1@ uayd BJep UONOBSUET) JOWO)ISNO JAISSEW WOJJ UONBIUAWSS JOW0ISnd Joj wyjLiog[e SuLeIsn[o € :3sn[)aailing
910C (9107) T8 12 uey) Apms osed e :wipLos[e uoneziundo waems d[onted ay) Suisn uoneIUWIIS SunoNIRIA
JI0MIWEI} Uor)
910T (9107) '[B1R BN  -Bpuawwuodal paseq Surid)sn(o adA)-nnw e Sunonnsuod Aq Aoeindoe uonodrpaid Suraoidwr jo uonero[dxs uy
910T (9107) TueWyRY PUR BIUIORZIY (SDSY) UONBIUAWSIIS JOWOISNO UO PISE( WIISAS JOPUSWIIOINY
sisA[eue
910T (9107) 'Te 10 LieAreS soryder3owop pue ALY U0 paseq soydeoidde uonejuswisas JOWO0ISNO JUIAIFIP JO UOHBNEAD QOURWLIONI]
S10T (S107) '[8 19 0300 $9JIs DF UO saL10)sTY Sursmoiq pue Surseyoind Jo sisA[eue J0J [OpOW SSB[O JUJL] MU Y
S9N [en)
S102 (S107) 1ApeqIV pue IqeySnoN-yopezpuoyyy -uonbos Surysim3unsip pue y-doj Sursn Aq sjuow3os usomiaq s)Iys Jowoisnd jo suraped jueurwiop y3 SutuIy
S10¢ (9107) 'Te 10 LIejes [opou JALTY UO paskq UOTIEUTULIDAP AN[BA W JoWO0)Sn)
S10T (S10T) 1INOSUBIA] PUE UBSBARY 10199S 90URINSUI OJNE UT UONEBIUSWISIS JOW0)snd J0J [opoul JALTY pAYIIom paseq NV Azznj v
S10T (ST0T) T8 19 pueA[OpPqQY [OpPOW PAIAIUII-IAWO)SNO PASeq-on[eA B SUISN JUSWSBUBW 9OUBULIONI]
S10T (S107) 'Te R 1esT, sonbruyo9) Surie)snio om) Yim dIysIo[esp 9[Iqowione ue oy SoI3AJeI)S PUL SINSSI UONBIUIWSIS JOWOISN))
S10T (S107) epAwoaz( pue exoadey WO)SAS UOIIEPUSUILIOIAI PAseq-SULI)SN[O Jasn d) J0J POYSUW UOHEPUSWIWOIAT MU Y
10T (S107) 'Te 1 oyug SSQUISNQ UOIYSB} PIZIWOISND QUIJUO UE JO 9Seqelep 9318 B Ul UONEBIUSWSIS Jowolsn))
10T ($107) ypInWeUySLy pue wepniepuey JOIARYSQ Jaw0)snd Surzriayoereyd 1oy yoeoidde jos ySnoy
10T (#1027) YoX pue ng UOTJEULIOJUT UOTIEOYT)USPT JOWOISNO INOYIIM SISATeue JALTY Uo paseq suroped juonbaiy ojqenrea SurIoA0osIq
£10¢ (#100) 'Te 10 Sueyz Surfopour uLI2ISNO 19SN ATBIOGR[[0I BIA FULIA)[Y UOHBULIOJU]
€10¢C (S107) '[B1o NI IIBW 9DIQWWO-F ASAUIYD) WOIJ 9DUIPIA? :UONII[S A39ens uonowoid pue uonejuawsdas 1seyoind aurjuQ
€10¢ (€107) T 12 1ol InorAeyaq Suruanjal pue 3urAnq U0 paseq UONBIUAWSIS JoW0Isn))
T10T (L107) 'Te 19 1oyod Apnys 2sed © :ANSNpUI [1e121 A120013 Q) UT UONRIUWSIS JOWOISND 10) [opowt JINIYT
10T (0107) Suepm, sonbruyod) Surreisnyd Azzny paonpur [uIdy Juisn ANSnpur AJIAISS Y 0 uoneIuaw3as ysnqor A[ddy
zI0T (T102) T8 19 NSH Ayoreiory 1deouod yim vIep UonorsuRI Aq SIOWOISNO Sunuawdos
10T (Z107) wry] pue Suoy aseyoInd 0} UOTIULIUT S, JOWIOISTIO Y} JOAJe 1Y) SI0JOBJ UO PIsEq SOIO0)S QUITUO UT SIQWO)ISNO Sunuowsos
SIBOX SOOURIRJOY L

(ponunuoo) t 3|qey

pringer

As



M. Alves Gomes, T. Meisen

560

020¢C (0202) ‘I8 12 Sueyz sypomiau naediq ur sopou SurIsn[o Aq SWAISAS Japuawiwodal jo wafqold Aysieds eiep ayy Suneiasqy
020T (0707) uesa3ninjl pue Awesnunjy uonejuAWSas Jowolsno drwreukp ur uonedsrdde—uwy)ioIe SuLiAIsn[d suedW-d AZZNnJ SIWRUAP PIYIPOIN
020C (0207) Sueny pue nsy suonoesuen) aseyoind Jursn sjonpoad [eonrro Sutkynuapr 10y A3ojopoyiowt & D[
020T (0207) Te 10 ewejelq Sure)[y 9ATIeIOqR[[00 SUIsn AQq ANSNPUT [T8I9I SQUIPJO UT UOTIEPUSUILIOII JONPOIJ
020T (0207) T 19 UBUYSLIYRWEIBALS uonesiundo Jjom A3IS (M WIISAS JIOPUSWIIOIAT SULIN[Y ANRIOGR[09 PISEq-SULI)SN]D JsN JATIYS Uy
610C (6107) 'Te 1R uayd poylow JunySrom doedsqns [9A9]-0M] B Y)IM BIep UONOBSUET) JOWO0)snd Jo JuLIaisno [exoadg
610C (6107) Te 10 1Bg suonedrdde ao1owwos-g Surng-dnois 10} uonepudWWOdAr aseyd-om) prqhy v
610C (0Z07) 'Te 10 Suepy suoneordde a01A19s qom ur Suro)sn[o douaIefaId 19Sn 9ANOPH
610C (6107) AInypmoy) pue uewreg dew Suiziue3io-Jjos ySnoayy Jurreisnyd Jursn uonejuawas Jowolsnd y) 10j yoeoidde [aaou v
610T (0207) T8 19 ysago SUONEPUSWIIIOIAT PAYISIIAIP JO UONIRIAUSS A1) 10} SuLId)sn(d Josn paridsur-oiq pLgAH
SIoIN)oRJNUL AIQUIYORW 0M) JO APn)S 9sed
610T (0207) 'Te 10 TwIoIS JSTUONUAAIAUI UE :JUIWAO[OAIP SSAUISNQ 9ITAIS PUB SIIIAISS PAJUALIO-}onpoid 10 SIsATeue 1owoIsnd ALY
8102 (02027) oen pue Suaq wyIoge suesaw-y paAoidwl uo paseq JUSWAFLUBW UOTRIUSWIIS JOWOISND DISWI0I-9 U0 APMIS
BIEp 19Sn pIJe3aI33e BIA UOTIBAIO
810C (8107) ‘e R UY ruosiad 10§ sjuowdas oryderSowap pue [eroiaeyaq Suryejost :swiopjed surjuo Suisn uonBIUAWIAS JOWOISN))
810C (8107) T 10 HewaN Ansnpur wooa(a) Jo Apmys ased e :sar3ejens Suneyrew uonowoid oznrorid 0) YIomowely paseq-AT) V
810C (6107) 'Te 30 0dseLIe) 011q[y JuowoSeuew uSreduwres o3 parjdde [opowr ALY onsm3ul Azznj v
[epow uonorpaid SIOTAIOS
810T (8107) oA\ pue Suop PISIWOISND PUL UONLIUSWSIS JOWO0)SNd pajes3ajul—sonA[eue ejep douarradxe Surddoys aurjuo sowoisn)
810C (8107) & 12 eloysjey s10308) A)ipeuosiad ay) Suridisnid £q Surid)y 2AneIoqe[[od ul swa[qold 1osn mau pue Ajsreds Suraoxduy
810C (8102) T8 10 Aisuy) uonejuawsSas Jowolsnd 0) ydeoidde 9A1109)0 ue—SI3unyuer ALY
810C (8102) "I 12 ueSo(q Ansnput [rejar ur Apnis ased e :spoyjow SuLIIsn[o pue [apow ALY Suisn £q uonejuowdas Jowoisn)
810C (8107) ‘T8 10 n[SomzIyg Sururw vjep urylim S[Opow anJeA W[ JOWO0ISND JO JUSWSSISSE [eoLdwd uy
L10T (6107) Te 10 Suig Qo1oWWo9-4 ul [opowr yders orweuAp uo paseq JATH-S) SUISN UONEPUIWOIAT PAISIUII-IdS )
L10T (8107) OpuOd] pue ouByeN ejep [oued 2o1nos 9[3uts Suisn syurodyono) eIpaw pue spuueyd 9seydind yiim uonejudwsas woisn))
SIBOX SOOUAIJOY L

(ponunuoo) t 3|qey

pringer

As



561

A review on customer segmentation methods for personalized...

1202 (1207) 'Te 10 wiyey UONEBIUSWSAS PUB UONEOYISSE[D JOW0ISND JOJ JoTARYaq aseyoIndar paseq-]ALLY
sanbruyoay,

1202 (1207) TeR Wyse(IN  Surured| deo pue uononpay ANeUOISUdWI(] YINOIY) UONLIUSWSIS JoW0ISn)) I0J SISA[RUY SMIIAYY dUI[UQ
S9[QRLIBA POJE[OLIOD

1202 (1207) 'Te 19 oeyZ )M UOTJBIUSWSAS JOWOISNO [RUOISUSWIP-YS1Y 10} yoroidde Surmosn[o suedw-3] pazLie[n3al papualxe uy
yoeoidde priqAy

1202 (1202) "Te 12 [nyeuepoyodIdy v :Ansnpur y10d ur syonpoid K1039)e0-nnw 10§ AJ1sreds ejep3uiAng uo paseq SISA[eUe INOIABYSQ JoWO0ISN))

1202 (1202) 'Te 12 BALID SOSBD [12)1 9I) WIOIJ OUSPIAD :SONA[eUr JOWOISNO SUNIYJe SI0J0e.]

1202 (1207) 1ARY pue euysLIy] uoneiuowses Jowolsno o} uonesrdde uy :uonnjoAd [enuaIsyIp Areurq Sursn Sururw joswey Aun yStyg
(dHVA) ss9001d [eomyo1a1a1y onA|

1202 (1207) Sueyyz pue Suep -eue Azznj SuIsn weisAs JuswoSeue [0J0Y UIOPOW PIJUSLIO-IOUWIOISND I} JO uoneIudwedwt pue Yoreasay]

1202 (1207) AToH pue [030S UONEBIUAWSAS JOWOo)snd [1e3al ul uorssiw Jurddoys jo ojo1 Y],

1202 (1202) ‘T8 12 noyz Sururut Juuod qom £q uoreIUAWSIAS JOWOISND)
wypLode

020C (0Z02) ‘Te 10 npp SuBdW-Y pue [9PON INAY ® Suisn s1o1aeyaq aseydind Aq uonejudw3as Lwoisnd uo Apnjs [eorndwo uy

020T (1207) uryeys pue YIzpey VAN 01 snoSo[eue x1new A)[eA0[ [BUOISUSWIP-921y} B SUISN UONRZIIOZILd JOWO0Isn))
BV

020T (0207) 'Te 10 ezoynuin) Ul UOIBIUQWISIS SIOSN PIed JIPAIO PIseq-[eIoIAeyaq 10J sanbruyoa) Surures] suryoew pasiaradnsun Jurs)

0202 (1207) AproowreAuung pue ningearg wy)rIoSe JuL9)SN[O SUBIW-Y YSNOI PIOURYUI-IDURWIOJIS]

020T (1207) Te R QIN S10SBIEP IOWI0ISTO JO UOTJEPI[EA PUE UONEOYISSe[d I0] ASo[opojow v

020T (1707) ‘TeP We  INOIABYQQ JOWIOISND UO PIsSEq Uone[nuLIO} A39)ens J0J [opow PRIl Ue :pnofd J7d Yl pue sonAfeue eje(
sonbruyod) SOLISS oW} UO Paseq

020T (1707) 1ueqeyS pue JYawWIseqqy 100dse [erodwo) o) SULIOPISU0D £q ALY JO SULID) U JOTABYQQ JOWwO0)snd Junoipaid JoJ yIomowesy mou y
Sururw opnx

020T (0207) 'Te 12 Aounn UOTBIOOSSE PUB JULIAISN[O SUISN SIITAIIS PUBWIAP UO 09pIA Ul Suljyold Jowoisnd Joj yoeordde pourquiod y

020T (0207) ‘T® 12 TUnuaeA souanbasuod 1oy} pue ‘sjuapdue 1Y) ‘sjuowdas duoid [eap [ouueyoIUWO SUIAJIIUIP]

SIBOX SOOURIRJOY L

(ponunuoo) t 3|qey

pringer

As



M. Alves Gomes, T. Meisen

562

20T (7207 Te 1@ np wyjrros[e Surelsnyd spropaw-3] paroidwr ue YSnoIy) ISWOISNO 9OISWIOD-F SUNUWSS U0 YOIeISaY
2202 (2202 'Te 12 ueueIqR], BJEp JOIARYQQ aseydind 1owo)sno Sursn uonejuawdas Jowolsnd juadifur 1oy yoroidde Suriisn(o sueaw-y|
20T (2202) 'Te 12 eSO Sunjueq ur Apns ased e :310ddns uorsoop 10y yoroidde uonejudwisas prLIqAY [9A0U Y
70T (2207) 'Te 12 LINOSUQIA SISATeUR UONIRJSTIES 2100S PuR ALY oY) AQ SULIAISN]O SIOWO)ISNO SUBIW-]
70T (ZT07) TeR 0BrT  ° UOHRIUSWISIS JOWIOISND JOf WYILIOS[E SI0MIU [eInau QS paAoidwr uo paseq [opowr JALTY JOTABYSQ-TINA
70T (2207) 10diem3uoy) pue woodeueyouey]  UONHLIUSWSIS JOWOISND dA0IdWI O} [OPOW UONBISIW JSWOISND PUB (ATD) dN[EA W] JOWI0ISND pajeI3au]
2202 (2202 ‘T8 12 Temper sisA[eue Qouapuodsariod sidnnuw Surisn uoren[eAd YSII JIPAID J0J SWILIOF[e SULISN[D JO SISA[euy
BIEp KIQAT[OP 90IQWWO-9
2202 (2202 'Te 1@ ealy  Suisn uonejuawdas Jowolsnd oryder3oas pue [einoraeyaq wiojrad 0y yoeoidde sonAeue ssaursng age)s-om) v
70T (7207) eatin Q0IOUIIOD-d WOIJ BIEP UOTOR)STIES SUIsn 90uaprag (Aes sonk[eue Jeyay *, UOT)OeJsSTes-o ou oS ueo [,
70T (7707) Tewny] pue wejnen so13orens Sunayrew o[qeureisns Surdo[oaop J10j SULIISN[O SUBSW-Y SUISN UOIBIUAWSIS JOW0ISN))
20T (2202 ‘T8 12 ueloq Koxang, ur sano Jofew om 10§ uostredwos :uonejuawisas Azzny onsmoninur £q sisA[eue I01ABYRQ JoWoIsn))
eIRp
220T (Z207) Sueny pue Sueyz  51q JO BID 9y} UI SISA[RUR IOIABYQ] JOWNSUOD UO paseq wiope[d ad1owwoo-9Jo A391ens Sunorew uorstoald y
70T (2207) Yootnad pue ednfey) s1sATeue eyep 51q [9104 SUISn SUONUIUI FUIOOq SUIUO S JOWO0ISNO FUIPUL)SIOPU)
70T (720?) 'Te 1 wieg [T)9I UOIYSE] JOJ WA)SAS UONBPUIWOT JULIAISNO DN
20T (2207) Te 10 olnery Sunesrews rewrd uo uonorpaid awr puss 1oy yoeoidde [oaou
sonbruyo9) Surures| uoneziwndo
20T (9ZZ0?7) TPweyS[y  pue SYIOMIOU [eInou ‘SULIsIsn[o SUIsn sjueIneisal eiqely Ipnes Ul UONeIudwsos JOWOo)sno J0j poylow pLqhy v
BIQRIY IPNES UI S[JOY BUIPIJA PUB BIOJA] JO 95D :sanbruyoo) woisAs saouo
7202 (ezz0?7) 1pwey3[y  -Iojur Azznj-oinau aandepe pue uonod9[es aInes ‘Sund)snio Azznj Suisn sisATeue ejep 51q I0j poylow pLIGAY v
1202 (1207) eIon3oN pue soowIs ylomawely [esnAreue ue jo [esodord uonular owoIsnd Juraoidwr J0J JOWOISND I} JNOqe JuruIed|
120C (1207) usAn3N eIRp S1ojrewIadns osoweuldrA e 03 suonedrdde yyim uonejuswdas Rwoisnd doog
SIS
1202 (1707) e nA  -Afeue ejep xo[dwod J0f Wy)LIoS[e ++Sueaw-3] pue [opouwl ALY paroxdwil uo paseq UOTIEOYIIUIPT ANJeA JOS()
SIBOX SOOURIRJOY L

(ponunuoo) t 3|qey

pringer

As



A review on customer segmentation methods for personalized... 563

Author contributions The author MAG had the idea for the article, performed the literature search and
data analysis, and drafted the article. The author TM mentored the process with his expertise and criti-
cally revised the article.

Funding Open Access funding enabled and organized by Projekt DEAL.

Declarations

Conflict of interest The authors declare that they have no known competing financial interests or personal
relationships that could have appeared to influence the work reported in this paper.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons licence and your intended use is
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission
directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licen
ses/by/4.0/.

References

Abbasimehr H, Shabani M (2021) A new framework for predicting customer behavior in terms of
RFM by considering the temporal aspect based on time series techniques. J Ambient Intell Hum
Comput 12(1):515-531. https://doi.org/10.1007/s12652-020-02015-w

Abdolvand N, Albadvi A, Aghdasi M (2015) Performance management using a value-based customer-
centered model. Int J Prod Res 53(18):5472-5483. https://doi.org/10.1080/00207543.2015.
1026613

Aghabozorgi S, Saybani MR, Teh YW (2012) Incremental clustering of time-series by fuzzy cluster-
ing. J Inf Sci Eng 28(4):671-688

Akaike H (1974) A new look at the statistical model identification. IEEE Trans Autom Control
19(6):716-723

Akhondzadeh-Noughabi E, Albadvi A (2015) Mining the dominant patterns of customer shifts
between segments by using top-k and distinguishing sequential rules. Manag Decis 53(9):1976—
2003. https://doi.org/10.1108/MD-09-2014-0551

Alberto Carrasco R, Francisca Blasco M, Garcia-Madariaga J, Herrera-Viedma E (2019) A fuzzy
linguistic RMF model applied to campaign management. Int J Interact Multimed Artif Intell
5(4):21-27. https://doi.org/10.9781/ijimai.2018.03.003

Alghamdi A (2022) A hybrid method for big data analysis using fuzzy clustering, feature selection
and adaptive neuro-fuzzy inferences system techniques: case of Mecca and Medina hotels in
Saudi Arabia. Arab J Sci Eng. https://doi.org/10.1007/s13369-022-06978-0

Alghamdi A (2022) A hybrid method for customer segmentation in Saudi Arabia restaurants using
clustering, neural networks and optimization learning techniques. Arab J Sci Eng. https://doi.
org/10.1007/s13369-022-07091-y

Alves Gomes M, Tercan H, Bodnar T, Meisen T, Meisen P (2021) A filter is better than none: improv-
ing deep learning-based product recommendation models by using a user preference filter. In:
2021 IEEE 23rd int conf on high performance computing and communications; 7th int conf on
data science and systems; 19th int conf on smart city; 7th int conf on dependability in sensor,
cloud and big data systems and application (hpcc/dss/smartcity/dependsys) (pp 1278-1285).
https://doi.org/10.1109/HPCC-DSS-SmartCity-DependSys53884.2021.00195

An J, Kwak H, Jung S-g, Salminen J, Jansen BJ (2018) Customer segmentation using online plat-
forms: isolating behavioral and demographic segments for persona creation via aggregated user
data. Soc Netw Anal Mining. https://doi.org/10.1007/s13278-018-0531-0

@ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s12652-020-02015-w
https://doi.org/10.1080/00207543.2015.1026613
https://doi.org/10.1080/00207543.2015.1026613
https://doi.org/10.1108/MD-09-2014-0551
https://doi.org/10.9781/ijimai.2018.03.003
https://doi.org/10.1007/s13369-022-06978-0
https://doi.org/10.1007/s13369-022-07091-y
https://doi.org/10.1007/s13369-022-07091-y
https://doi.org/10.1109/HPCC-DSS-SmartCity-DependSys53884.2021.00195
https://doi.org/10.1007/s13278-018-0531-0

564 M. Alves Gomes, T. Meisen

Apichottanakul A, Goto M, Piewthongngam K, Pathumnakul S (2021) Customer behaviour analysis
based on buying-data sparsity for multicategory products in pork industry: a hybrid approach.
Cogent Eng. https://doi.org/10.1080/23311916.2020.1865598

Araujo C, Soares C, Pereira I, Coelho D, Rebelo MA, Madureira A (2022) A novel approach for send
time prediction on email marketing. Appl Sci. https://doi.org/10.3390/app12168310

Bai L, Hu M, Ma Y, Liu M (2019) A hybrid two-phase recommendation for group-buying e-com-
merce applications. Appl Sci. https://doi.org/10.3390/app9153141

Barman D, Chowdhury N (2019) A novel approach for the customer segmentation using clustering
through self-organizing map. Int J Bus Anal 6(2):23-45. https://doi.org/10.4018/IJBAN.20190
40102

Bellini P, Palesi LAI, Nesi P, Pantaleo G (2022) Multi clustering recommendation system for fashion
retail. Multimed Tools Appl. https://doi.org/10.1007/s11042-021-11837-5

Ben Ayed A, Ben Halima M, Alimi AM (2014) Survey on clustering methods: Towards fuzzy clustering
for big data. In: 2014 6th international conference of soft computing and pattern recognition (SoC-
PaR) (pp 331-336). https://doi.org/10.1109/SOCPAR.2014.7008028

Bezdek JC, Ehrlich R, Full W (1984) FCM: The fuzzy c-means clustering algorithm. Comput Geosci
10(2-3):191-203. https://doi.org/10.1016/0098-3004(84)90020-7

Bian J, Dong A, He X, Reddy S, Chang Y (2013) User action interpretation for online content optimiza-
tion. IEEE Trans Knowl Data Eng 25(9):2161-2174. https://doi.org/10.1109/TKDE.2012.130

Birtolo C, Diessa V, De Chiara D, Ritrovato P (2013) Customer churn detection system: identifying cus-
tomers who wish to leave a merchant. In: International conference on industrial, engineering and
other applications of applied intelligent systems (pp 411-420)

Boettcher M, Spott M, Nauck D, Kruse R (2009) Mining changing customer segments in dynamic mar-
kets. Expert Syst Appl 36(1):155-164. https://doi.org/10.1016/j.eswa.2007.09.006

Brito PQ, Soares C, Almeida S, Monte A, Byvoet M (2015) Customer segmentation in a large database of
an online customized fashion business. Robot Comput-Integr Manuf 36:93-100. https://doi.org/10.
1016/j.rcim.2014.12.014

Burri M, Schiér R (2016) The reform of the EU data protection framework: outlining key changes and
assessing their fitness for a data-driven economy. J Inf Policy 6(1):479-511

Caliniski T, Harabasz J (1974) A dendrite method for cluster analysis. Commun Stat-Theory Methods
3(1):1-27

Chalupa S, Petricek M (2022) Understanding customer’s online booking intentions using hotel big data
analysis. J Vacat Mark. https://doi.org/10.1177/13567667221122107

Chan CCH (2008) Intelligent value-based customer segmentation method for campaign management: a
case study of automobile retailer. Expert Syst Appl 34(4):2754-2762

Chan C-CH, Cheng C-B, Hsien W-C (2011) Pricing and promotion strategies of an online shop based on
customer segmentation and multiple objective decision making. Expert Syst Appl 38(12):14585—
14591. https://doi.org/10.1016/j.eswa.2011.05.024

Chan CCH, Hwang Y-R, Wu H-C (2016) Marketing segmentation using the particle swarm optimization
algorithm: a case study. ] Ambient Intell Humaniz Comput 7(6):855-863. https://doi.org/10.1007/
$12652-016-0389-9

Chang H-C, Tsai H-P (2011) Group RFM analysis as a novel framework to discover better customer con-
sumption behavior. Expert Syst Appl 38(12):14499-14513. https://doi.org/10.1016/j.eswa.2011.05.
034

Chen X, Fang Y, Yang M, Nie F, Zhao Z, Huang JZ (2018) Purtreeclust: a clustering algorithm for
customer segmentation from massive customer transaction data. IEEE Trans Knowl Data Eng
30(3):559-572. https://doi.org/10.1109/TKDE.2017.2763620

Chen X, Sun W, Wang B, Li Z, Wang X, Ye Y (2019) Spectral clustering of customer transaction data
with a two-level subspace weighting method. IEEE Trans Cybern 49(9):3230-3241. https://doi.
org/10.1109/TCYB.2018.2836804

Christy AJ, Umamakeswari A, Priyatharsini L, Neyaa A (2018) RFM ranking—an effective approach to
customer segmentation. J King Saud Univ-Comput Inf Sci 32(10):1215. https://doi.org/10.1016/j.
jksuci.2018.09.004

Cooper HM (1988) Organizing knowledge syntheses: a taxonomy of literature reviews. Knowl Soc
1(1):104-126. https://doi.org/10.1007/BF03177550

@ Springer


https://doi.org/10.1080/23311916.2020.1865598
https://doi.org/10.3390/app12168310
https://doi.org/10.3390/app9153141
https://doi.org/10.4018/IJBAN.2019040102
https://doi.org/10.4018/IJBAN.2019040102
https://doi.org/10.1007/s11042-021-11837-5
https://doi.org/10.1109/SOCPAR.2014.7008028
https://doi.org/10.1016/0098-3004(84)90020-7
https://doi.org/10.1109/TKDE.2012.130
https://doi.org/10.1016/j.eswa.2007.09.006
https://doi.org/10.1016/j.rcim.2014.12.014
https://doi.org/10.1016/j.rcim.2014.12.014
https://doi.org/10.1177/13567667221122107
https://doi.org/10.1016/j.eswa.2011.05.024
https://doi.org/10.1007/s12652-016-0389-9
https://doi.org/10.1007/s12652-016-0389-9
https://doi.org/10.1016/j.eswa.2011.05.034
https://doi.org/10.1016/j.eswa.2011.05.034
https://doi.org/10.1109/TKDE.2017.2763620
https://doi.org/10.1109/TCYB.2018.2836804
https://doi.org/10.1109/TCYB.2018.2836804
https://doi.org/10.1016/j.jksuci.2018.09.004
https://doi.org/10.1016/j.jksuci.2018.09.004
https://doi.org/10.1007/BF03177550

A review on customer segmentation methods for personalized... 565

Coussement K, van den Bossche FAM, de Bock KW (2014) Data accuracy’s impact on segmentation
performance: benchmarking RFM analysis, logistic regression, and decision trees. J Bus Res
67(1):2751-2758. https://doi.org/10.1016/j.jbusres.2012.09.024

Davies DL, Bouldin DW (1979) A cluster separation measure. IEEE Trans Pattern Anal Mach Intell
PAMI 1(2):224-227. https://doi.org/10.1109/TPAMI.1979.4766909

De Jong K (2016) Evolutionary computation: a unified approach. In: Proceedings of the 2016 on genetic
and evolutionary computation conference companion (pp 185-199)

de Marco M, Fantozzi P, Fornaro C, Laura L, Miloso A (2021) Cognitive analytics management of the
customer lifetime value: an artificial neural network approach. J Enterp Inf Manag 34(2):679-696.
https://doi.org/10.1108/JEIM-01-2020-0029

Dempster AP, Laird NM, Rubin DB (1977) Maximum likelihood from incomplete data via the EM algo-
rithm. J R Stat Soc Ser B (Methodol) 39(1):1-22

Deng Y, Gao Q (2020) A study on e-commerce customer segmentation management based on
improved k-means algorithm. Inf Syst E-Bus Manag 18(4):497-510. https://doi.org/10.1007/
$10257-018-0381-3

Dhandayudam P, Krishnamurthi I (2014) Rough set approach for characterizing customer behavior. Arab
J Sci Eng 39(6):4565-4576. https://doi.org/10.1007/s13369-014-1013-y

Di Zhang, Huang M (2022) A precision marketing strategy of e-commerce platform based on consumer
behavior analysis in the era of big data. Math Prob Eng. https://doi.org/10.1155/2022/8580561

Ding L, Han B, Wang S, Li X, Song B (2019) User-centered recommendation using US-ELM based on
dynamic graph model in ecommerce. Int J Mach Learn Cybern 10(4):693-703. https://doi.org/10.
1007/s13042-017-0751-z

Dogan O, Aycin E, Bulut ZA (2018) Customer segmentation by using RFM model and clustering meth-
ods: a case study in retail industry. Int ] Contemp Econ Admin Sci 8(1):1-19

Dogan O, Seymen OF, Hiziroglu A (2022) Customer behavior analysis by intuitionistic fuzzy segmen-
tation: comparison of two major cities in turkey. Int J Inf Technol Decis Mak 21(02):707-727.
https://doi.org/10.1142/S0219622021500607

Donath W, Hoffman A (1973) Lower bounds for the partitioning of graphs. IBM J Res Dev 17(5):420-425

Dunn JC (1973) A fuzzy relative of the ISODATA process and its use in detecting compact well-sepa-
rated clusters. J Cybern. https://doi.org/10.1080/01969727308546046

Eiben AE, Smith JE (2003) Introduction to evolutionary computing, vol 53. Springer, Berlin

European-Parliament (2016) Regulation (eu) 2016/679 of the european parliament and of the council.
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679. Accessed 7 June
2023

Fan Y, Huang GQ (2007) Networked manufacturing and mass customization in the ecommerce era: the
Chinese perspective. Taylor & Francis, Milton Park

Fiedler M (1973) Algebraic connectivity of graphs. Czechoslov Math J 23(2):298-305

Firdaus S, Uddin MA (2015) A survey on clustering algorithms and complexity analysis. Int J Comput
Sci Issues (IICSI) 12(2):62

Gautam N, Kumar N (2022) Customer segmentation using k-means clustering for developing sustainable
marketing strategies. Biznes Inf-Bus Inf 16(1): 72—82. https://doi.org/10.17323/2587-814X.2022.1.
72.82

Gennari JH (1989) A survey of clustering methods

Gomes MA, Meyes R, Meisen P, Meisen T (2022) Will this online shopping session succeed? predicting
customer’s purchase intention using embeddings. In: Proceedings of the 31st ACM international
conference on information & knowledge management (p. 2873-2882). Association for Computing
Machinery, New York, NY, USA. Retrieved from https://doi.org/10.1145/3511808.3557127

Goto M, Mikawa K, Hirasawa S, Kobayashi M, Suko T, Horii S (2015) A new latent class model for
analysis of purchasing and browsing histories on EC sites. Ind Eng Manag Syst 14(4):335-346.
https://doi.org/10.7232/iems.2015.14.4.335

Griva A (2022) “I can get no e-satisfaction". what analytics say? evidence using satisfaction data from
e-commerce. J Retail Consum Serv. https://doi.org/10.1016/j.jretconser.2022.102954

Griva A, Bardaki C, Pramatari K, Doukidis G (2021) Factors affecting customer analytics: evidence from
three retail cases. Inf Syst Front. https://doi.org/10.1007/s10796-020-10098-1

Griva A, Zampou E, Stavrou V, Papakiriakopoulos D, Doukidis G (2022) A two-stage business analytics
approach to perform behavioural and geographic customer segmentation using e-commerce deliv-
ery data. J Decis Syst. https://doi.org/10.1080/12460125.2022.2151071

@ Springer


https://doi.org/10.1016/j.jbusres.2012.09.024
https://doi.org/10.1109/TPAMI.1979.4766909
https://doi.org/10.1108/JEIM-01-2020-0029
https://doi.org/10.1007/s10257-018-0381-3
https://doi.org/10.1007/s10257-018-0381-3
https://doi.org/10.1007/s13369-014-1013-y
https://doi.org/10.1155/2022/8580561
https://doi.org/10.1007/s13042-017-0751-z
https://doi.org/10.1007/s13042-017-0751-z
https://doi.org/10.1142/S0219622021500607
https://doi.org/10.1080/01969727308546046
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679
https://doi.org/10.17323/2587-814X.2022.1.72.82
https://doi.org/10.17323/2587-814X.2022.1.72.82
https://doi.org/10.1145/3511808.3557127
https://doi.org/10.7232/iems.2015.14.4.335
https://doi.org/10.1016/j.jretconser.2022.102954
https://doi.org/10.1007/s10796-020-10098-1
https://doi.org/10.1080/12460125.2022.2151071

566 M. Alves Gomes, T. Meisen

Guney S, Peker S, Turhan C (2020) A combined approach for customer profiling in video on demand ser-
vices using clustering and association rule mining. IEEE Access 8:84326-84335. https://doi.org/
10.1109/ACCESS.2020.2992064

Hafshejani ZY, Kaedi M, Fatemi A (2018) Improving sparsity and new user problems in collaborative
filtering by clustering the personality factors. Electron Commer Res 18(4):813-836. https://doi.org/
10.1007/s10660-018-9287-x

Hiziroglu A (2013) Soft computing applications in customer segmentation: state-of-art review and cri-
tique. Expert Syst Appl 40(16):6491-6507. https://doi.org/10.1016/j.eswa.2013.05.052

Hiziroglu A, Sisci M, Cebeci HI, Seymen OF (2018) An empirical assessment of customer lifetime value
models within data mining. Baltic J] Modern Comput 6(4): 434-448. https://doi.org/10.22364/
bjmc.2018.6.4.08

Hjort K, Lantz B, Ericsson D, Gattorna J (2013) Customer segmentation based on buying and return-
ing behaviour. Int J Phys Distrib Logist Manag 43(10):852-865. https://doi.org/10.1108/
1IJPDLM-02-2013-0020

Hong T, Kim E (2012) Segmenting customers in online stores based on factors that affect the customer’s
intention to purchase. Expert Syst Appl 39(2):2127-2131. https://doi.org/10.1016/j.eswa.2011.07.
114

Hotelling H (1933) Analysis of a complex of statistical variables into principal components. J Educ Psy-
chol 24(6):417

Hsieh NC (2004) An integrated data mining and behavioral scoring model for analyzing bank customers.
Expert Syst Appl 27(4):623-633. https://doi.org/10.1016/j.eswa.2004.06.007

Hsu P-Y, Huang C-W (2020) IECT: a methodology for identifying critical products using purchase trans-
actions. Appl Soft Comput. https://doi.org/10.1016/j.as0c.2020.106420

Hsu C-C, Y-gC Chen (2007) Mining of mixed data with application to catalog marketing. Expert Syst
Appl 32(1):12-23. https://doi.org/10.1016/j.eswa.2005.11.017

Hsu F-M, Lu L-P, Lin C-M (2012) Segmenting customers by transaction data with concept hierarchy.
Expert Syst Appl 39(6):6221-6228. https://doi.org/10.1016/j.eswa.2011.12.005

Hu Y-H, Yeh T-W (2014) Discovering valuable frequent patterns based on RFM analysis without cus-
tomer identification information. Knowl-Based Syst 61:76-88. https://doi.org/10.1016/j.knosys.
2014.02.009

Hughes AM (1994) Strategic database marketing: the masterplan for starting and managing a profitable,
customer-based marketing program. Irwin Professional, USA

Jadwal PK, Pathak S, Jain S (2022) Analysis of clustering algorithms for credit risk evaluation using
multiple correspondence analysis. Microsyst Technol-Micro- Nanosystemsinf Storage Process Syst
28(12):2715-2721. https://doi.org/10.1007/s00542-022-05310-y

Jiang T, Tuzhilin A (2009) Improving personalization solutions through optimal segmentation of cus-
tomer bases. IEEE Trans Knowl Data Eng 21(3):305-320. https://doi.org/10.1109/TKDE.2008.163

Jonker JJ, Piersma N, van den Poel D (2004) Joint optimization of customer segmentation and market-
ing policy to maximize long-term profitability. Expert Syst Appl 27(2):159-168. https://doi.org/10.
1016/j.eswa.2004.01.010

Kanchanapoom K, Chongwatpol J (2022) Integrated customer lifetime value (CLV) and customer
migration model to improve customer segmentation. J Mark Anal. https://doi.org/10.1057/
s41270-022-00158-7

Kang P, Cho S, MacLachlan DL (2012) Improved response modeling based on clustering, under-sam-
pling, and ensemble. Expert Syst Appl 39(8):6738-6753. https://doi.org/10.1016/j.eswa.2011.12.
028

Kass GV (1980) An exploratory technique for investigating large quantities of categorical data. J R Stat
Soc Ser C (Appl Stat) 29(2):119-127

Kendall MG (1938) A new measure of rank correlation. Biometrika 30(1/2):81-93

Kennedy J, Eberhart R (1995) Particle swarm optimization. In: Proceedings of ICNN’95-international
conference on neural networks (vol 4, pp 1942-1948)

Kim KJ, Ahn H (2004) Using a clustering genetic algorithm to support customer segmentation for per-
sonalized recommender systems. In: Kim TG (eds) Artificial intelligence and simulation (vol 3397,
pp 409-415)

Kohonen T (1982) Self-organized formation of topologically correct feature maps. Biol Cybern
43(1):59-69

@ Springer


https://doi.org/10.1109/ACCESS.2020.2992064
https://doi.org/10.1109/ACCESS.2020.2992064
https://doi.org/10.1007/s10660-018-9287-x
https://doi.org/10.1007/s10660-018-9287-x
https://doi.org/10.1016/j.eswa.2013.05.052
https://doi.org/10.22364/bjmc.2018.6.4.08
https://doi.org/10.22364/bjmc.2018.6.4.08
https://doi.org/10.1108/IJPDLM-02-2013-0020
https://doi.org/10.1108/IJPDLM-02-2013-0020
https://doi.org/10.1016/j.eswa.2011.07.114
https://doi.org/10.1016/j.eswa.2011.07.114
https://doi.org/10.1016/j.eswa.2004.06.007
https://doi.org/10.1016/j.asoc.2020.106420
https://doi.org/10.1016/j.eswa.2005.11.017
https://doi.org/10.1016/j.eswa.2011.12.005
https://doi.org/10.1016/j.knosys.2014.02.009
https://doi.org/10.1016/j.knosys.2014.02.009
https://doi.org/10.1007/s00542-022-05310-y
https://doi.org/10.1109/TKDE.2008.163
https://doi.org/10.1016/j.eswa.2004.01.010
https://doi.org/10.1016/j.eswa.2004.01.010
https://doi.org/10.1057/s41270-022-00158-7
https://doi.org/10.1057/s41270-022-00158-7
https://doi.org/10.1016/j.eswa.2011.12.028
https://doi.org/10.1016/j.eswa.2011.12.028

A review on customer segmentation methods for personalized... 567

Krishna GJ, Ravi V (2021) High utility itemset mining using binary differential evolution: an application
to customer segmentation. Expert Syst Appl. https://doi.org/10.1016/j.eswa.2021.115122

Kumar V, Venkatesan R, Reinartz W (2008) Performance implications of adopting a customer-focused
sales campaign. J Mark 72(5):50-68

Lam HY, Tsang YP, Wu CH, Tang V (2021) Data analytics and the P2P cloud: an integrated model
for strategy formulation based on customer behaviour. Peer-to-Peer Netw Appl 14(5):2600-2617.
https://doi.org/10.1007/s12083-020-00960-z

Lazarsfeld PF (1950) The logical and mathematical foundation of latent structure analysis. Stud Soc Psy-
chol World War II Vol. IV Meas Predict 362412

LiJ, Wang K, Xu L (2009) Chameleon based on clustering feature tree and its application in customer
segmentation. Ann Oper Res 168(1):225-245. https://doi.org/10.1007/s10479-008-0368-4

Li K, Rollins J, Yan E (2018) Web of science use in published research and review papers 1997-2017: a
selective, dynamic, cross-domain, content based analysis. Scientometrics 115(1):1-20

Liao J, Jantan A, Ruan Y, Zhou C (2022) Multi-behavior RFM model based on improved SOM neural
network algorithm for customer segmentation. IEEE Access 10:122501-122512. https://doi.org/10.
1109/ACCESS.2022.3223361

Liu D-R, Lai C-H, Lee W-J (2009) A hybrid of sequential rules and collaborative filtering for product
recommendation. Inf Sci 179(20):3505-3519. https://doi.org/10.1016/j.ins.2009.06.004

Liu Y, Li H, Peng G, Lv B, Zhang C (2015) Online purchaser segmentation and promotion strategy selec-
tion: evidence from Chinese e-commerce market. Ann Oper Res 233(1):263-279. https://doi.org/
10.1007/s10479-013-1443-z

Lloyd S (1982) Least squares quantization in PCM. IEEE Trans Inf Theory 28(2):129-137

Logesh R, Subramaniyaswamy V, Vijayakumar V, Gao X-Z, Wang G-G (2020) Hybrid bio-inspired user
clustering for the generation of diversified recommendations. Neural Comput Appl 32(7):2487—
2506. https://doi.org/10.1007/s00521-019-04128-6

Ma X, Lu H, Gan Z, Zhao Q (2016) An exploration of improving prediction accuracy by constructing
a multi-type clustering based recommendation framework. Neurocomputing 191:388-397. https://
doi.org/10.1016/j.neucom.2016.01.040

MacQueen J (1967) Some methods for classification and analysis of multivariate observations. In: Pro-
ceedings of the fifth Berkeley symposium on mathematical statistics and probability (vol 1, pp
281-297)

Madzik P, Shahin A (2021) Customer categorization using a three-dimensional loyalty matrix
analogous to FMEA. Int J Qual Reliab Manag 38(8):1833-1857. https://doi.org/10.1108/
IJQRM-05-2020-0179

Maimon O, Rokach L (2005) Data mining and knowledge discovery handbook. Springer, Berlin

Mensouri D, Azmani A, Azmani M (2022) K-means customers clustering by their RMFT and score sat-
isfaction analysis. Int J Adv Comput Sci Appl 13(6): 469—476. https://doi.org/10.14569/IJACSA.
2022.0130658

Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J (2013) Distributed representations of words and
phrases and their compositionality. Adv Neural Inf Process Syst 26

Mosa M, Agami N, Elkhayat G, Kholief M (2022) A novel hybrid segmentation approach for decision
support: a case study in banking. Comput J. https://doi.org/10.1093/comjnl/bxac009

Mulhern FJ (1999) Customer profitability analysis: measurement, concentration, and research directions.
J Interact Mark 13(1):25-40

Munusamy S, Murugesan P (2020) Modified dynamic fuzzy c-means clustering algorithm—applica-
tion in dynamic customer segmentation. Appl Intell 50(6):1922—1942. https://doi.org/10.1007/
$10489-019-01626-x

Nakano S, Kondo FN (2018) Customer segmentation with purchase channels and media touchpoints
using single source panel data. J Retail Consum Serv 41:142-152. https://doi.org/10.1016/j.jretc
onser.2017.11.012

Nalmpantis C, Vrakas D (2019) Signal2vec: time series embedding representation. In: International con-
ference on engineering applications of neural networks (pp 80-90)

Nemati Y, Mohaghar A, Alavidoost MH, Babazadeh H (2018) A CLV-based framework to prioritize pro-
motion marketing strategies: a case study of telecom industry. Iran J Manag Stud 11 (3): 437—
462https://doi.org/10.22059/ijms.2018.242492.672837

Nguyen SP (2021) Deep customer segmentation with applications to a Vietnamese supermarkets’ data.
Soft Comput 25(12):7785-7793. https://doi.org/10.1007/s00500-021-05796-0

@ Springer


https://doi.org/10.1016/j.eswa.2021.115122
https://doi.org/10.1007/s12083-020-00960-z
https://doi.org/10.1007/s10479-008-0368-4
https://doi.org/10.1109/ACCESS.2022.3223361
https://doi.org/10.1109/ACCESS.2022.3223361
https://doi.org/10.1016/j.ins.2009.06.004
https://doi.org/10.1007/s10479-013-1443-z
https://doi.org/10.1007/s10479-013-1443-z
https://doi.org/10.1007/s00521-019-04128-6
https://doi.org/10.1016/j.neucom.2016.01.040
https://doi.org/10.1016/j.neucom.2016.01.040
https://doi.org/10.1108/IJQRM-05-2020-0179
https://doi.org/10.1108/IJQRM-05-2020-0179
https://doi.org/10.14569/IJACSA.2022.0130658
https://doi.org/10.14569/IJACSA.2022.0130658
https://doi.org/10.1093/comjnl/bxac009
https://doi.org/10.1007/s10489-019-01626-x
https://doi.org/10.1007/s10489-019-01626-x
https://doi.org/10.1016/j.jretconser.2017.11.012
https://doi.org/10.1016/j.jretconser.2017.11.012
https://doi.org/10.22059/ijms.2018.242492.672837
https://doi.org/10.1007/s00500-021-05796-0

568 M. Alves Gomes, T. Meisen

Nie D, Cappellari P, Roantree M (2021) A methodology for classification and validation of customer
datasets. J Bus Ind Mark 36(5):821-833. https://doi.org/10.1108/JBIM-02-2020-0077

Nilashi M, Samad S, Minaei-Bidgoli B, Ghabban F, Supriyanto E (2021) Online reviews analysis for
customer segmentation through dimensionality reduction and deep learning techniques. Arab J Sci
Eng 46(9):8697-8709. https://doi.org/10.1007/s13369-021-05638-z

Ozer M (2001) User segmentation of online music services using fuzzy clustering. OMEGA-Int J Manag
Sci 29(2):193-206. https://doi.org/10.1016/S0305-0483(00)00042-6

Pawlak Z (1982) Rough sets. Int J Comput Inf Sci 11(5):341-356

Pearson K (1901) LIII. On lines and planes of closest fit to systems of points in space. Lond Edinb Dublin
Philos Mag J Sci 2(11):559-572

Peker S, Kocyigit A, Eren PE (2017) LRFMP model for customer segmentation in the grocery retail
industry: a case study. Mark Intell Plan 35(4):544-559. https://doi.org/10.1108/MIP-11-2016-0210

Pratama BY, Budi I, Yuliawati A (2020) Product recommendation in offline retail industry by using col-
laborative filtering. Int J Adv Comput Sci Appl 11(9):635-643

Rahim MA, Mushafiq M, Khan S, Arain ZA (2021) RFM-based repurchase behavior for customer classi-
fication and segmentation. J Retail Consum Serv. https://doi.org/10.1016/j.jretconser.2021.102566

Ramadas M, Abraham A (2018) Data clustering using eDE, an enhanced differential evolution algorithm
with fuzzy c-means technique. Turk J Electr Eng Comput Sci 26(2):867-881. https://doi.org/10.
3906/elk-1706-104

Rapecka A, Dzemyda G (2015) A new recommendation method for the user clustering-based recommen-
dation system. Inf Technol Control 44(1):54—63. https://doi.org/10.5755/j01.itc.44.1.5931

Ravasan AZ, Mansouri T (2015) A fuzzy ANP based weighted RFM model for customer segmentation
in auto insurance sector. Int J Inf Syst Serv Sect 7(2):71-86. https://doi.org/10.4018/ijisss.20150
40105

Reddy CK, Vinzamuri B (2018) A survey of partitional and hierarchical clustering algorithms. In: Data
clustering (pp 87-110). Chapman and Hall, London. https://doi.org/10.1201/9781315373515-4

Rezaeinia SM, Rahmani R (2016) Recommender system based on customer segmentation (RSCS).
Kybernetes 45(6):946-961. https://doi.org/10.1108/K-07-2014-0130

Rokach L (2010) A survey of clustering algorithms. In: Data mining and knowledge discovery handbook
(pp 269-298). Springer US, Boston. https://doi.org/10.1007/978-0-387-09823-414

Rousseeuw PJ (1987) Silhouettes: a graphical aid to the interpretation and validation of cluster analysis. J
Comput Appl Math 20:53-65. https://doi.org/10.1016/0377-0427(87)90125-7

Safari F, Safari N, Montazer GA (2016) Customer lifetime value determination based on RFM model.
Mark Intell Plan 34(4):446-461. https://doi.org/10.1108/MIP-03-2015-0060

Sari JN, Nugroho LE, Ferdiana R, Santosa PI (2016) Review on customer segmentation technique on
ecommerce. Adv Sci Lett 22(10):3018-3022

Sarvari PA, Ustundag A, Takci H (2016) Performance evaluation of different customer segmentation
approaches based on RFM and demographics analysis. Kybernetes 45(7):1129-1157. https://doi.
org/10.1108/K-07-2015-0180

Shi Z, Pun-Cheng LS (2019) Spatiotemporal data clustering: a survey of methods. ISPRS Int J Geoinf
8(3):112

Simoes D, Nogueira J (2021) Learning about the customer for improving customer retention proposal of
an analytical framework. J Mark Anal. https://doi.org/10.1057/s41270-021-00126-7

Sivaguru M, Punniyamoorthy M (2021) Performance-enhanced rough k-means clustering algorithm. Soft
Comput 25(2):1595-1616. https://doi.org/10.1007/s00500-020-05247-2

Sivaramakrishnan N, Subramaniyaswamy V, Ravi L, Vijayakumar V, Gao X-Z, Sri SLR (2020) An effec-
tive user clustering-based collaborative filtering recommender system with grey wolf optimisation.
Int J Bio-Inspir Comput 16(1):44-55. https://doi.org/10.1504/11BIC.2020.108999

Sokol O, Holy V (2021) The role of shopping mission in retail customer segmentation. Int J Mark Res
63(4):454-470. https://doi.org/10.1177/1470785320921011

Song Q, Shepperd M (2006) Mining web browsing patterns for E-commerce. Comput Ind 57(7):622-630.
https://doi.org/10.1016/j.compind.2005.11.006

Srilakshmi M, Chowdhury G, Sarkar S (2022) Two-stage system using item features for next-item recom-
mendation. Intell Syst Appl 14:200070. https://doi.org/10.1016/j.iswa.2022.200070

Statista.com (2022) Video-streaming (SVOD). Retrieved 12-02-2022, from https://www.statista.com/
outlook/dmo/digital-media/videoon-demand/video-streaming-svod/worldwide

@ Springer


https://doi.org/10.1108/JBIM-02-2020-0077
https://doi.org/10.1007/s13369-021-05638-z
https://doi.org/10.1016/S0305-0483(00)00042-6
https://doi.org/10.1108/MIP-11-2016-0210
https://doi.org/10.1016/j.jretconser.2021.102566
https://doi.org/10.3906/elk-1706-104
https://doi.org/10.3906/elk-1706-104
https://doi.org/10.5755/j01.itc.44.1.5931
https://doi.org/10.4018/ijisss.2015040105
https://doi.org/10.4018/ijisss.2015040105
https://doi.org/10.1201/9781315373515-4
https://doi.org/10.1108/K-07-2014-0130
https://doi.org/10.1007/978-0-387-09823-414
https://doi.org/10.1016/0377-0427(87)90125-7
https://doi.org/10.1108/MIP-03-2015-0060
https://doi.org/10.1108/K-07-2015-0180
https://doi.org/10.1108/K-07-2015-0180
https://doi.org/10.1057/s41270-021-00126-7
https://doi.org/10.1007/s00500-020-05247-2
https://doi.org/10.1504/IJBIC.2020.108999
https://doi.org/10.1177/1470785320921011
https://doi.org/10.1016/j.compind.2005.11.006
https://doi.org/10.1016/j.iswa.2022.200070
https://www.statista.com/outlook/dmo/digital-media/videoon-demand/video-streaming-svod/worldwide
https://www.statista.com/outlook/dmo/digital-media/videoon-demand/video-streaming-svod/worldwide

A review on customer segmentation methods for personalized... 569

Stormi K, Lindholm A, Laine T, Korhonen T (2020) RFM customer analysis for product-oriented ser-
vices and service business development: an interventionist case study of two machinery manufac-
turers. ] Manag Gov 24(3):623-653. https://doi.org/10.1007/s10997-018-9447-3

Sun F, Liu J, Wu J, Pei C, Lin X, Ou W, Jiang P (2019) Bert4rec: sequential recommendation with bidi-
rectional encoder representations from transformer. In: Proceedings of the 28th ACM international
conference on information and knowledge management (pp 1441-1450)

Tabianan K, Velu S, Ravi V (2022) K-means clustering approach for intelligent customer segmentation
using customer purchase behavior data. Sustainability. https://doi.org/10.3390/su14127243

Teichert T, Shehu E, vonWartburg I (2008) Customer segmentation revisited: the case of the airline
industry. Transp Res Part A Policy Pract 42(1):227-242. https://doi.org/10.1016/j.tra.2007.08.003

Tercan H, Bitter C, Bodnar T, Meisen P, Meisen T (2021) Evaluating a session-based recommender
system using prod2vec in a commercial application. In: Proceedings of the 23rd international
conference on enterprise information systems (vol 1: Iceis, pp 610-617). SciTePress. https://
doi.org/10.5220/0010400706100617

Tsai C-F, Hu Y-H, Lu Y-H (2015) Customer segmentation issues and strategies for an automobile
dealership with two clustering techniques. Expert Syst 32(1):65-76. https://doi.org/10.1111/
exsy.12056

Umuhoza E, Ntirushwamaboko D, Awuah J, Birir B (2020) Using unsupervised machine learning
techniques for behavioral-based credit card users segmentation in Africa. SAIEE Afr Res J
111(3): 95-101. https://doi.org/10.23919/SAIEE.2020.9142602

Valentini S, Neslin SA, Montaguti E (2020) Identifying omnichannel deal prone segments, their ante-
cedents, and their consequences. J Retail 96(3):310-327. https://doi.org/10.1016/].jretai.2020.
01.003

Vasile F, Smirnova E, Conneau A (2016) Meta-prod2vec: product embeddings using side-information
for recommendation. In: Proceedings of the 10th ACM conference on recommender systems (pp
225-232)

Verdu SV, Garcia MO, Senabre C, Marin AG, Garcia Franco FJ (2006) Classification, filtering, and iden-
tification of electrical customer load patterns through the use of self-organizing maps. IEEE Trans
Power Syst 21(4):1672-1682. https://doi.org/10.1109/TPWRS.2006.881133

Vom Brocke J, Simons A, Riemer K, Niehaves B, Plattfaut R, Cleven A (2015) Standing on the shoulders
of giants: challenges and recommendations of literature search in information systems research.
Commun Assoc Inf Syst 37(1):9

Wan M, Li L, Xiao J, Yang Y, Wang C, Guo X (2010) CAS based clustering algorithm for Web users.
Nonlinear Dyn 61(3):347-361. https://doi.org/10.1007/s11071-010-9653-2

Wang C-H (2010) Apply robust segmentation to the service industry using kernel induced fuzzy cluster-
ing techniques. Expert Syst Appl 37(12):8395-8400. https://doi.org/10.1016/j.eswa.2010.05.042

Wang FH, Shao HM (2004) Effective personalized recommendation based on time-framed navigation
clustering and association mining. Expert Syst Appl 27(3):365-377. https://doi.org/10.1016/j.eswa.
2004.05.005

Wang Q, Zhang B (2021) Research and implementation of the customer-oriented modern hotel manage-
ment system using fuzzy analytic hiererchical process (FAHP). J Intell Fuzzy Syst 40(4):8277—
8285. https://doi.org/10.3233/JIFS-189650

Wang Y, Zhou J-T, Li X, Song X (2020) Effective user preference clustering in web service applications.
Comput J 63(11):1633-1643. https://doi.org/10.1093/comjnl/bxz090

Wong E, Wei Y (2018) Customer online shopping experience data analytics integrated customer segmen-
tation and customised services prediction model. Int J Retail Distrib Manag 46(4):406—420. https://
doi.org/10.1108/IJIRDM-06-2017-0130

Wu W-W (2011) Segmenting and mining the ERP users’ perceived benefits using the rough set approach.
Expert Syst Appl 38(6):6940-6948. https://doi.org/10.1016/j.eswa.2010.12.030

Wu R-S, Chou P-H (2011) Customer segmentation of multiple category data in e-commerce using a soft-
clustering approach. Electron Commer Res Appl 10(3):331-341. https://doi.org/10.1016/j.elerap.
2010.11.002

Wu J, Shi L, Lin W-P, Tsai S-B, Li Y, Yang L, Xu G (2020) An empirical study on customer segmenta-
tion by purchase behaviors using a RFM model and k-means algorithm. Math Probl Eng. https://
doi.org/10.1155/2020/8884227

@ Springer


https://doi.org/10.1007/s10997-018-9447-3
https://doi.org/10.3390/su14127243
https://doi.org/10.1016/j.tra.2007.08.003
https://doi.org/10.5220/0010400706100617
https://doi.org/10.5220/0010400706100617
https://doi.org/10.1111/exsy.12056
https://doi.org/10.1111/exsy.12056
https://doi.org/10.23919/SAIEE.2020.9142602
https://doi.org/10.1016/j.jretai.2020.01.003
https://doi.org/10.1016/j.jretai.2020.01.003
https://doi.org/10.1109/TPWRS.2006.881133
https://doi.org/10.1007/s11071-010-9653-2
https://doi.org/10.1016/j.eswa.2010.05.042
https://doi.org/10.1016/j.eswa.2004.05.005
https://doi.org/10.1016/j.eswa.2004.05.005
https://doi.org/10.3233/JIFS-189650
https://doi.org/10.1093/comjnl/bxz090
https://doi.org/10.1108/IJRDM-06-2017-0130
https://doi.org/10.1108/IJRDM-06-2017-0130
https://doi.org/10.1016/j.eswa.2010.12.030
https://doi.org/10.1016/j.elerap.2010.11.002
https://doi.org/10.1016/j.elerap.2010.11.002
https://doi.org/10.1155/2020/8884227
https://doi.org/10.1155/2020/8884227

570 M. Alves Gomes, T. Meisen

Wu J, Shi L, Yang L, Niu X, Li Y, Cui X, Zhang Y (2021) User value identification based on improved
RFM model and k-means plus plus algorithm for complex data analysis. Wirel Commun Mob
Comput. https://doi.org/10.1155/2021/9982484

Wu Z, Jin L, Zhao J, Jing L, Chen L (2022) Research on segmenting e-commerce customer through an
improved K-medoids clustering algorithm. Comput Intell Neurosci. https://doi.org/10.1155/2022/
9930613

Xie XL, Beni G (1991) A validity measure for fuzzy clustering. IEEE Trans Pattern Anal Mach Intell
13(8):841-847

Zeithaml VA, Rust RT, Lemon KN (2001) The customer pyramid: creating and serving profitable cus-
tomers. Calif Manag Rev 43(4):118-142

Zhang C-X, Zhang Z-K, Yu L, Liu C, Liu H, Yan X-Y (2014) Information filtering via collaborative user
clustering modeling. Phys A Stat Mech Appl 396:195-203. https://doi.org/10.1016/j.physa.2013.
11.024

Zhang S, Yao L, Sun A, Tay Y (2019) Deep learning based recommender system: a survey and new per-
spectives. ACM Comput Surv (CSUR) 52(1):1-38

Zhang F, Qi S, Liu Q, Mao M, Zeng A (2020) Alleviating the data sparsity problem of recommender sys-
tems by clustering nodes in bipartite networks. Expert Syst Appl. https://doi.org/10.1016/j.eswa.
2020.113346

Zhao H-H, Luo X-C, Ma R, Lu X (2021) An extended regularized K-means clustering approach for
high-dimensional customer segmentation with correlated variables. IEEE Access 9:48405-48412.
https://doi.org/10.1109/ACCESS.2021.3067499

Zhou J, Wei J, Xu B (2021) Customer segmentation by web content mining. J Retail Consum Serv.
https://doi.org/10.1016/j.jretconser.2021.102588

Zhu H, Jia Z, Peng H, Li L (2007) Chaotic ant swarm. In: Third international conference on natural com-
putation (ICNC 2007) (vol 3, pp 446-450). https://doi.org/10.1109/ICNC.2007.296

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Authors and Affiliations

Miguel Alves Gomes'® - Tobias Meisen'

P< Miguel Alves Gomes
alvesgomes @uni-wuppertal.de

Tobias Meisen
meisen @uni-wuppertal.de

Chair for Technologies and Management of Digital Transformation, University of Wuppertal,
Rainer-Gruenter-Str. 21, 42119 Wuppertal, North Rhine-Westphalia, Germany

@ Springer


https://doi.org/10.1155/2021/9982484
https://doi.org/10.1155/2022/9930613
https://doi.org/10.1155/2022/9930613
https://doi.org/10.1016/j.physa.2013.11.024
https://doi.org/10.1016/j.physa.2013.11.024
https://doi.org/10.1016/j.eswa.2020.113346
https://doi.org/10.1016/j.eswa.2020.113346
https://doi.org/10.1109/ACCESS.2021.3067499
https://doi.org/10.1016/j.jretconser.2021.102588
https://doi.org/10.1109/ICNC.2007.296
http://orcid.org/0000-0003-3664-0360
http://orcid.org/0000-0002-1969-559X

	A review on customer segmentation methods for personalized customer targeting in e-commerce use cases
	Abstract
	1 Introduction
	2 Literature research methodology
	3 Literature overview
	3.1 In-depth feature selection methods for customer representation
	3.2 In-depth customer segmentation methods
	3.3 Overview customer targeting use cases
	3.4 Overview and examples of the interplay between customer representation and analysis for customer targeting use cases
	3.5 An overview of the data dimensionality in the publications’ experiments
	3.6 Evaluation metrics

	4 Analysis and discussion
	4.1 Analysis of feature selection methods
	4.2 Analysis of segmentation methods

	5 Conclusion and future research
	A Table of reviewed literature
	References




