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A comment on “An experimental manipulation of the value of 

effort”  

Robin Brooker, Sergio Lo lacono (University of Essex) 

Abstract 

Lin et al. (2024) investigates the effect of rewarding effort on task preferences in adult 

participants using a mixed-design experiment with Bayesian linear regression models. 

The aim was to recognise whether rewarding effort increases individuals’ willingness to 

choose effortful (harder) tasks and whether this effect persists beyond incentivised 

contexts. The authors find limited evidence that rewarding effort increases people’s 

willingness to choose more effort task when rewards are no longer offered. Moreover, the 

authors present mixed-evidence that incentivising effort increased willingness to choose 

more effortful tasks in a separate unrelated and unrewarded task. We successfully 

computationally reproduce the main claims of the paper (hypotheses 1-8), but uncover 

some minor typographical/rounding errors in presentation of the confidence intervals. We 

further test the robustness of the results to different priors in Bayesian Regression Models 

using Stan, increasing the number of iterations and independent chains to estimate 

posterior parameters. Results are robust to these changes to model specification.  
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1. Introduction 

Lin et al. (2024) investigate the effect of reward effort on task preferences in adult 

participants. The authors sought to test the hypothesis that ‘people can learn to value 

effort and will seek effortful challenges if directly incentivized to do so’ (p. 988). The study 

used a mixed-experimental design with a between-subjects manipulation of reward 

conditions (rewarded effort vs. rewarded performance vs. no rewards) and a within-

subject repeated-measures design. The within-subject repeated measures involved 

participants engaging in three sequential stages, including a pre-training, training and 

post-training stage where effort preferences and performance in cognitive tasks were 

measured. The dataset was collected via Prolific between April 2022 and July 2022. The 

authors tested the effect of effort-based rewards (X) on preferences for harder tasks (Y) 

in adult participants (P) using Bayesian linear regression models (M). The authors 

describe their main findings on p. 994 as follows: the analyses ‘provide limited evidence 

for the idea that people can learn to value effort’.  

The authors found that, in rewarded trials, participants in the effort condition were 

more likely to choose harder tasks than those in the performance condition (H1; b = 0.34 

95% CI [0.29,0.38], Cohen’s d = 1.22, Bayes factor (BF) > 100; P <0.001) and in the 

neutral condition (H2; b = 0.26 [0.22, 0.31], d = 0.95, BF > 100; P < 0.001). In testing for 

near-transfer effects in unrewarded trials, authors argue that preferences were not higher 

in the effort condition than the neutral (H4; b = 0.05 [0.01, 0.09], d = 0.19, BF = 0.83; P = 

0.036) and performance (H3; b = 0.04 [0.00, 0.09], d = 0.17, BF = 0.52; P = 0.066) 

conditions, as the Bayes Factors (BF) indicate anecdotal support for the null hypotheses. 

Post-training near-transfer effects were observed on the inhibition task, as participants in 

the effort condition had higher effort preferences than those in the performance condition 

(H5; b = 0.08 [0.04, 0.12], d = 0.35, BF > 100; P < 0.001). However, evidence favored the 

null hypothesis when comparing the effort and neutral condition (H6; b = 0.04 [0.00, 0.09], 

d = 0.19, BF = 0.92; P = 0.032). Finally, evidence provided some support for far-transfer 

effects to an updating task. In this instance, participants in the effort condition were more 

likely to choose harder tasks in the performance condition (H7; b = 0.05 [0.01, 0.08], d = 

0.26, BF = 6.19; P = 0.004) and neutral condition (H8; b = 0.04 [0.01, 0.08], d = 0.21, BF 

= 1.24; P = 0.022), though the BF indicates only anecdotal support for the latter effect.  
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In the present report prepared as part of a collaboration between the Institute for 

Replication and Nature Human Behaviour (Brodeur et al., 2024), we investigate whether 

their analytical results are computationally reproducible and further test their robustness 

to different priors in Bayesian Regression Models using Stan (brms). Lin et. al. (2024) use 

default brms priors (4 Markov chain Monte Carlo chains, 2,000 iterations and 1,000 warm-

up samples), arguing that sufficient data makes priors unlikely to alter parameter 

estimates. We test the robustness of the main hypotheses (H1-H8) to changes in brms 

priors. Specifically, we adjust the priors by increasing iterations from 2,000 (as in the 

original article) to 4,000 and 5,000, and by increasing the number of Markov chain Monte 

Carlo chains from 4 to 6.  

We successfully reproduced Lin et al.’s results for hypotheses H1-H8, although 

there were minor discrepancies between the confidence intervals reported by the authors 

and those reproduced in our analysis (in several instances, rounding to the second 

decimal place did not match values for the third decimal place reported in our analysis). 

Hypotheses tested matched hypotheses registered before data collection and are 

available here. Consistent with the authors' expectations, changes in brms priors did not 

affect results for hypotheses H1-H8.  

 

2. Computational Reproducibility 

Complete analysis scripts and clean code were here obtained from package on the Open 

Science Framework: https://osf.io/9unj5/  

 

Table 1. Bayesian Linear Regressions from original study, computational 

reproducibility, and robustness checks 

Hypothesis Original Study 
 

Computational 
Reproducibility 

Robustness I 
[4,000 iterations] 

Robustness II 
[5,000 iterations] 

 

 Beta Estimate  
[CIs];  

p-value, frequentist 
approach;  

Bayes Factor (BF) 

Beta Estimate  
(estimated error) 

[CIs];  
p-value, frequentist 

approach 

Beta Estimate  
(estimated error) 

 
 

Beta Estimate  
(estimated error) 

 

H1: Effort 
preferences will be 
higher in the effort 

condition than 

0.34 
[0.29, 0.38]; 

P<0.001; 
BF>100 

 

0.337 
(0.024) 

[0.291, 0.386]; 
P<0.001 

0.337 
(0.024) 

0.337 
(0.024) 
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performance 
condition.  
H2: Effort 

preferences will be 
higher in the effort 

condition than 
neutral condition. 

  

0.26 
[0.22, 0.31]; 

P<0.001; 
BF>100 

 
 

0.261 
(0.025) 

[0.213, 0.310]; 
P<0.001 

0. 261 
(0.024) 

0. 261 
(0.025) 

 

H3: Effort 
preferences will be 
higher in the effort 

condition than 
performance 

condition.   

0.04 
[0.00, 0.09]; 

P=0.066; 
BF=0.52 

 
 

0.045 
(0.024) 

[-0.003, 0.091]; 
P=0.066 

 

0. 045 
(0.024) 

 

0. 045 
(0.024) 

 

H4: Effort 
preferences will be 
higher in the effort 

condition than 
neutral condition.  

0.05 
[0.01, 0.09]; 

P=0.036; 
BF=0.83 

 

0.048 
(0.023) 

[0.004, 0.093]; 
P=0.036 

0. 047 
(0.022) 

 

0. 047 
(0.022) 

 

H5: Effort 
preferences will be 
higher in the effort 

condition than 
performance 

condition.   

0.08 
[0.04, 0.12]; 

P<0.001; 
BF>100 

0.083 
(0.021) 

[0.042, 0.124]; 
P>0.001 

 

0.083 
(0.021) 

0.083 
(0.021) 

 

H6: Effort 
preferences will be 
higher in the effort 

condition than 
neutral condition.  

0.04 
[0.00, 0.09]; 

P=0.032; 
BF=0.92 

 

0.043 
(0.020) 

[0.005, 0.085]; 
P=0.032 

 

0.044 
(0.020) 

0.044 
(0.021) 

 

H7: Effort 
preferences will be 
higher in the effort 

condition than 
performance 

condition.  

0.05 
[0.01, 0.08]; 

P=0.004; 
BF=6.19 

 

0.047 
(0.017) 

[0.014, 0.080]; 
P=0.004 

 

0.048 
(0.017) 

 

0.048 
(0.016) 

 

H8: Effort 
preferences will be 
higher in the effort 

condition than 
neutral condition.  

0.04 
[0.01, 0.08]; 

P=0.022; 
BF=1.24 

0.040 
(0.018) 

[0.005, 0.075]; 
P=0.022 

 

0.040 
(0.017) 

 

0.040 
(0.017) 

 

 

 

Table 1 presents the beta coefficients, confidence intervals, p-values, and Bayes factors 

originally reported by the authors for hypotheses 1–8. It also includes the results from our 

computational reproducibility analysis and two robustness checks for each hypothesis. 

We successfully computationally reproduce the main claims of the paper (hypotheses 1-

8), but uncover some minor typographical/rounding errors in presentation of the 
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confidence intervals. We further test the robustness of the results to different priors in 

Bayesian Regression Models using Stan, increasing the number of iterations and 

independent chains to estimate posterior parameters. Results are robust to these 

changes to model specification. 

Regarding computational reproducibility, as shown in Table 1, the beta coefficient for H3, 

when rounded to two decimal places (i.e., from 0.045 to 0.05), differs from the value 

reported in the original paper (0.04), with the inconsistency occurring at the second 

decimal place. Similarly, when rounding the confidence intervals to two decimal places in 

our reproducibility analysis, discrepancies were observed for H1, H2, H4, and H6 

compared to the original study. We speculate that these differences arise from either (a) 

rounding errors or (b) variations in analytical software producing slightly different results. 

However, these inconsistencies have no substantive impact on the study's results or 

findings. Notably, all other beta coefficients, confidence intervals and all p-values remain 

consistent between the computationally reproduced analysis and the original results. 

Additionally, no coding errors were identified in the original coding script. 

 

3. Robustness Reproduction and Replication with New Data 

To assess robustness through reproduction, we adjusted: a) the number of iterations per 

chain, and b) the total number of Markov Chain Monte Carlo (MCMC) chains. Specifically, 

we increased the number of MCMC chains to 6 and estimated the model using 4000 and 

5000 iterations per chain, respectively. The original study employed the default settings 

in the brms package of 4 chains with 2000 iterations per chain. Subject to convergence, 

increasing the number of iterations can increase the precision of posterior estimates by 

reducing Monte Carlo error. Moreover, increasing the number of chains can show 

convergence issues. 

Apart from adjustments to iterations and chains, to check robustness, other model 

specifications remain consistent with the original study. The decision to conduct these 

two robustness checks was taken after reading the original paper and having checked 

the computational reproducibility of the main effects reported in the original study. 

Posterior estimates and errors for robustness checks are summarised in Table 1. As 

shown, the Beta estimates remain approximately equal to a) the original study, and b) the 
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computationally reproduced study for hypotheses 1-8. The posterior Beta estimates are 

consistent across models with 4000 and 5000 iterations per chain. Beta estimates are 

approximately consistently with the computationally reproduced models and the models 

reported in the original paper for hypotheses 1-8, with some minor discrepancies at the 

third decimal point for some of the models, which may result from rounding issues. 

Estimated errors are approximately equal between robustness models, the 

computationally reproduced model and original study for all hypothesis (agian, 

notwithstanding slight discrepancies at the third decimal place, which may result from 

rounding error). 

 

4. Conclusion 

We successfully computationally reproduced hypotheses 1-8 from Lin et al.’s (2024) study 

investigating the effect of rewarding effort on task preferences in adult participants using 

a mixed-design experiment with Bayesian linear regression models. The original study 

found limited evidence that rewarding effort increases willingness to choose more effortful 

tasks when rewards are no longer offered. Full analytical code and clean data were 

available for analysis, available through the Open Science Framework. The beta 

estimates, confidence intervals and frequentist p-values were in line with those reported 

in the original paper. As robustness checks, we increased the number of chains from 4 to 

6, and the number of iterations from 2000 to 4000 and 5000. The results from the 

robustness checks were consistent with the original study. While we computationally 

reproduced the study, there were some minor rounding discrepancies at 3-decimal 

places, which may result from software differences or rounding inconsistencies. 

Other empirical exercises that can be conducted by other replicators include checking the 

computational reproducibility with the raw, uncleaned data and estimating models with 

further adjustments to model parameters and inclusion of other covariates. 

 

This report was done during the UKRN community project's replication games on December 5th, 

2024. 
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