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We thank the authors for the extensive and thoughtful replication of our paper “Negativity 
drives online news consumption” (Robertson et al 2023). The authors conducted two types 
of direct replications and two types of conceptual replications of our analyses, and in all 
cases, found our main claim – that negative language drives news consumption – was 
highly robust. Indeed, they were able to exactly reproduce our key results and found they 
were robust to alternative model specifications and analytic decisions. We highly appreciate 
the depth of the replication, such as providing extensive documentation in their software 
repository as well as experimenting with additional methods based on large language 
models (LLMs). Overall, this gives us much greater confidence in the main conclusion from 
our original paper – that negative drives online news consumption in the Upworthy archive.  

Interpretation of findings 

We are pleased to see that the replication supports our main hypothesis. Let us briefly 
summarize the main takeaways: First, the authors repeated our exact analysis procedure 
with the code and data offered as supplementary materials (labeled as “unblind 
computational reproduction”; see Section 4). Here, the authors found numerically identical 
results. Second, the authors repeated the analysis with their own preprocessing pipeline 
(labeled as “blind computational reproduction; see Section 3). Here, the authors arrived at 
the same conclusive findings as our main hypothesis.  

The replication also offers an additional conceptual replication analysis using a novel 
LLM-based approach (Section 5; which the replication refers to as “semantic” analysis in 
contrast to our “lexical” analysis), where the authors use the zero-shot functionality of LLMs 
to extract the perceived positivity of the overall headline. LLMs have recently garnered 
attention in behavioral science, especially after the launch of ChatGPT at the end of 2022 
(e.g., Feuerriegel et al 2024). However, at the time of conducting our research, LLM-based 
approaches, especially those based on zero-shot functionality as used in the replication 
report, were not yet established for measuring psychological constructs. Hence, we are 
very excited to see the new analyses and hope that such analyses will help improve our 
theoretical understanding of the role of language in news consumption.  
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We were excited to see that, using this new methodology, the authors also found evidence 
of negativity bias in the news. However, they did not find robust evidence that positivity 
reduced news consumption. We had stronger theoretical reasons to expect negativity to 
increase consumption than we did for positivity to reduce consumption, and consider the 
former to be our main claim in the paper (this is why we made this finding the title of our 
paper).  

Here, we highlight several important differences between the LLM-based approach in the 
replication report and our analysis, which is important for correctly interpreting the results 
and thus for generating new insights into the underlying psychological mechanisms. As 
such, the LLM-based approach should be seen as a complement to our analysis that asks 
a related but slightly different research question than our original manuscript.  

First, we originally preregistered our hypotheses based on the frequency of negative and 
positive words as an important determinant of news consumption (see the Design Table in 
Table 1 of our manuscript). Throughout the manuscript, we were very careful to discuss our 
results in light of our hypothesis, namely that the presence of more negative (positive) 
words may increase (decrease) the click-through rate. Hence, it is important to recognize 
that the constructs in the LLM-based approach are different from ours, because these aim 
to capture the perceived negativity or perceived positivity. Such differences in the role of 
language were discussed earlier (e.g., Berger et al 2020; Feuerriegel et al 2025; 
Mohammad 2016), where language was theorized to have a dual role in that it can “reflect” 
the writer’s emotional state and “affect” the reader’s emotional state. Thus, we can consider 
these results as complementary rather than identical.  

Second, there are differences in the definition of the statistical quantities. We measured the 
use of positive and negative words (which the replication refers to as “lexical” analysis) 
where we normalized for the length of the headline. In contrast, the LLM-based approaches 
used in the replication report computed probabilities as to whether the headline content 
was overall positive or negative (or neutral) but without normalizing for the length (which 
the replication refers to as “semantic” analysis). For example, a news headline that consists 
of a negative and a positive word would receive high scores for both variables in our 
frequency-based approach, but not necessarily in the LLM-based approach. Hence, it is not 
surprising that the estimated coefficients may vary, and the variations can be attributed to 
some extent to the differences in variable definitions.  

In general, LLMs can offer several advantages in behavioral science. For example, many 
studies found that LLMs are highly accurate in capturing psychological constructs, even 
across different languages (e.g., Rathje et al 2024). At the same time, we recommend a 
careful approach that balances both the strengths and is also transparent about potential 
weaknesses. First, there is essentially no transparency of how inferences are made by 
LLMs (Grimes et al 2023). Second, LLMs are highly sensitive to the exact prompt 
(Demszky et al. 2023) and repeat human biases in assessing language (Caliskan et al 
2017). Third, state-of-the-art LLMs such as GPT-4o are proprietary and subject to frequent 
changes or even discontinuation. Ironically, this could make down-the-line replication with 
these models difficult (although LLMs seem to improve with each iteration; see Rathje et 
al., 2024).  
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There are several other considerations one should think about when interpreting the LLM 
results. First, it is unclear how effective smaller LLMs like DistillBERT are in capturing 
semantics. Oftentimes, specialized LLMs such as Sentence-BERT are used instead for 
very short text expressions like tweets or sentences (Reimers et al 2019). Second, the 
DistillBERT approach is based on a custom HuggingFace model1 that has not (yet) gone 
through peer review. Hence, it is unclear how well the model performs in capturing 
psychological constructs more broadly (e.g., in dedicated benchmarking studies because 
the model webpage is unclear for which corpus the model was fine-tuned). In particular, 
many of the smaller LLMs, such as those from the BERT family, are often not as good in 
zero-shot inferences as compared to large LLMs such as GPT-3.5 onward. Third, the 
prompting strategies may play an important role in order to generate accurate outputs. 
Some evidence suggests that LLMs perform more reliably when they are prompted for 
discrete outputs (e.g., “good” vs. “bad”) in comparison to numerical outputs (e.g., 
probabilities) (e.g., Atreja et al 2024). Fourth, it is very likely that GPT-4o has seen the 
Upworthy corpus during training. Here, it is unclear whether this may bias the results or 
even improve the accuracy (due to the pre-training). 

Taken together, we think that more research is needed to compile rigorous evidence, and 
we appreciate the new insights that were generated through the replication. The extended 
analysis (labeled “semantic” analysis) asks theoretically distinct research questions about 
new constructs that are important and warrant further analysis. 

The above LLM analysis suggested in the replication opens up several avenues for future 
research. We would like to suggest several directions for future research in the following, 
which we find particularly interesting:  
● How robust are the LLM-based approaches to the exact prompting strategy? Would the

use of in-context learning (i.e., adding some examples to the prompt) improve the
agreement with human annotators? How robust is the analysis to specific parameter
choices (e.g., different choices of the temperature parameter)?

● How can LLMs help in understanding the role of emotions in news consumption? We
expect the LLMs to be especially effective in capturing basic emotions. Here, we
originally found that the dictionary approaches had only relatively little overlap with
human perceptions. Hence, a rewarding direction is to repeat our second research
question from the Design Table by using an LLM-based approach for inferring perceived
basic emotions.

● How does the role of language vary across cognitive vs. affective information
processing? Evidence from fake news consumption finds that language can trigger
information processing in different ways (Lutz et al 2023, Lutz et al 2024).

Lessons learned 

We found some interesting implications from the replication effort, and we hope that this 
spurs further discussions to develop more concrete community guidelines.  

1 https://huggingface.co/lxyuan/distilbert-base-multilingual-cased-sentiments-student  
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First, routines for data preprocessing can become very long, and, even if described with 
verbal language, the descriptions are never as accurate as raw source code (e.g., different 
implementations of the same algorithm can even end up with different numerical results). 
Hence, there is an inherent tradeoff as to what extent preprocessing steps should be 
detailed in the main paper or additionally in the supplementary codes. In our case, we 
opted for the – arguably – more common way in computer science where some 
descriptions of the preprocessing steps are relegated to the software codes but where, 
therefore, the preprocessing steps are made publicly available as source code. In sum, one 
implication for the replication initiative is that it would be helpful to develop further 
guidelines for authors about how to balance the description of preprocessing steps 
between the main paper (with length limitations) and codes. 

Second, this explains the minor differences between the blind and the unblind 
computational reproduction. Here, we would like to emphasize that our research was 
conducted at the highest level of reproducibility rigor, as it was a registered report, 
combined from two unique and interdisciplinary teams, and published after extensive and 
critical peer review both at the design and the results stage. Our analysis description was 
conditionally accepted for publication before we produced our results. Still, our in-text 
description of the analysis was not "sufficient" for perfect reproducibility. Quite frankly, if this 
rigorous process did not produce sufficient in-text descriptions of preprocessing and 
analysis pipelines, we can't imagine that any in-text description would. Hence, another 
takeaway is that *any* codes for analysis should be made available, including explicitly 
those for data processing and even simple statistics, as this replication effort is evidence 
that in-text description will almost certainly be deficient in some way.  

Third, we have carefully reported the versions of the software packages that we used for 
the analysis, similar to many other papers. Upon reading the replication, we realized that 
packages in the data processing pipeline may have downstream implications for the 
analysis, and, hence, it would be great to document the versions of all used packages in 
the software environment, not just from the analysis but also for other processing steps. 
Here, standardized reporting forms such as the “Reporting Summary” as used by many 
Nature journals are a very important and helpful step but one implication may be that such 
reporting forms could be developed further as a result of the replication initiative (e.g., by 
encouraging the reporting of exact software versions or even exact software environment to 
be dumbed to a metadata file in the repository).  

Fourth, the replication sought to recreate our own software environment. This effort is 
commendable and also shows the limitations of many computational analyses. Software 
packages are updated frequently, and there are thus issues around compatibility, 
dependency issues, and limited support as packages can be discontinued very abruptly. 
Back when we conducted our analyses, there was limited support for package version 
control systems in R. For example, the Microsoft R Application Network, which is the 
backbone of packages like groundhog (as used by the replication), was just announced to 
be discontinued, and, hence, we decided against its use at the time when we conducted 
our analysis to avoid working with deprecated packages. As can be seen in our case, 
package version control systems may introduce further dependencies with unintended 
consequences. In sum, while some progress has been made to recreate software 
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environments, we hope that the replication initiative calls for more efforts to develop 
standardized package version control systems and ensure long-term maintenance. 

Summary 

We sincerely thank the authors for their thorough replication of our paper “Negativity Drives 
Online News Consumption” (Robertson et al., 2023). We are pleased to see that their 
findings support our main hypothesis. In sum, the authors (i) identically replicated the 
finding with our code, (ii) statistically replicated the finding without our code, and (iii) 
conceptually replicated our finding twice with completely new methods. We look for future 
research that extends our analysis in several ways, such as by leveraging recent advances 
from machine learning or by studying new constructs that are complementary to ours.  
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