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Abstract
Companies increasingly use artificial intelligence (AI) and algorithmic decision-
making (ADM) for their recruitment and selection process for cost and efficiency 
reasons. However, there are concerns about the applicant’s affective response to AI 
systems in recruitment, and knowledge about the affective responses to the selec-
tion process is still limited, especially when AI supports different selection process 
stages (i.e., preselection, telephone interview, and video interview). Drawing on 
the affective response model, we propose that affective responses (i.e., opportunity 
to perform, emotional creepiness) mediate the relationships between an increas-
ing AI-based selection process and organizational attractiveness. In particular, by 
using a scenario-based between-subject design with German employees (N = 160), 
we investigate whether and how AI-support during a complete recruitment process 
diminishes the opportunity to perform and increases emotional creepiness during 
the process. Moreover, we examine the influence of opportunity to perform and 
emotional creepiness on organizational attractiveness. We found that AI-support at 
later stages of the selection process (i.e., telephone and video interview) decreased 
the opportunity to perform and increased emotional creepiness. In turn, the oppor-
tunity to perform and emotional creepiness mediated the association of AI-support 
in telephone/video interviews on organizational attractiveness. However, we did not 
find negative affective responses to AI-support earlier stage of the selection process 
(i.e., during preselection). As we offer evidence for possible adverse reactions to the 
usage of AI in selection processes, this study provides important practical and theo-
retical implications.
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1  Introduction

Although the human element remains crucial in recruitment, firms increasingly 
digitize parts of the recruitment process and implement artificial intelligence (AI) 
and algorithmic decision-making (ADM) in their selection procedures. Generally, 
algorithms are the basis for several AI decision tools, whereby AI can be under-
stood as new technology, where algorithms can interact with the environment by 
collecting information (e.g., through written text or speech and image recogni-
tion), and then interpreting data, recognizing patterns, inducing rules or predict-
ing events, generating results, answering questions or giving instructions to other 
systems, and evaluating the results of their actions to improving decision-mak-
ing (Ferràs-Hernández 2018). Recent surveys from Bullhorn and Staffing Indus-
try Analysts reveal that firms have already automated several functions for the 
candidates (e.g., applications, assessment tests) and for the client organizations 
(e.g., search profiles/resumes, video interviews) (Kelly 2019). The advantages 
of ADM include higher efficiency in handling and screening applicants and a 
reduced time-to-hire and total costs of recruitment (McColl and Michelotti 2019; 
Suen et al. 2019; Woods et al. 2020). For example, Unilever saved 100,000 h of 
human recruitment time using algorithmic video analysis (Devlin 2020). Further-
more, algorithmic decision tools offer additional analytical possibilities, such as 
extracting and analyzing candidates’ personality traits from the application and 
predicting their potential job performance (Suen et al. 2019). Despite the firms’ 
enthusiasm for ADM, there remain concerns regarding applicant acceptance of 
algorithmic selection procedures (e.g., Acikgoz et al. 2020; Langer et al. 2019). 
For example, human decisions are perceived as fairer, more trustworthy, more 
interactionally, and evoke more positive emotions than algorithmic decisions in 
hiring situations (Acikgoz et al. 2020; Lee 2018).

However, little is known about applicants’ affective response to ADM dur-
ing the entire recruitment process (e.g., screening and preselection, telephone 
or video interview), especially if an algorithm or AI supports humans in the 
selection process, while the final decision remains with them. First, while past 
research has focused on applicant reactions towards the decision agent (i.e., 
human or algorithm; e.g., Lee 2018), companies might be reluctant to deliver 
their decisions about candidates to an algorithm or AI completely. Second, there 
is a focus on specific applications of ADM in recruitment and selection, such as 
applicant screening (Bauer et al. 2006) or video interviews (e.g., Acikgoz et al. 
2020; Langer and König 2017; Langer et al. 2019; McColl and Michelotti 2019; 
Mirowska 2020; Nørskov et al. 2020), while knowledge is scarce about applicant 
acceptance of AI systems in different steps of the recruitment process (Stone 
et al. 2013). From a company’s perspective, it is important to impress candidates 
as well as to retain them throughout the different steps of the recruitment pro-
cess. Third, from a theoretical perspective, procedural justice and fairness per-
ceptions have been central theoretical frameworks for explaining applicant reac-
tions towards these new technologies in recruitment and selection (e.g., Acikgoz 
et al. 2020; Bauer et al. 2006; Newman et al. 2020). There is a need to examine 
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affective responses towards AI systems in recruitment (e.g., Langer and König 
2017; Langer et al. 2019; Lukacik et al. 2020) because emotions and subjective 
impressions are of similar importance for recruitment success (Chapman et  al. 
2005).

To fill this void, this study makes two contributions to the literature. First, this 
study examines applicant acceptance of ADM at different stages of the selection 
process, while leaving the final decision about candidates with humans. In particu-
lar, we argue that the higher the extent to which an AI is supporting recruitment pro-
cess stages, the more negative are the affective responses to the recruitment process 
in terms of the opportunity to perform, emotional creepiness, and organizational 
attractiveness (see Fig. 1 for the research model).

Second, by focusing on candidates’ affective responses to the usage of AI tech-
nology, we shed light on the emotional mechanisms that help to explain applicants’ 
acceptance of ADM over and beyond other prominent theories in recruitment, such 
as signaling theory (e.g. Rynes et al. 1991; Spence 1978).

Finally, this study provides important practical implications because practice 
is far beyond research, and scientific scrutiny is necessary (Gonzalez et  al. 2019; 
Lukacik et  al. 2020; Nikolaou 2021). Consequently, this study provides important 
implications that help in the development and implementation of algorithmic deci-
sion tools.

2 � Theoretical background and hypothesis development

2.1 � Theoretical framework

In the information and communication technology context, affective responses (or 
affective reactions) to a stimulus caused by a computer device, software system, or 
another information technology play a vital role in human interaction with these 
new technologies (Zhang 2013). Affective responses are an umbrella term that cov-
ers affective evaluations, emotions, and attitudes, which result from interactions 
between humans and a stimulus, namely technology (Zhang 2013). In particular, 
affective evaluations contain a person’s assessment of the affective quality of this 
stimulus (e.g., satisfaction with a situation), which does not necessarily come along 
with an emotion (Russell 2003; Zhang 2013). Similarly, emotion and attitude also 
reside between the person and the stimulus, the only difference being that emotions 
are rather temporally constrained, while attitudes (and affective evaluations) last for 
a longer period (Clore and Schnall 2005).

Given that those affective responses to selection processes are important for 
organizational attractiveness and job acceptance intentions (Hausknecht et  al. 
2004; Ryan and Ployhart 2000), we propose that perceived opportunity to perform, 
emotional creepiness, and organizational attractiveness are three major affective 
responses in the context of AI usage during recruitment and selection procedures. 
Opportunity to perform belongs to the justice and fairness perceptions that match 
the affective evaluation of the decision support system (cf. (Zhang 2013). Emotional 
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creepiness covers the (negative) emotions and feelings (e.g., anxiety, ambiguity, 
uncertainty) in response to a specific situation. Finally, organizational attractive-
ness has a long history in the recruitment literature and reflects applicants’ atti-
tude towards the organization (e.g., Chapman et al. 2005) which is one of the most 
important antecedents of acceptance intentions and job choice according to the the-
ory of planned behavior (Ajzen 1991). Thus, we propose that AI support during the 
different stages of the selection process influences affective responses of potential 
applicants in terms of organizational attractiveness, mediated by the opportunity to 
perform and emotional creepiness. Figure 1 depicts our research model.

2.2 � Hypotheses development

In research on applicant reactions, the rules of justice (Gilliland 1993) play an 
essential role in understanding what aspects influence responses to an application 
process (Langer et al. 2018). Accordingly, the perception of fairness consists, among 
other things, of the opportunity to perform, equality of conduct, the treatment of 
applicants, the appropriateness of questions, and the overall fairness of the selection 
process (Bauer et  al. 2001; Gilliland 1993). From a firm’s perspective, the use of 
AI systems should increase the standardization of procedures and make decisions 
more objective and less biased compared to humans with a human bias (Kaibel et al. 
2019; Woods et  al. 2020). However, especially in the context of an application, a 
decisive role plays how the applicants perceive the recruitment process.

Research on algorithms showed that humanity is an essential aspect of a posi-
tive perception (Lee 2018) and several studies examined that algorithms lack 
humanity (Lee 2018; Suen et  al. 2019). Lee (2018) showed that people accept 
algorithmic systems that perform mechanical tasks (e.g., work scheduling), while 
humans should perform tasks that require human intuition (e.g., hiring). Addition-
ally, Lee and Baykal (2017) showed that the fairness perception of algorithmic 

Fig. 1   Hypothetical Research Model. Note. Reference category of the treatment was the purely human 
selection process. Latent constructs are depicted as ellipses, while the observed variables (i.e., treat-
ments) are depicted as rectangles
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decisions is lower than decisions made in a group discussion. Even meta-ana-
lytical results corroborate that candidates respond more positively toward face-
to-face interviews rather than to technology-mediated job interviews (Blacksmith 
et al. 2016). Moreover, asynchronous video interviews are less favored than syn-
chronous video interviews (Acikgoz et  al. 2020; Suen et  al. 2019) and actual 
applicants perceive asynchronous video interviews as rather unfair (Hiemstra 
et al. 2019; Nørskov et al. 2020).

During the preselection stage, the support of AI technology in screening and 
recommending applications to employees of the HR department might negatively 
influence applicants’ fairness perception. On the one hand, AI-support in prese-
lection might have an image of objectivity because a computer system is consist-
ently evaluating each application on predefined rules and formulas which should 
reduce human biases and prejudices (Woods et al. 2020). On the other hand, these 
rules and formulas lack transparency; thus, candidates do not know whether and 
how AI is weighing certain information, such as personal characteristics, facial 
expressions, or working experience. Moreover, humans may think that AI lacks 
the ability to discern suitable candidates since AI makes judgments based on dif-
ferent key figures and does not consider qualitative information into account that 
are difficult to quantify (Lee 2018). This lack of knowledge and transparency of 
AI should reduce applicants’ opportunity to perform.

During the interview stage, applicants prefer situations that give them the 
opportunity to perform, enabling them to present their knowledge, skills, and 
abilities appropriately (Gilliland 1993; Gonzalez et  al. 2019). If an AI technol-
ogy supports the telephone interview or video interview, applicants could feel 
a lack of personal interaction and interpersonal treatment because AI may not 
recognize individual strengths or characteristics (Kaibel et al. 2019). Notably, the 
lack of nonverbal and verbal feedback from the interviewer deprives applicants 
of the opportunity to explain unclear issues more precisely or to ask a question, 
decreasing the perceived opportunity to perform (Langer and König 2017; Langer 
et  al. 2020). In AI-based videos, candidates miss eye contact with the recruiter 
and show inappropriate hand gestures because they only see themselves (McColl 
and Michelotti 2019). Moreover, knowing that an AI evaluates the selection 
video, candidates give shorter answers and have the feeling that they do not have 
a good chance to perform (Langer et al. 2020). In summary, we hypothesize that 
AI-support in the preselection of candidates and during the telephone or video 
interviews diminishes the perceived opportunity to perform compared to a pure 
human evaluation.

H1  Compared to a pure human evaluation, (a) AI-support in preselection, (b) AI-
support in telephone interview, and (c) AI-support in video interview is negatively 
associated with the opportunity to perform.

Feelings and emotions also play an important role in explaining applicants’ 
acceptance of recruitment methods (Langer et  al. 2018). For example, Hiem-
stra et al. (2019) call for studying creepiness to better explain adverse applicant 
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emotional reactions. Creepiness is defined as a potentially harmful emotional 
impression in conjunction with the feeling of ambiguity (Langer and König 2017; 
Langer et al. 2018). Creepiness occurs when people feel uncomfortable and inse-
cure in a situation and do not know how to react in a new situation (Langer and 
König 2018). Consequently, new technologies or a new field of application of 
familiar technologies can also lead to the perception of a creepy situation (Langer 
et  al. 2018; Tene and Polonetsky 2013). If ADM tools are not transparent and 
perceived to be uncontrollable, these new tools evoke an emotional response of 
creepiness (Tene and Polonetsky 2013). Moreover, most candidates are still not 
familiar with this new AI technology (Langer et al. 2018). If AI makes decisions 
about oneself, the rules and formulas of AI are unknown, which raises a feeling 
of ambiguity and emotional creepiness (Langer et al. 2018, 2019). Similarly, can-
didates might not know how to react appropriately during an AI-supported tel-
ephone or video interview or how to handle this unfamiliar circumstance (Langer 
et al. 2018, 2019). Meta-analytical evidence before the rise of AI technology in 
recruitment and selection showed that applicants react positively towards com-
monly used selection instruments, such as assessment centers or employment 
interviews (Anderson 2003; Hausknecht et  al. 2004). Thus, candidates have 
expectations and presumptions about the recruitment process and the used inter-
view methods with humans. The usage of AI-support during interviews vio-
lates these presumptions. Hence, the violation of presumptions and expectations 
should increase the negative affective responses in terms of emotional creepiness. 
Moreover, the lack of interpersonal treatment or social interaction and the lack of 
transparency of how AI assesses the gestures, language, and answers should also 
increase the feeling of creepiness (Langer and König 2017; Langer et al. 2019). 
Thus, we propose that:

H2   Compared to a pure human evaluation, (a) AI-support in preselection, (b) AI-
support in telephone interview, and (c) AI-support in video interview is positively 
associated with emotional creepiness.

One crucial outcome of applicant reactions in recruitment is overall organiza-
tional attractiveness (Bauer et al. 2001; Gilliland 1993). Ryan and Ployhart (2000) 
define applicant reactions as attitudes, effects, or insights a person might have 
concerning the recruitment process and the potential employer. In turn, candi-
date reactions are associated with the perceived attractiveness of the organization 
(Bauer et al. 2001). Thus, organizational attractiveness is one of the most relevant 
outcomes of applicant reactions to selection procedures and reflects the overall 
assessment of the recruitment process and the organization (Bauer et  al. 2001; 
Chapman et al. 2005; Gilliland 1993). Among other things, organizational attrac-
tiveness depends on how individualized and personalized applicants experience 
the complete application process (Lievens and Highhouse 2003). Consequently, if 
applicants positively evaluate the selection process, consider the selection meth-
ods to be fair, and have positive affective responses during the whole process, they 
generate a positive attitude towards the company (Bauer et al. 2006). Conversely, 
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if candidates are dissatisfied with the selection process, they might self-select-out 
from the selection process (Hausknecht et  al. 2004). Thus, we hypothesize that 
opportunity to perform and emotional creepiness influence organizational attrac-
tiveness and, therefore, mediate the relationship between the usage of AI-support 
during the selection process and organizational attractiveness.

H3a  Opportunity to perform positively related to organizational attractiveness.

H3b  Emotional creepiness is negatively related to organizational attractiveness.

H4   (a) Opportunity to perform and (b) emotional creepiness mediate the relation-
ship between AI-support in the selection process and organizational attractiveness.

3 � Methodology

3.1 � Sample

Using an online panel of an ISO 20252:19 certified online sample provider, we 
recruited a quota-based sample, whose gender and age approximating their respec-
tive distributions in the German general population with 160 participants (40 par-
ticipants per condition) from the working population. Consequently, 48.8% (n = 78) 
of the participants were females, and the mean age was 45.6 years. All participants 
were currently working with an average working experience of 22.6 years. On aver-
age, they already participated in 16 recruitment processes. 18.1% (n = 29) were cur-
rently searching for a new job.

3.2 � Scenarios

We applied a between-subject design using four hypothetical scenarios for our treat-
ment (Aguinis and Bradley 2014). Participants were randomly assigned to one of 
the four scenarios and should read a description of an application process to the 
fictitious company Marzeo.1 The company name and URL (www.​marzeo.​de) have 
been developed (Evertz et al. 2019) to ensure that participants would not find any 
additional information about the company. Similarly, we adopted an ideal applica-
tion process of previous research (Wehner et al. 2015) and manipulated the degree 
of AI-support during the recruitment process. We paid particular attention to the 
fact that each final decision remained with the employees of the HR department. 
Several studies have shown that people react negatively if decisions are solely made 
by a computer system or AI (Hiemstra et al. 2019; Langer et al. 2019). Since it is 

1  We would like to thank Lena Evertz, Rouven Kolitz, and Stefan Süß for allowing us to use Marzeo as a 
fictive company.

http://www.marzeo.de
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somewhat plausible that companies use AI to support their decisions during recruit-
ment processes, we decided not to manipulate the decision agent in our scenarios.

After a short introduction, all scenarios contained the following parts of an ideal 
application and recruitment process: (1) confirmation of receipt and preselection, 
(2) a telephone interview, and (3) an in-person job interview. In scenario 1, only 
humans performed the recruitment activities mentioned above and made the final 
decisions. In scenario 2, we changed the preselection in step 1. Participants were 
told the following: “To guarantee a fair selection process, all applications are com-
pared and evaluated after the application deadline by a software system based on 
artificial intelligence methods.” However, the final decision about all applications 
remained with employees of the HR department.

In scenario 3, the preselection (step 1, the same manipulation as scenario 2) and 
the telephone interview (step 2) were conducted by an AI. Participants were told 
that they have to log in to the application of the company’s website and that a soft-
ware system using AI asks the questions. Moreover, AI creates a personality profile 
based on their answers. Again, the final decision about all applications remained 
with employees of the HR department.

Scenario 4 is the same as scenario 3, and an AI supports the same steps. However, 
instead of a telephone interview, participants were told that the company conducts 
an automated video interview, evaluated by an AI. Again, the final decision about all 
applications remained with employees of the HR department (see the “Appendix” 
for the scenarios).

3.3 � Pre‑test, implementation checks, common method bias, and sample size

We put much effort in ensuring that the design of the studies allowed us to minimize 
the risk of potential biases (Podsakoff et al. 2012). Therefore, we conducted several 
procedures and checks to ensure high data quality and to avoid common method 
bias. To ensure high data quality, first, we pretested the wording of our scenarios 
and questionnaire on a sample of 168 students of a German university to examine 
whether our treatments work as intended. Afterward, we pre-registered our study 
before data collection for our main study at aspredicted.org.2 Second, we included 
two attention checks to enhance data quality. All participants in our sample passed 
these attention checks (e.g., “For this item, please select ‘strongly disagree’”) (Bar-
ber et al. 2013; Kung et al. 2018; Ward and Pond III 2015). Third, we tested whether 
there were significant differences between fast and slow responding participants in 
our main variables. For this purpose, we used a median split of the processing time, 
but we did not find any significant differences by using t-tests.

Furthermore, we included implementation checks for our treatments at the end of 
the questionnaire to ensure that the participants understood the scenarios as intended 
(Shadish et al. 2002). Between zero to six participants among our four scenarios did 
not pass this implementation check (sum = 16 participants). We used a t-test to test 

2  http://​aspre​dicted.​org/​blind.​php?x=​t5bw27.

http://aspredicted.org/blind.php?x=t5bw27
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whether there were significant differences in our dependent variables between those 
who answered the manipulation check correctly and the other participants; however, 
we did not find any significant differences. In addition, we included a dummy varia-
ble into our structural equation model and correlated it with our treatment variables, 
but this did not change the results. Moreover, we tested our final structural equa-
tion model only on those participants that successfully passed the implementation 
check (n = 144), but this did not change our results. Since even those participants 
who did not pass the implementation check correctly might have an impression of 
AI-support during the recruitment process, which is important to our research ques-
tion, we decided to keep these participants in our final sample. Finally, we measured 
whether our scenarios were realistic to the participants (Maute and Dubés 1999). 
We asked respondents to rate on a 7-point Likert-scale how realistic the description 
was to them (1 = very unrealistic to 7 = very realistic) and how well they were able 
to put themselves into the described situation (i.e., valence; 1 = very bad to 7 = very 
good). Overall, the results showed sufficient realism (mean = 4.87) and that partici-
pants were able to put themselves into the situation (mean = 5.64).

We conducted several procedures to avoid and assess common method bias, such 
as social desirability, negative affectivity, and the measurement instrument (Pod-
sakoff et  al. 2012). First, we chose an online experiment so that each participant 
was able to conduct the study online in their free time; thus, participants were alone 
without being observed by the researchers and we assured the participants’ anonym-
ity, which minimizes social desirable behavior (Steenkamp et al. 2010; Weiber and 
Mühlhaus 2014). Second, the between-subject design of our experiment (i.e., each 
participant participated in one single scenario) and the random assignment of each 
participant to our treatment scenarios reduces the influence of learning, social desir-
able behavior, and common method bias. Third, since a person´s general state of 
mind at the time of the examination might also register an effect (Podsakoff et al. 
2003; Weiber and Mühlhaus 2014), we tested the potential effect of negative affec-
tivity (Emons et al. 2007) on our dependent variables. However, negative affectivity 
did not show influential effects on our results.

Finally, we used the marker variable technique to assess the degree of common 
method bias by adding an uncorrelated latent variable with the same item response 
format to our final CFA and SEM (Podsakoff et al. 2012; Siemsen et al. 2010; Wil-
liams and McGonagle 2016) because Harman’s one-factor test and the unmeasured 
latent method factor technique are not without critique (Fuller et al. 2016; Podsakoff 
et al. 2012). We used two items to measure agreeableness as our uncorrelated latent 
variable from the short Big-Five personality inventory (Gosling et  al. 2003). This 
latent marker variable was allowed to simultaneously influence the nine items of 
our dependent variables (i.e., opportunity to perform, emotional creepiness, organ-
izational attractiveness). The model fit of the SEM including the marker variable 
was worse (χ2 = 176.22, df = 135, p = 0.01; CFI = 0.98; RMSEA = 0.04) than with-
out the marker variable (χ2 = 121.10, df = 109, p = 0.20; CFI = 0.99; RMSEA = 0.03; 
see results section). Moreover, we did not observe significant differences (threshold 
was set to β > 0.10) in the standardized regression weights when comparing the final 
SEM with this model that included the latent marker variable. Therefore, the threat 
of common method bias to our result was limited.
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We approximated the sample size required for our analysis with the power analy-
sis program G*Power (Faul et  al. 2009). The sample size was a priori calculated 
based on a significance level α = 0.01 and a power level of 1-β = 0.99, which both 
provide a conservative estimate for the necessary sample size. Based on the recom-
mendation by Cohen (1988), we chose a medium effect size index with 0.15. To 
analyze the groups and the variables, we draw on a global effect MANOVA, which 
yielded to 124 participants to have sufficient statistical power. Based on this power 
analysis we slightly oversampled and recruited 160 participants (aiming for 40 par-
ticipants per condition). Concerning our structural equation model, we also applied 
Swain’s correction to account for a potential bias due to our small sample size (Her-
zog and Boomsma 2009; Swain 1975).

3.4 � Measures

We measured all scales with items that ranged from 1 (strongly disagree) to 7 
(strongly agree), except for the treatments. To reduce common method bias, we used 
a random rotation of the items for each scale to exclude a specific response behavior 
due to the sequence of the items. All scales were adopted from previous research to 
ensure the reliability and validity of our measures.

Treatment variables Since we used four scenarios, we built three dichotomous 
variables that reflect our treatments. The first dummy variable is AI-support in 
preselection (0 = only human; 1 = AI-support in preselection; scenario 2). The sec-
ond dummy variable is AI-support in telephone interview (0 = only human; 1 = AI-
support in preselection and telephone interview; scenario 3). The third dummy 
variable is AI-support in video interview (0 = only human; 1 = AI-support in prese-
lection and video interview; scenario 4).

Opportunity to perform This variable was measured with three items from Bauer 
et al. (2001), e.g., “This application process gives applicants the opportunity to show 
what they can really do.” Cronbach’s alpha of the scale was 0.95.

Emotional creepiness This variable was measured with three items from Langer 
and König (2017), e.g., “During the shown situation I had a queasy feeling.” Cron-
bach’s alpha of the scale was 0.95.

Organizational attractiveness This variable was measured with three items from 
Aiman-Smith et al. (2001), e.g., “The company Marzeo is a good company to work 
for.” Cronbach’s alpha of the scale was 0.95.

Controls It seems reasonable that participants who are interested in new tech-
nologies are more inclined to positively evaluate and perceive the use of AI. As a 
control variable, therefore, we measured technological affinity with three items from 
Agarwal and Prasad (1998), e.g., “If I heard about a new information technology, I 
would look for ways to experiment with it.”, Cronbach’s alpha of the scale was 0.86. 
Additionally, we controlled for gender, age, and highest educational qualifications.
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3.5 � Analytical procedures

By applying structural equation modeling (SEM) using the software IBM SPSS Amos 
26 (Arbuckle 2014), we applied a two-stage approach to examine our hypothesized 
research model (Anderson and Gerbing 1988). First, we estimated the measurement 
model for confirmatory factor analysis (CFA) while including our treatment variables 
and all control variables as covariates. Second, we estimated the SEM with our hypoth-
esized direct effects and all control variables as covariates. We also evaluated the error 
covariance between the two latent mediating constructs (i.e., opportunity to perform 
and emotional creepiness) to control for unmeasured or omitted common causes (Kline 
2015). We used chi-square statistics and common fit indices to evaluate the model fit to 
our data (Bollen 1989). A well-fitting model should have a nonsignificant chi-square 
test (Bollen 1989), a Comparative Fit Index (CFI) above 0.95 (Hu and Bentler 1998), 
and a Root Mean Squared Error of Approximation (RMSEA) below 0.06 (Brown and 
Cudeck 1993).

The measurement model shows a satisfactory fit to our data (χ2 = 114.90, df = 96, 
p = 0.09; CFI = 0.99; RMSEA = 0.04). The measurement model was the basis for the 
CFA and the test for convergent and discriminant validity. First, all standardized fac-
tor loadings and Cronbach’s alpha values of the latent constructs were above 0.80, 
which indicates a high reliability of our measurements. Second, we calculated the 
Average Variance Extracted (AVE) and Composite Reliabilities (CR) for the latent 
constructs (Bagozzi and Yi 1988; Fornell and Larcker 1981). Recommended threshold 
for the AVE is 0.50 and for CR is 0.60 (Fornell and Larcker 1981). All latent con-
structs exceeded these values (opportunity to perform: AVE = 0.86, CR = 0.95; emo-
tional creepiness: AVE = 0.86; CR = 0.95; organizational attractiveness: AVE = 0.87, 
CR = 0.95; technological affinity: AVE = 0.68, CR = 0.87). Additionally, we checked 
whether the square root of the AVE of each construct was greater than the correlations 
with other variables to test for discriminant validity (Chin 1998). In summary, the high 
factor loadings, reliabilities, and AVE values support the validity of our measurements 
as well as convergent and discriminant validity.

3.6 � Descriptive statistics

Table 1 shows the means, standard deviations, and correlations of our variables.
AI-support in video interviews was negatively correlated with organizational 

attractiveness and positively correlated with emotional creepiness, while AI-support 
in preselection and AI-support in telephone interviews were uncorrelated. Further-
more, we found the highest positive correlation between the opportunity to perform 
and organizational attractiveness (r = 0.75) as well as negative correlations between 
emotional creepiness and organizational attractiveness (r = −0.67) and opportunity to 
perform (r = −0.57). A possible explanation for these high correlations is the fictional 
setting of the written recruitment process. We expected higher correlations because the 
participants needed to conclude from their perceptions of the recruitment process how 
attractive the company is to them. Without any additional information, the perceptions 
and evaluation of the recruitment process become the most important predictors for 
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organizational attractiveness. Our inspection of discriminant validity for our constructs 
and the low VIF values limit the threat of multicollinearity or that the constructs were 
considered as being the same.

3.7 � Modeling procedure

Before we tested our hypothesized research model, we estimated three differ-
ent SEM models to evaluate and specify the influence of our control variables. 
Beside our hypothesized relationships and the error covariance between the 
two mediators, model 1 contained correlations between all exogenous variables 
(χ2 = 138.64, df = 111, p = 0.04; CFI = 0.99; RMSEA = 0.04). Model 2 addi-
tionally contained direct relations between all control variables and opportu-
nity to perform as well as emotional creepiness (χ2 = 118.71, df = 103, p = 0.14; 
CFI = 0.99; RMSEA = 0.03). Model 3 is a reduction of model 2, in which we kept 
the direct relations of technological affinity on opportunity to perform and emo-
tional creepiness and fixed all relations from gender, age, and educational qual-
ifications on the mediators to zero (χ2 = 121.10, df = 109, p = 0.20; CFI = 0.99; 
RMSEA = 0.03). Since the results of all estimates in model 3 are equivalent to 
model 2, we designated model 3 as the final SEM because the model fit was 
slightly better and model 3 was more restrictive concerning the relations of per-
sonal characteristics and the mediators, such as age, gender, and educational 
background. Finally, Swain-corrected estimators for the fit measures of model 3 
supported our choice of model 3 as the final SEM despite the small sample size 
(Swain-corrected: χ2 = 115.34, p = 0.32; RMSEA = 0.02).

3.8 � Results of the SEM

The SEM shows a satisfactory model fit to our data (χ2 = 121.10, df = 109, 
p = 0.20; CFI = 0.99; RMSEA = 0.03). Figure 2 and Table 2 show the results of 
our experimental SEM. First, while AI-support in preselection did not influence 
the opportunity to perform (p > 0.05), both AI-support in a telephone interview 
and video interview diminished the opportunity to perform (p < 0.05). Thus, 
while AI-support in preselection seems equal to a pure human evaluation in terms 
of the opportunity to perform, AI-support in later stages of the recruitment pro-
cess decreases the opportunity to perform, which partially supports our hypoth-
esis 1. Second, while AI-support in preselection also did not influence emotional 
creepiness (p > 0.05), both AI-support in telephone interviews and video inter-
views were positively associated with emotional creepiness (p < 0.01). Again, AI-
support in later stages of the recruitment process increases emotional creepiness, 
while AI-support in preselection is similar to a pure human evaluation concern-
ing emotional creepiness, which only partially supports our hypothesis 2. Third, 
we found that the opportunity to perform increased organizational attractiveness 
(p < 0.01), while emotional creepiness was negatively associated with organiza-
tional attractiveness (p < 0.01). These findings support our hypotheses 3a and 
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Fig. 2   Graphical Results of the Experimental SEM

3b.Fourth, AI-support in later stages of the recruitment negatively influences 
organizational attractiveness via the two mediators, but AI-support in preselec-
tion did not indirectly affect organizational attractiveness. These findings partially 
support hypotheses 4a and 4b.

In addition to our hypothesized relationships, we also tested a) the direct influ-
ence of technological affinity and b) possible moderating effects of technological 
affinity combined with our treatment. First, technological affinity was positively 
associated with the opportunity to perform (p < 0.01) and negatively associated 
with emotional creepiness (p < 0.01). Second, given its influence on the mediators, 
technological affinity could also have a moderating influence on the relationships 
between the treatments and the mediator variables. Thus, we applied OLS regres-
sion analyses with opportunity to perform and emotional creepiness as dependent 
variables, and we included interaction terms between technological affinity and our 
treatment variables (Cohen et al. 2013). However, results showed that technological 
affinity did not moderate any of the relationships between our treatment variables 
and the proposed mediators.

3.9 � Robustness check

While candidates will immediately perceive the computer system during a telephone 
and video interview, companies might not deliberately communicate their use of 
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AI-support during the screening of all applications. Thus, AI-support in the prese-
lection appears completely seamless to the candidates. The question arises of how 
candidates react to AI-support in preselection if they do not know about it during 
the recruitment process but find out about AI-support from others later–in our case: 
from the newspapers. To answer this question, we conducted a robustness check.

3.9.1 � Sample and procedure

Participants of our experimental pre-post-design were a sub-sample of the initial 
study and, therefore, demographic characteristics of participants in the robustness 
check were equal. N = 40 participants participated in the first scenario that did not 
contain any AI support during the recruitment process. To ensure that the treatment 
in the robustness check did not compromise the results of the initial study, the treat-
ment was given to participants after they participated in and filled in the full ques-
tionnaire completely. Just after the last item, we gave participants of the robustness 
check, a newspaper article about the company Marzeo (i.e., post-stimulus).

Table 2   Results of the experimental SEM

B unstandardized effect, SE standard error, β standardized effect, n 160
a Number of bootstrap samples = 1,000; Bias-corrected standard errors are given. The total indirect effects 
are the sum of the indirect effects and address in how far our treatments affect organizational attractive-
ness mediated by all mediators together
*p < .05; **p < .01

B SE β

Treatment effects
AI-support in preselection → Opportunity to perform − 0.51 (0.34) − 0.14
AI-support in telephone interview → Opportunity to perform − 0.87 (0.34)* − 0.24
AI-support in video interview → Opportunity to perform − 0.82 (0.34)* − 0.22
AI-support in preselection → Emotional creepiness 0.46 (0.37) 0.11
AI-support in telephone interview → Emotional creepiness 1.11 (0.37)** 0.28
AI-support in video interview → Emotional creepiness 1.53 (0.37)** 0.38
Control effects
Technological affinity → Opportunity to perform 0.46 (0.11)** 0.35
Technological affinity → Emotional creepiness − 0.35 (0.12)** − 0.24
Direct effects of the mediators
Opportunity to perform → Organizational attractiveness 0.50 (0.06)** 0.58
Emotional creepiness → Organizational attractiveness − 0.28 (0.05)** − 0.35
Total indirect effectsa

AI-support in preselection → Organizational attractiveness − 0.38 (0.23) − 0.12
AI-support in telephone interview → Organizational attractiveness − 0.74 (0.25)** − 0.23
AI-support in video interview → Organizational attractiveness − 0.83 (0.23)** − 0.26
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3.9.2 � Newspaper article

We designed the newspaper article like a real article of a daily newspaper (see the “Appen-
dix” for the newspaper article). In this newspaper article, journalists uncovered that 
Marzeo uses AI-support to evaluate and rank all applications and analyze the voice and 
spoken words during the telephone interview. Finally, a spokesperson of Marzeo admits 
that Marzeo uses AI-support during the recruitment, but humans make the final decision 
about each applicant. After reading the newspaper article, participants of the robustness 
check had to answer similar questions about the company concerning the fairness of the 
recruitment process, trust towards the company, and organizational attractiveness.

3.9.3 � Measures

Due to the pre-post-design, we measured all items before participants read the news-
paper article (t1) and after reading the newspaper article (t2).

Procedural justice This variable was measured with three items from Bauer et al. 
(2001), e.g., “I think that the application process is a fair way to select applicants for 
the job.” Cronbach’s alpha of the scale was 0.98.

Trust We measured trust with four items from Walsh and Beatty (2007), origi-
nally used in Morgan and Hunt (1994), e.g., “The company Marzeo can generally be 
trusted.” Cronbach’s alpha of the scale was 0.97.

Organizational attractiveness This variable was measured as described in 
Sect. 3.4. Cronbach’s alpha of the scale was 0.96.

Fig. 3   Means of the pre-post-design in the robustness check. Note. n = 40; all mean differences are sig-
nificant at p < .01
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3.9.4 � Results

Results of pre-post-design are depicted in Fig. 3. We used paired sample t-tests to 
examine whether the differences in the means of the three variables was signifi-
cant. First, we found a significant difference [t(39) = 4.62, p < 0.01] in procedural 
justice before the newspaper article (M = 5.25, SD = 1.31) and after the article 
(M = 4.08, SD = 1.50). Second, we found a significant difference [t(39) = 4.36, 
p < 0.01] in trust before the newspaper article (M = 4.71, SD = 1.14) and after 
the article (M = 3.80, SD = 1.31). Third, we also found a significant difference 
[t(39) = 4.89, p < 0.01] in organizational attractiveness before the newspaper arti-
cle (M = 4.63, SD = 1.08) and after the article (M = 3.94, SD = 1.21).

4 � Discussion and conclusion

4.1 � Discussion

This study aimed to investigate a combination of different selection tools with AI-sup-
port in preselection as well as during telephone and video interviews in later stages of 
the selection process. The findings showed that AI-support in later stages of the selection 
process reduced the opportunity to perform and increased emotional creepiness. Further-
more, we found support for our hypothesized mediation of the relationship between AI-
support and organizational attractiveness via the opportunity to perform and emotional 
creepiness. These results corroborate previous findings of the use of AI in asynchronous 
telephone and video interviews and negative fairness perceptions (Acikgoz et al. 2020; 
Langer et al. 2020; Nørskov et al. 2020).

However, we neither found a negative influence of AI-support in preselection on 
the opportunity to perform, emotional creepiness nor organizational attractiveness if 
the potential employer openly communicates the use of AI-support during the screen-
ing and preselection phase. Thus, applicants seem to accept a certain degree of AI sup-
port during the selection process. A possible reason for this finding could be that can-
didates do not expect a high degree of interpersonal treatment at the beginning of the 
selection process. Moreover, although candidates did not know how AI weighs certain 
personal characteristics, this did not yield negative affective responses to AI-support. 
Nevertheless, the robustness check showed that hiding the usage of AI during prese-
lection can lead to negative applicant reactions if candidates find out about AI-support 
through other information, even after the recruitment process ended. Thus, hiding the 
AI-support during preselection can have an adverse impact on the organization if well-
fitting candidates withdraw from the recruitment process or do not accept a job offer.

Focusing on later stages of the recruitment process, especially AI-based inter-
views seem to give applicants the feeling of not being able to present them-
selves sufficiently. An important aspect of interviews is impression management 
(Blacksmith et al. 2016), and the expectations of candidates are not met if they 
are not able to present themselves in a way as in synchronous situations. In con-
trast to an AI-based telephone or video interview, which is only recorded, appli-
cants in in-person interviews can perceive their (unintended) feedback and react 
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to it immediately (Langer et  al. 2017). Moreover, our results corroborate previ-
ous findings that AI triggers a feeling of creepiness during the selection process 
(Langer et  al. 2017) and that applicants seem to feel uncomfortable with being 
evaluated by AI and may even find the technology frightening (Tene and Polonet-
sky 2013).

4.2 � Theoretical implications

Our study provides important contributions to the literature. First, the main contri-
bution of this study advances our understanding of the candidate acceptance of AI 
systems in different stages of the selection process, while leaving the final decision 
about candidates with humans. The majority of previous studies primarily focused 
on one selection instrument (e.g., video analysis), so the literature neglected the 
affective response of different stages of the recruitment process.

Second, we shed a light on the emotional mechanism that helps explaining candi-
date acceptance of AI-based mechanisms. This study shows that not only the general 
fairness but also the opportunity to perform and creepiness play an important role, 
explaining the candidate reaction. Examining the applicant’s emotional responses, 
we answer several calls, demanding studies that better explain applicant emotional 
responses (e.g., Hiemstra et al. 2019; Lukacik et al. 2020; Noble et al. 2021).

4.3 � Practical implications

Companies that decide to conduct parts of their recruitment process with the help of 
AI should consider the potential adverse effects of AI-support, especially for telephone 
or video analysis. We identified that the acceptance of AI for screening seems accept-
able, but the acceptance decreased when using telephone or video analysis. In more 
detail, the results of this work emphasize that application processes with AI-support 
in later stages of the recruitment process do not provide applicants sufficient opportu-
nity to present themselves and demonstrate their special abilities. Companies should 
avoid using AI-based video and telephone interviews in the application process with-
out explaining and communicating the new situation to their applicants (Langer et al. 
2020; van Esch et al. 2019). However, companies can use ADM-based CV screening 
without concern about the negative reactions of applicants.

Also, a lack of transparency might exacerbate the opportunity to perform and 
emotional creepiness, so when using technology, companies could pay attention 
to explain how the new technologies work and how they support human deci-
sions. However, it is questionable to what extent emotional creepiness might 
decrease in the future as applicants become more and more used to these new 
technologies in the application process. As an interim solution, companies could 
rely on a combination of AI-based selection tools and human-assisted process 
steps. Furthermore, companies using AI-based selection tools should monitor if 
the usage yields to the candidate’s withdrawal from the selection process.
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Finally, companies should not try to hide their usage of AI-based selection 
methods since applicants’ perceptions of justice, trust towards the company, 
and organizational attractiveness decreases if applicants receive the information 
afterward. Also, van Esch et  al. (2019) showed that companies do not need to 
hide their use of AI in fear of losing potential applicants.

4.4 � Limitations and future research

First, scenarios offer an excellent way to investigate the perceptions, feelings, atti-
tudes, and behaviors of real-life situations (Taylor 2005). However, the experimental 
design did not allow first-hand experience from actual application contexts. Thus, 
future studies could examine applicants’ reactions in real application contexts.

Second, due to the increasing usage of AI systems in HRM, applicants will 
become more familiar with these new selection tools that, in turn, might increase the 
general acceptance of AI in the future. Future studies could repeat the experiment to 
examine whether the negative affective responses diminish over time.

Third, the data collection of the sample was in Germany. Germany has specific 
characteristics concerning its culture (see Hofstede and Minkov (2010) for the cul-
tural profile), labor market (employee organization; high industrial productivity; strict 
labor legislation), data protection regulations, and degree of digitization that might 
lead to constrained generalizability of the results to other cultural environments and 
labor markets. In countries that have a higher degree of digitization than Germany 
(Cámara and Tuesta 2017), the influence of AI-support on affective responses could 
be weaker during the selection process. However, several other studies conducted in 
countries with a higher degree of digitization than Germany (e.g., the United States 
or Denmark) showed similar results regarding the perception of asynchronous video 
interviews (e.g., Acikgoz et  al. 2020; Nørskov et  al. 2020). Moreover, in a recent 
study by Griswold et al. (2021), a large international sample was used to investigate 
whether there are cultural differences in the reactions to asynchronous video inter-
views. The results show that only three dimensions of national culture (Hofstede and 
Minkov 2010) (i.e., uncertainty avoidance, long-term orientation, and indulgence) 
have small to moderate moderating effects on the reactions to asynchronous video 
interviews. Nevertheless, future research could investigate our research model in 
other countries to enhance generalizability among other cultures and institutional 
environments.

Fourth, we do not have information about the ethnicity of the participants. In 
Germany, it is not common and not appropriate to ask about ethnicity. However, it 
would be interesting to know if, for example, people of color have a different per-
ception, as the human bias is eliminated when using AI. Although several studies 
showed that human prejudices are involved in the algorithmic systems (e.g., Buola-
mwini and Gebru 2018; Köchling et al. 2020; Persson 2016; Yarger et al. 2019). It 
would be interesting to know how the perception is and whether there is an aware-
ness that algorithms and AI can also be discriminatory in terms of ethnicity.
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4.5 � Conclusion

This paper aimed at raising awareness of the possible adverse affective response 
to AI-support in recruitment and selection at different stages of the process. Since 
research about the applicant’s acceptance of AI tools in the selection is still at the 
beginning, this study examines in which steps of the selection process candidates 
accept AI-support under the condition that the final decision remains with humans. 
We find that applicants accept AI-support for CV and résumé screening as long as 
they know about the usage of AI upfront, but the applicant’s acceptance decreases 
for AI-support in telephone and video interviews nevertheless. Our results empha-
size the importance of considering affective responses to these new technologies and 
warn companies to apply AI tools without considering the perceptions of their can-
didates. Our results open several avenues for future research in this area.

Appendix

Hypothetical scenario

You found out that Marzeo AG has posted a job that exactly matches your skills 
and expectations for a position in your desired industry. You decide to apply for this 
position.

The job advertisement asks you to upload your application and contact details 
to the company’s application portal. After you have uploaded your application, you 
will receive a confirmation of receipt by e-mail shortly afterward:

Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

Subject: Acknowledge-
ment of receipt of 
your application

Subject: Acknowledge-
ment of receipt of 
your application

Subject: Acknowledge-
ment of receipt of 
your application

Subject: Acknowledge-
ment of receipt of your 
application

Dear Mr. / Mrs. (your 
name),

Dear Mr. / Mrs. (your 
name),

Dear Mr. / Mrs. (your 
name),

Dear Mr. / Mrs. (your 
name),

    Thank you for your 
application and 
your associated 
trust and interest 
in working for 
Marzeo AG

    Thank you for your 
application and 
your associated 
trust and interest 
in working for 
Marzeo AG

    Thank you for your 
application and 
your associated 
trust and interest 
in working for 
Marzeo AG

    Thank you for your 
application and your 
associated trust and 
interest in working 
for Marzeo AG
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Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

    All applications 
received will be 
collected until 
the end of the 
application period. 
To guarantee a fair 
selection process, 
all applications 
will be reviewed 
and compared 
by our Human 
Resources staff 
after the applica-
tion deadline. 
Afterward, our HR 
department will 
discuss the results 
together and make 
a final decision

    All applications 
are analyzed very 
precisely and in 
detail by an arti-
ficial intelligence. 
To guarantee a fair 
selection process 
all applications 
are compared and 
evaluated by a 
software system 
based on artificial 
intelligence meth-
ods. Afterward, 
our HR depart-
ment will discuss 
the results together 
and make a final 
decision

    All applications 
are analyzed very 
precisely and in 
detail by an artifi-
cial intelligence. 
To guarantee a fair 
selection process 
all applications 
are compared and 
evaluated by a 
software system 
based on artificial 
intelligence meth-
ods. Afterward, 
our HR depart-
ment discuss the 
results together 
and make a final 
decision

    All applications 
are analyzed very 
precisely and in 
detail by an arti-
ficial intelligence. 
To guarantee a fair 
selection process 
all applications 
are compared and 
evaluated by a 
software system 
based on artificial 
intelligence meth-
ods. Afterward, our 
HR department will 
discuss the results 
together and make a 
final decision

    We, therefore, ask 
for your patience 
and will get back 
to you as soon as 
possible

    We, therefore, ask 
for your patience 
and will get back 
to you as soon as 
possible

    We, therefore, ask 
for your patience 
and will get back 
to you as soon as 
possible

    We, therefore, ask 
for your patience 
and will get back 
to you as soon as 
possible

    With kind regards     With kind regards     With kind regards     With kind regards
    Your Marzeo AG     Your Marzeo AG     Your Marzeo AG     Your Marzeo AG

Two weeks later, you 
will receive the fol-
lowing e-mail:

Two weeks later, you 
receive the following 
e-mail:

Two weeks later, you 
receive the following 
e-mail:

Two weeks later, you 
receive the following 
e-mail:

Dear Mr. / Mrs. (your 
name),

Dear Ms / Mr (your 
name),

Dear Ms / Mr (your 
name),

Dear Ms / Mr (your 
name),

    Thank you for your 
application and 
the trust you put 
in our company. 
Your application 
has convinced us 
positively

    Thank you for your 
application and 
the trust you put 
in our company. 
Your application 
has convinced us 
positively

    Thank you once 
again for your 
application and 
the trust you put 
in our company. 
Your application 
has convinced us 
positively

    Thank you once 
again for your 
application and 
the trust you put in 
our company. Your 
application has con-
vinced us positively
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Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

    We would be 
pleased to get 
to know you 
better. We would 
therefore like 
to invite you to 
a personal tel-
ephone interview 
next Wednesday 
at 10:30 a.m. with 
a member of the 
HR department. 
Please confirm 
briefly whether 
you can keep the 
appointment

    We would be 
pleased to get 
to know you 
better. We would 
therefore like 
to invite you to 
a personal tel-
ephone interview 
next Wednesday 
at 10:30 a.m. with 
a member of the 
HR department. 
Please confirm 
briefly whether 
you can keep the 
appointment

    We would be 
pleased to get to 
know you better, 
which is why 
we would like to 
invite you to an 
automated tel-
ephone interview 
based on artifi-
cial intelligence

    We would be pleased 
to get to know you 
better, which is 
why we would like 
to invite you to an 
automated video 
interview based on 
artificial intel-
ligence

    To do this, all you 
have to do is log in 
to our application 
portal and click 
on the "Link to 
the telephone 
interview" under 
the heading 
"My application 
process". Under 
this link, you will 
receive an intro-
duction and all the 
information you 
need to prepare 
yourself. You can 
start the auto-
mated interview 
at any time, within 
the next 7 days

    To do this, all you 
have to do is log in 
to our application 
portal and click on 
the "Link to the 
video interview" 
under the heading 
"My application 
process". Under 
this link, you will 
receive an introduc-
tion and all the 
information you 
need to prepare 
yourself. You can 
start the automated 
interview at any 
time, within the next 
7 days

    We wish you good 
luck!

    We wish you good 
luck!

    With kind regards     With kind regards     With kind regards     With kind regards
    Your Marzeo AG     Your Marzeo AG     Your Marzeo AG     Your Marzeo AG
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Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

    On the same day, 
you confirm the 
proposed date 
for the telephone 
interview by 
e-mail

    On the same day, 
you confirm the 
proposed date 
for the telephone 
interview by 
e-mail

    The next day, 
you log into 
the applica-
tion portal and 
open the "Link 
to the telephone 
interview". It will 
be explained to 
you once again 
that you will be 
asked questions by 
a software system 
using artificial 
intelligence, to 
which you are to 
respond individu-
ally. It will also be 
explained to you 
that the artificial 
intelligence will 
create a personal-
ity profile based 
on your answers. 
This is conse-
quently compared 
with the prede-
fined requirements 
of the job and 
serves as a basis 
for decision-
making by the 
employees in the 
HR department. 
All you have to do 
is dial a telephone 
number provided 
there to start 
the automated 
interview

    The next day, 
you log into the 
application portal 
and open the 
"Link to the video 
interview". It will 
be explained to you 
once again that you 
will be asked ques-
tions by a software 
system using arti-
ficial intelligence, 
to which you are to 
respond individu-
ally with a video. 
It also explains 
that the artificial 
intelligence will 
create a personal-
ity profile based 
on your answers. 
This is consequently 
compared with the 
predefined require-
ments of the job and 
serves as a basis for 
decision-making by 
the employees in the 
HR department. All 
you have to do is 
click on "Start video 
interview" to begin 
the automated video 
interview

    During the tel-
ephone interview, 
the HR repre-
sentative will 
mainly ask you 
about your previ-
ous professional 
and academic 
history and your 
motivation for 
applying for this 
position. You are 
given enough time 
to answer the ques-
tions so that you 
can describe eve-
rything accurately 
from your point 
of view. After 
about 20 min, the 
interview is over 
and the HR repre-
sentative promises 
to get back to you 
within the next 
week

    During the tel-
ephone interview, 
the HR repre-
sentative will 
mainly ask you 
about your previ-
ous professional 
and academic 
history and your 
motivation for 
applying for this 
position. You are 
given enough time 
to answer the ques-
tions so that you 
can describe eve-
rything accurately 
from your point 
of view. After 
about 20 min, the 
interview is over 
and the HR repre-
sentative promises 
to get back to you 
within the next 
week
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Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

    In the automated 
phone interview, 
the system asks 
you mainly about 
your previous 
professional and 
academic history 
and motivation 
to apply for the 
job. You are given 
enough time to 
answer the ques-
tions so that you 
can describe eve-
rything accurately 
from your point 
of view. After 
about 20 min, 
the automated 
phone interview 
is over and the 
system promises 
that someone will 
get back to you 
shortly

    In the automated 
video interview, 
the system mainly 
asks you about your 
previous profes-
sional and academic 
history and motiva-
tion to apply for 
this job. You are 
given enough time 
to answer the ques-
tions so that you can 
describe everything 
accurately from 
your point of view. 
After about 20 min, 
the automated video 
interview is over 
and the system 
promises that some-
one will get back to 
you shortly

    After a week, you 
receive a call 
from Marzeo AG. 
You are told that 
the telephone 
interviews of all 
potential applica-
tions for the 
advertised position 
have now been 
evaluated and that 
you have indeed 
been shortlisted for 
the position

    After a week, you 
receive a call 
from Marzeo AG. 
You are told that 
the telephone 
interviews of all 
potential applica-
tions for the 
advertised position 
have now been 
evaluated and that 
you have indeed 
been shortlisted for 
the position

    After a week, you 
receive a call 
from Marzeo AG. 
You are told that 
the telephone 
interviews of all 
potential applica-
tions for the 
advertised position 
have now been 
evaluated and that 
you have indeed 
been shortlisted 
for the position

    After a week, you 
receive a call from 
Marzeo AG. You 
are told that the 
video interviews 
of all potential 
applications for the 
advertised position 
have now been 
evaluated and that 
you have indeed 
been shortlisted for 
the position
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Scenario 1: Human-
based selection process, 
no AI involvement

Scenario 2: AI in pre-
selection

Scenario 3: AI in tel-
ephone interview

Scenario 4: AI in video 
interview

    For this reason, you 
will be invited for 
a personal inter-
view in the depart-
ment for which 
you have applied. 
The interview 
will take place 
with two members 
of staff from the 
department and 
a member of the 
HR department. 
Among other 
things, you will be 
asked why you are 
particularly suited 
for this position 
and where you 
see your strengths 
and weaknesses. 
Afterward, you 
will be asked a few 
technical questions 
and given ample 
opportunity to ask 
questions yourself. 
After just under an 
hour, the interview 
is over and you say 
goodbye to every-
one involved

    For this reason, you 
will be invited for 
a personal inter-
view in the depart-
ment for which 
you have applied. 
The interview 
will take place 
with two members 
of staff from the 
department and 
a member of the 
HR department. 
Among other 
things, you will be 
asked why you are 
particularly suited 
for this position 
and where you 
see your strengths 
and weaknesses. 
Afterward, you 
will be asked a few 
technical questions 
and given ample 
opportunity to ask 
questions yourself. 
After just under an 
hour, the interview 
is over and you say 
goodbye to every-
one involved

    For this reason, 
you will be invited 
for a personal 
interview in the 
department for 
which you have 
applied. The 
interview will 
take place with 
two members 
of staff from the 
department and a 
member of the 
HR department. 
Among other 
things, you will be 
asked why you are 
particularly suited 
for this position 
and where you see 
your strengths and 
weaknesses. After 
that, you will be 
asked some tech-
nical questions 
and given ample 
opportunity to ask 
questions yourself. 
After just under an 
hour, the interview 
is over and you 
say goodbye to 
everyone involved

    For this reason, you 
will be invited for a 
personal interview 
in the department 
for which you 
have applied. The 
interview will take 
place with two 
members of staff 
from the department 
and a member of 
the HR depart-
ment. Among other 
things, you will be 
asked why you are 
particularly suited 
for this position 
and where you 
see your strengths 
and weaknesses. 
After that, you 
will be asked some 
technical questions 
and given ample 
opportunity to ask 
questions yourself. 
After just under an 
hour, the interview 
is over and you say 
goodbye to everyone 
involved

    On your way home, 
you reflect once 
again on all the 
impressions you 
have gathered 
about Marzeo AG 
throughout the 
application process 
and consider 
whether you could 
imagine working 
for this company

    On your way home, 
you reflect once 
again on all the 
impressions you 
have gathered 
about Marzeo AG 
throughout the 
application process 
and consider 
whether you could 
imagine working 
for this company

    On your way 
home, you reflect 
once again on all 
the impressions 
you have gathered 
about Marzeo AG 
throughout the 
application pro-
cess and consider 
whether you could 
imagine working 
for this company

    On your way home, 
you reflect once 
again on all the 
impressions you 
have gathered 
about Marzeo AG 
throughout the 
application process 
and consider 
whether you could 
imagine working for 
this company
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Newspaper article at the end of the questionnaire for participants of scenario 1 
(no AI involvement)

Marzeo AG uses artificial intelligence for the selection of applicants

As confirmed by Marzeo AG, in response to inquiries from our journalists, they use 
artificial intelligence in their application process. The company evaluates the sub-
mitted application documents and, based on this, creates a ranking of all applicants. 
Accordingly, telephone interviews are also accompanied by artificial intelligence. 
A speech analysis software converts the spoken word into usable data. A company 
spokesperson is quoted as follows: "It is true that Marzeo AG uses artificial intelli-
gence in the application process. However, the data obtained only serves as an addi-
tional source of information. All final decisions will continue to be made by our 
experienced personnel department staff".
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