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Abstract
Customer segmentation and key account management are important use cases for clustering algorithms. Here, a data set of 
a Portuguese wholesaler for food and household supplies is used as an exemplary application. To increase the quality of the 
analysis, a two-stage approach is proposed. First, key accounts are filtered by a density-based outlier detection. Second, a 
Gaussian Mixture Model (GMM) is applied to cluster smaller customers. This two-stage approach is aligned with the business 
implications of key accounts as outstanding and very differently behaving customers as well as with the core idea of an ABC 
analysis. Also, the exclusion of key accounts corresponds to the definition of outliers as the results of a different underlying 
mechanism. Using this two-stage approach shows better clustering results compared to using a one-stage approach applying 
only a GMM. Therefore, it is concluded that density-based detection of key accounts followed by a clustering using a GMM 
is beneficial for customer segmentation within B2B applications.

Keywords Clustering algorithms · Anomaly detection · Customer segmentation · Marketing management

Introduction

The aim of a cluster analysis within an explorative data 
analysis is the set-up of groups out of a data set (James et al. 
2013). Cluster analyses are used in a multitude of applica-
tions in science, medicine, and business management tasks 
(Murphy 2012) with a notable application in customer seg-
mentation (Jensen 2001). Cluster analysis is often used as a 
tool in setting up customer segments. Typically used algo-
rithms are K-Means or Gaussian Mixture Models (GMMs) 
solved by an Expectation-Maximization Algorithm (EM 
Algorithm) (Jensen 2001).

Due to the increasing importance of e-commerce, cus-
tomer segmentations are used to group users in clusters 
based on shopping and usage behavior in online stores in 
order to target individual advertising to each group (Berkhin 
2006). Also, in more traditional businesses, customer seg-
mentation is an important tool for success and a core compe-
tence of the marketing departments (Homburg and Krohmer 

2006). An important task of the customer segment manage-
ment is the management of key accounts in Business-To-
Business (B2B) relationships. Key accounts are a group of 
very important customers which distinguish themselves from 
regular customers by measures like revenue and the involved 
risk if the business relation is weakened (Sidow 2000).

In this contribution, the proposed idea is to include 
domain-specific knowledge in the data analysis by viewing 
key accounts as anomalies. Anomaly detection, often inter-
changeably called outlier detection (Aggarwal 2013) and 
closely related to novelty detection (Chandola et al. 2009), 
is the task of finding data points not compatible with the 
assumed normal model of a data set (Aggarwal 2013). The 
anomalous data points deviate substantially from the normal 
model of the data (Mehrotra et al. 2017). Outliers are well 
known to distort data analysis and results, which has led to 
in the development of robust statistical methods less sensi-
tive to the influence of outliers (Huber and Ronchetti 2009). 
Due to their deviation from regular customers regarding 
revenue and complexity, key accounts fit the description of 
data points deviating from the norm. Therefore, this paper 
defines an approach to conducting cluster analysis in order to 
identify the key accounts using methods of anomaly detec-
tion. The proposed approach utilizes a two-step clustering 
where the first step is the identification of key accounts by 
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low-density areas in the data. Key accounts are then removed 
from the data set and the customer segmentation is con-
ducted using a GMM. Simultaneously, the prior exclusion 
of key accounts will result in less distorted data, a better 
explanatory value of the key account segment, and more 
distinct cluster amount recommendations, while the GMM 
provides a fuzzy assignment instead of a strict segmenta-
tion. Therefore, this method addresses common limitations 
of customer segmentation using methods of cluster analysis.

The state of the art in customer segmentation is briefly 
presented in the section “State-of-the-art approaches and 
methods in customer segmentation”. In the “Application of 
key accounts in customer segmentation and cluster analysis” 
section, the definitions of key accounts are discussed, as well 
as the problems in creating a distinct key accounts assign-
ment using common measures. Subsequently, in the “Meth-
odology” section, the methodology is explained and intro-
duced, in particular the applied approach separating key 
accounts as anomalies within the data, the used clustering 
algorithms, and the information criteria for model selection. 
Conclusively in the section “Use-case: customer segmenta-
tion for a B2B wholesaler of food & household supplies”, 
the method is applied to a real data set, and the implications 
for the cluster quality of the new approach are discussed by 
comparing the results to a previously conducted study.

State‑of‑the‑art approaches and methods 
in customer segmentation

Commonly used methods for customer segmentation in 
marketing are distance-based algorithms, i.e., K-Means, and 
hierarchical algorithms, often agglomerative approaches, 
i.e., Ward. However, notable limitations of distance-based 
methods within practical application are the inability to 
clearly determine a cluster amount (Brudvig et al. 2019) 
and the assumption of isotropic cluster shapes (Murphy 
2012). In particular, K-Means can be described as a special 
case of a clustering with a GMM using the EM Algorithm 
with a diagonal scalar covariance matrix, and a definite clus-
ter assignment (Murphy 2012). Limitations of hierarchical 
methods are the missing mathematical optimization func-
tion (Murphy 2012) and the limited robustness, in case of 
changed data (Hastie et al. 2009). Nevertheless, K-Means 
often creates useful clustering results, and hierarchical algo-
rithms are very useful for their explainability using den-
drograms and since they do not need prior knowledge of 
the cluster amount (James et al. 2013). Therefore, two-stage 
approaches, in particular combining K-Means and Ward, are 
also common as recommended by Punj and Stewart (1983) 
or Li et al. (2011). Nonetheless, in these common methods, 
segment assignments are definite, and fuzzy assignments, as 

computed by GMMs, might be beneficial in business appli-
cations (Hiziroglu 2013).

In recent literature, the dominant approaches are still 
K-Means and agglomerative clustering with Ward in par-
ticular. In their review, Ernawati et al. (2021) discuss that 
clustering is the most applied method in customer segmen-
tation, and within clustering, K-Means and its variants are 
the most commonly applied methods. In addition, Ghosal 
et al. (2020), in their review, present K-Means and hierarchi-
cal algorithms as the most common methods for a market 
analysis. Exemplary studies using clustering algorithms such 
as K-Means, Ward, agglomerative clustering, or modified 
K-Means models and as selected features recency, frequency, 
and monetary variables, often referred as RFM model, are 
given by Shihab et al. (2019); Abdulhafedh (2021); Aktaş 
et al. (2021); and Christy et al. (2021). In addition to an 
application of K-Means and Ward, Abdulhafedh (2021) 
utilizes a Principal Component Analysis and Aktaş et al. 
(2021) also include GMMs and Spectral Clustering in their 
benchmarking.

However, density-based clustering methods are rarely 
applied in customer segmentation due to their limitations, 
which are further discussed in following sections. Despite 
the low popularity and limitations, Hossain (2017) inves-
tigates DBSCAN, a common density-based clustering 
method, and states that it is capable of efficiently detecting 
outliers in customer segmentation. However, other authors 
who equally analyzed, compared, and benchmarked the clus-
tering results of DBSCAN with K-Means or hierarchical 
approaches, often describe the results of DBSCAN as less 
useful, e.g., Banu (2022). The application of DBSCAN often 
results in the set-up of only one cluster if the clusters are too 
close to each other, e.g., in the analysis by Liço et al. (2021). 
Thus, Ghosal et al. (2020) describe banking as the main 
application domain of DBSCAN with tasks where unusual 
behavior must be separately detected.

Furthermore, in the commonly used approaches, key 
accounts are treated like every other customer without 
regarding their special position and business implications. 
In most approaches, all customers are analyzed together and 
no clear mechanism is set up to retrieve key accounts from 
the data set of customers.

Application of key accounts in customer 
segmentation and cluster analysis

The customer segment management within an organization 
is the customer support function regarding one specific 
type of product segment. The target of introducing cus-
tomer segments is the specific alignment of activities of 
the marketing and sales departments to fulfill the customer 
segments’ individual needs. The coordination of product 
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portfolios and customers is therefore a core competence 
of the marketing and sales departments. The key account 
management and customer segment management can be 
seen as a customer-centric coordination task within this 
organizational order (Homburg and Krohmer 2006).

The key account management is the support of a small 
amount of customers, so-called key accounts, and it 
is responsible for all products of the organization. Key 
accounts are attributed great importance due to their cur-
rent or future purchasing behavior (Homburg and Krohmer 
2006). There exist a variety of definitions and ideas to 
separate key accounts from other customers. The trivial 
approach is to select large customers with high current 
revenues since their cancelation of business relationships 
comes with a high operational risk for the organization 
(Sidow 2000). Another approach is the selection of com-
plex and simultaneously high-revenue customers (Sidow 
2000). The non-key accounts are defined to be more 
homogenous and not unique in their importance for the 
organization, which distinguishes them from key accounts 
(Homburg and Krohmer 2006).

However, there is no universally accepted or applied 
method and no clear mathematical definition to system-
atically and distinctly select key accounts. One common 
method for selecting key accounts is the ABC analysis 
using the revenues of the customers (Sidow 2000), (Ultsch 
and Lötsch 2015). While the ABC analysis will catch all 
high-revenue customers, it might underestimate the more 
complex customers or customers specialized within a 
certain product segment since not all product segments 
necessarily contribute an equal share to the total rev-
enue. Therefore, if a data-centric analysis is conducted 
to segment customers or to find key accounts, the chosen 
approach must be capable of detecting customer segments 
as well as key accounts within the data, in addition to 
taking the organizational complexity of key accounts into 
consideration.

The following requirements for defining key accounts 
are formulated, considering the different key account 
definitions: 

1. Key accounts should generate a high amount of revenue 
representing an important business relationship.

2. Key accounts should have a unique purchasing behavior 
which separates them from other customers. Therefore, 
they require a higher attention from sales.

3. Customers with lower revenue but with a highly impor-
tant and complex business relation regarding one or 
multiple specific product segments should also be con-
sidered key accounts.

4. The amount of key accounts must be limited to a small 
number since the amount of key account managers in the 
sales department should be reasonably limited.

In particular requirement 2) corresponds with the idea of 
key accounts as data points deviating substantially from a 
normal assumption of customer behavior. Therefore, key 
accounts should be visible as anomalies or outliers in the 
data set of all customers. Thus, key accounts should be trace-
able using an anomaly detection approach. In addition, if 
key accounts are traceable as outliers within the customer 
base, they will also distort the data, and an exclusion should 
therefore result in a more robust statistical analysis of the 
customer segments.

If there exists within a company’s customer base an 
amount of customers which agree to this key account 
definition, it is recommended to organizationally separate 
the customer support into a one-on-one relationship with 
a specifically commissioned key account manager while 
addressing the other customers over their assigned customer 
segment (Homburg and Krohmer 2006). Therefore, if cus-
tomer segmentation is conducted, these key accounts must 
be separated from the other customers of the data set prior to 
the cluster analysis, since they are organizational supported 
outside of the built segments.

Methodology

Proposed two‑step approach

Since it can be expected that there exist more low-revenue 
customers and that these customers individually are more 
similar to each other (Homburg and Krohmer 2006), these 
areas of low-revenue customers will be more densely pop-
ulated in the data. This corresponds to the ABC analysis, 
where typically the low-revenue C-customers are expected 
to be more dense in the data (Ultsch and Lötsch 2015). If 
the area of key accounts is less dense than other areas, the 
key accounts will stand out when the data set is analyzed 
using a density-based anomaly detection or cluster analysis. 
A widespread algorithm for density-based cluster analysis is 
DBSCAN (Ester et al. 1996). In the following, DBSCAN’s 
usefulness in the identification of less dense areas, and 
therefore key accounts, is analyzed. The approach could 
also apply LOF using an anomaly detection method (Bre-
unig et al. 2000) or other density-based algorithms since 
the application of density-based methods for detecting key 
accounts leverages a core strength of this class of algo-
rithms. This is highlighted by the outlier definition of LOF, 
which utilized an overall very similar approach to DBSCAN, 
by Pedregosa et al. (2011) which is that outliers are samples 
that have a substantially lower density than their neighbors. 
This definition can be applied to the entire field of density-
based outlier detection and exactly reflects the property 
required for the outlier definition of key accounts as less 
homogenous and more unique data points.
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After the identification of the less dense areas and the 
removal of key accounts, a GMM is applied and solved via 
an EM algorithm as a commonly used method in cluster 
analysis (Murphy 2012). A GMM seems favorable in con-
trast to other distance-based approaches, like K-Means or 
hierarchical clustering using a distance metric since GMMs 
utilize flexible covariance matrices and a fuzzy assignment. 
Regardless of which distance-based approach is chosen, 
the distance-based method’s strengths over density-based 
approaches are leveraged in the second step since in the 
very dense areas containing non-key accounts, density-
based methods could fail to separate customer segments 
in a beneficial manner. On the other hand, in approaches 
without prior filtering, distance-based approaches might be 
highly influenced by the key accounts due to their unique 
dissimilarity to all other customers and also to the other key 
accounts. This could be solved by, e.g., logarithmic scal-
ing of the data or the application of a Principal Compo-
nent Analysis, but then key accounts would no longer be 
weighted by their business importance and would not be 
separated as proposed.

Critical tasks in cluster analysis are the selection of a 
valid amount of clusters and the quality assessment of the 
set-up cluster assignment (Murphy 2012). Therefore, the 
method and improvement using the two-step approach need 
to be validated by these two criteria. In particular, a distinct 
clear-cut selection of the cluster amount is necessary if the 
GMM is applied in an automated as well as manual analysis.

The essence of the consideration of the proposed two-
step approach for customer segmentation is to first exclude 
key accounts by density-based methods and second, to con-
duct a cluster analysis by distance-based methods. This idea 
leverages the definition of key accounts for an inclusion of 
domain-specific knowledge, creates a business-interpretation 
and business-explanatory friendly approach, and utilizes 

the density-based method’s properties. Furthermore, this 
approach should result in a more robust statistical analysis 
of the data set.

The proposed approach using DBSCAN and GMMs, as 
described and conducted in the following sections, is given 
in Fig. 1.

Density‑based anomaly detection

DBSCAN is a density-based cluster algorithm which sepa-
rates clusters depending on how dense neighboring data 
points are. The core assumption is that the density of data 
points within a cluster is high, while the density between 
clusters is low. These areas of low density are then consid-
ered as noise. DBSCAN uses core data points which are 
defined by having at least MinPts data points, including 
itself, within a distance of Eps. Therefore, a cluster contains 
at least MinPts data points. Every data point within the dis-
tance Eps from a core data point belongs to the same cluster 
as the core data point. The core data points and all reachable 
data points build a cluster. The additional clusters are set up 
by core data points not reachable from the core data points 
of other clusters. Data points not reached by any cluster are 
considered as noise (Ester et al. 1996). DBSCAN is imple-
mented as by Schubert et al. (2017) and is deterministic if 
the data are not permuted.

One challenge in the implementation of DBSCAN is 
the set-up of the parameters MinPts and Eps. Therefore, a 
k-dist-graph is proposed which assigns to each data point 
its distance to the k-th distant data point (Ester et al. 1996). 
If the distance to the k-th data point is smaller then Eps and 
MinPts = k , these data points build a cluster. If the k-dist-
graph is sorted by decreasing k-th distance, a steep slope on 
the left becomes visible. These data points are the reachable 
data points, which are not core data points, and the defined 

Fig. 1  Sketch of the proposed two-step approach with an application of DBSCAN and Gaussian Mixture Models
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noise since the k-th distance is very high compared to other 
data points; therefore, they are unreachable from a core data 
point. It is proposed to use the bend after the slope from 
which the sorted k-dist-graph has a valley as a breaking point 
to find a valid Eps value (Ester et al. 1996). Also, it is recom-
mended to use MinPts = 4 by Ester et al. (1996) since this 
value appears to be useful for many applications.

When the parameters are set up, it is necessary that 
the full data set and no subset or sample should be used. 
The parametrization using a subset might overestimate the 
applied value for Eps since the recommended k-th distance 
using the k-dist-graph is increased when less data populates 
the clusters. This might then result in outliers being assigned 
to clusters when the full data set is analyzed. Therefore, the 
k-dist-graph and DBSCAN should be evaluated using the 
full data set. This is complicated because the computational 
time complexity for setting up the k-dist-graph for N data 
points is O(N2) , since the k-nearest neighbor can be calcu-
lated in O(N) (Callahan and Kosaraju 1995), and the com-
putational complexity for DBSCAN given by Schubert et al. 
(2017) is in the average case O(log(N) × N) . Therefore, an 
analysis using the full data set requires an over-proportional 
run time. However, since the customer amount is compara-
tively limited in a B2B application, a customer segmenta-
tion must not be conducted very frequently in daily business 
activities, and no real-time requirements of the analysis have 
to be met, an analysis using the full customer data set is, 
in this described use case, still feasible. When a customer 
is added during daily business operations, it can easily be 
checked if its distance to any cluster exceeds Eps and can 
then be classified as key account. Otherwise, the customer 
can be classified by a following cluster analysis. Only if a 
large amount of customers are added, deleted, or changed is 
a renewal of the analysis necessary. Therefore, this limitation 
of DBSCAN does not affect the overall proposed approach.

Another common disadvantage of DBSCAN occurs 
during the clustering of data sets with varying densities 
of the clusters. In these scenarios, clusters with a higher 
density might be merged if a parameter Eps of a lower den-
sity cluster is applied or the lower density clusters might 
be considered noise if a too low Eps is applied. Since in 
the here-proposed application DBSCAN is only applied 
to detect the noise, not the clusters, this disadvantage can 
be neglected. This is shown by Breunig et al. (2000) in 
the application of a density-based anomaly detection for 
a benchmarking data set with differently dense clusters. 
Using LOF, anomalies are detected even when varying 
densities of the clusters are present. The outlined property 
is also applicable for DBSCAN if only the noise is relevant 
as long as the parameter Eps is set in a manner where 
outliers are not reachable from any cluster. If the k-dist-
graph is set up for a data set with varying cluster densi-
ties, the different clusters are visible in the k-dist-graph 

as a rise between plateaus where a lower density cluster 
is visible from a higher, but within the same cluster over-
all stable, k-th distance of all data points of this cluster. 
Therefore, these plateaus do not affect the steeper slope 
of the outliers since they cannot be assigned to any clus-
ter independently of the density and do not have a sta-
ble k-th distance. If the Eps corresponding to the cluster 
with the lowest density is selected as the corresponding 
parameter, this might result in a merging of clusters with 
higher density but will not affect the detected outliers since 
their k-th distance is still higher than Eps. Consequently, 
DBSCAN can be applied for the purpose of noise detec-
tion as proposed.

Gaussian mixture model for cluster analysis

A GMM assumes that each of N objects with a multivariate 
description xi resulted from one multivariate normal dis-
tribution out of a total amount of K different multivariate 
normal distributions. Each distribution builds a cluster with 
its own cluster center �k , covariance matrix Σk , and weight 
within the overall data set �k . The cluster parameters are 
combined in a parameter value �k . The distribution for the 
GMM for all K clusters is as follows (Murphy 2012):

To compute the unknown cluster assignment of each object 
zi , a responsibility rik that object i belongs to cluster k is 
formulated (Murphy 2012).

The responsibility is the assignment measure of object i to 
cluster k weighted by the sum of all assignment measures. 
Using the responsibility, the cluster analysis provides a fuzzy 
assignment of each customer to a cluster.

The estimation of the parameters is often archived by 
using the iterative EM algorithm. First, initial parameters 
are set for each cluster, including the assumed amount of 
clusters K. First step is the E-step (expectation) where the 
responsibility is updated using the initial parameters. The 
responsibility of iteration t uses the parameters of prior 
initialization �t−1 (Murphy 2012).

(1)p(xi ∣ �) =

K∑

k=1

�k N(xi ∣ �k,Σk)

(2)rik =
p(zi = k ∣ �) p(xi ∣ zi = k, �)

∑K

v=1
p(zi = v ∣ �) p(xi ∣ zi = v, �)

(3)rik =
�k p(xi ∣ �

t−1
k

)

∑K

v=1
�v p(xi ∣ �

t−1
v

)
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After the expectation step, the M-step (maximization) is 
conducted by updating the parameters using the new respon-
sibilities and cluster assignment (Murphy 2012).

Using the updated responsibilities, the Maximum Likelihood 
(ML) estimator is optimized.

Using the ML-estimator, the cluster centers and correspond-
ing covariance matrices are computed.

The cluster centers �̂�k are the mean of all objects’ features 
weighted by the responsibilities. The covariance matrix Σ̂k is 
the responsibility weighted deviation from the cluster center.

After the M-step, the E-step is repeated, iteratively cal-
culating the responsibilities until a pre-defined termina-
tion criterion is reached. The final parameters describe the 
clusters’ centers and covariance. All objects in the data 
set are assigned to the cluster with their respective highest 
responsibility.

Determination of cluster amount

Before selecting an applied GMM for measuring the results 
and setting up clusters, an important task is the determi-
nation of a valid model, i.e., the determination of a valid 
amount K of clusters. Therefore, a Bayesian approach is used 
to select the amount of clusters with the highest marginal 
likelihood (Murphy 2012). This approach has two disad-
vantages: the marginal likelihood is hard to calculate and 
a search through a high multitude of cluster amounts K is 
necessary.

The maximum likelihood estimator is using a pre-selected 
cluster amount K and is evaluated after estimating the 
parameters and conducting the cluster assignment (Murphy 
2012). It is assumed that L̂(K) is the optimal value given a 
cluster amount K (Wit et al. 2012).

(4)�̂�k =

∑N

i=1
rik

N

(5)l(�k,Σk) =

N∑

i=1

K∑

k=1

rik log(p(xi ∣ �k))

(6)�̂�k =

∑N

i=1
rikxi

∑N

i=1
rik

(7)Σ̂k =

∑N

i=1
rikxix

T
i

∑N

i=1
rik

− �̂�k�̂�
T
k

(8)L̂(K) = l(𝜃,K) =

N∑

i=1

log(p(xi, ẑi ∣ 𝜃))

The amount of free parameters for a selected cluster amount 
K is q(K). When using a fully free covariance matrix of an 
Gaussian Mixture Model, this results in the following term 
for an implementation of the GMM clustering (Pedregosa 
et al. 2011):

Adding more clusters increases the likelihood of a model. 
Therefore, a penalty term is defined on the likelihood esti-
mator for selecting a more valid cluster amount (Murphy 
2012). A commonly used heuristic is the Akaike Information 
Criterion (AIC) defined as follows (Wit et al. 2012):

A disadvantage of the AIC is that it does not penalize models 
with many clusters strictly enough. An information criterion 
which more strongly penalizes high amounts of clusters is 
given by the Bayesian Information Criterion (BIC) which 
results in more beneficial cluster amount recommendations 
in practical applications (Pedregosa et al. 2011). The BIC is 
defined as follows (Wit et al. 2012):

To further penalize the BIC, (Biernacki et al. 2000) intro-
duce the Integrated Completed Likelihood (ICL) criterion 
which additionally penalizes the BIC by adding the esti-
mated mean entropy E(K).

The ICL criterion is then written as follows:

A cluster amount K minimizing the applied information cri-
terion should be selected. Using the BIC is recommended 
for multiple applications (Pedregosa et al. 2011) because a 
stricter penalty term results in a smaller amount of clusters. 
Under the assumption of Occam’s Razor principle, this is 
beneficial (Murphy 2012).

Measurement of cluster quality

Without training data, the cluster shapes are commonly used 
for analyzing the quality of the proposed clusters (Igual and 
Segui 2017). An often-used score for measuring cluster qual-
ity is the silhouette coefficient (Pedregosa et al. 2011).

If Ck is a cluster from the set of all clusters C and the 
object i ∈ Ck is assigned to cluster k, then a(i), a support 

(9)q(K) = K ×

(
D(D + 1)

2
+ D + 1

)
− 1

(10)AIC = −2 × log
(
L̂(K)

)
+ 2 × q(K)

(11)BIC = −2 × log
(
L̂(K)

)
+ q(K) × log(N)

(12)E(K) = −

K∑

k=1

N∑

i=1

rik log(rik) ≥ 0

(13)ICL = BIC + E(K)
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variable which defines the silhouette coefficient, is the mean 
difference from object i to all other objects u ∈ Ck with u ≠ i 
using the selected metric (Rousseeuw 1986).

The support variable b(i) is defined as the smallest mean 
dissimilarity of object i to the other clusters Cv with v ≠ k 
(Rousseeuw 1986).

The silhouette coefficient is then given as follows (Rous-
seeuw 1986):

The silhouette coefficient is bounded by −1 ≤ s(i) ≤ 1 . A 
score of 1 is interpreted as a perfect cluster quality, whereas 
the score of −1 is the least beneficial cluster quality. 0 acts as 
a neutral evaluation (Igual and Segui 2017). If a cluster con-
tains only one object, the score is set to 0 (Rousseeuw 1986).

It is proposed to use the mean of all silhouette coefficients 
as a measure of the quality of the cluster analysis and also 
as a beneficial metric for interpretation and validation of the 
cluster analysis (Rousseeuw 1986).

One disadvantage of the silhouette coefficient is its pref-
erence for spherical clusters (Rousseeuw 1986), but, for a 
better understanding in real world applications of cluster 
analysis results, spherical clusters are often preferred.

Use‑case: customer segmentation for a B2B 
wholesaler of food & household supplies

Exclusion of key accounts using DBSCAN

The proposed method is applied to a data set of the custom-
ers’ revenue per product segment of a Portuguese whole-
saler for food and household supplies (Abreu 2011) which 
is in this paper examined using scikit-learn (Pedregosa et al. 

(14)a(i) =
1

‖Ck‖
�

i≠u

Δ(xi, xu)

(15)b(i) = min
Cv≠Ck

Δ(xi,Cv)

(16)s(i) =
b(i) − a(i)

max(a(i), b(i))

2011) as implementation of the Gaussian Mixture Model’s 
solver with maximum likelihood estimations.

Other authors have already used the data set to research 
regional differences within the customer groups (Natesh and 
Shobha Rani 2018) and conducted customer segmentations 
(Baudry et al. 2012) which makes it suitable as a test object 
for our proposed method. Notably, the data set was already 
analyzed applying a GMM by Baudry et al. (2012) using 
different information criteria for cluster analyses and apply-
ing different amounts of customer groups K within the data 
set but without the removal of key accounts. Therefore, the 
research by Baudry et al. (2012) is used for a comparison of 
results. Also, Baudry et al. (2012) were unable to define a 
valid cluster amount applied in the analysis using the more 
commonly used BIC and ICL. Therefore, the analysis will 
be compared to examine how the exclusion of key accounts 
can benefit the selection of the cluster amount using infor-
mation criteria.

The data set contains 440 Portuguese customers of said 
wholesaler with revenues in six product segments of food 
and household supplies. For each of the customers, the indi-
vidual revenue (in monetary units) per product segment, its 
region, and its industry sector, either hotel/restaurant/cafe 
or retail, is given. 77 customers are from the region Lisbon, 
47 are from the region Porto, and 316 are considered from 
“other” regions. Regarding the industry sector, 142 custom-
ers are in retail, 298 customers are hotels/restaurants/cafes.

The focus of the analysis is the revenue per product 
segment since within customer segment management the 
customers are separated based on purchasing behaviors in 
different product segments (Homburg and Krohmer 2006). 
The descriptive statistics of the product segments is given 
in Table 1.

The existence of high-revenue customers is visible within 
the descriptive statistics. The maximum revenues are more 
than 5 standard deviations distant from the mean values. 
Also, since the mean is low compared to the maximum val-
ues with simultaneous high standard deviation, it can be 
hypothesized that low-density areas of key accounts exist. 
Therefore, the k-dist-graph (Ester et al. 1996) becomes a 
useful tool in detecting the key accounts. As initially pro-
posed by Ester et al. (1996), the analysis is conducted using 

Table 1  Revenue per product 
segment

Product segment Min revenue Max revenue Mean revenue Std. revenue

Fresh 3.00 112,151.00 12,000.30 12,647.33
Milk 55.00 73,498.00 5796.27 7380.38
Grocery 3.00 92,780.00 7951.28 9503.16
Frozen 25.00 60,869.00 3071.93 4854.67
Detergents/paper 3.00 40,827.00 2881.49 4767.85
Delicacies 3.00 47,943.00 1524.87 2820.11
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k = 4 and an Eps value is selected, where the k-dist-graph 
flattens. The k-dist-graph is given in Fig. 2.

Using the proposed heuristic by Ester et al. (1996) in 
Fig. 2, customers with a distance > 12,000 to the nearest 
cluster should be considered key accounts since the curve 
flattens after this value. Also, since the C-customers are 
more dense, the ABC analysis suggests (Ultsch and Lötsch 
2015) that the customers within the noise of DBSCAN might 
be complex and high-revenue key accounts. Therefore, 
DBSCAN is applied using Eps = 12,000 and MinPts = 4 
classifying 16 customers as noise. The descriptive statistics 
of the customers within noise is given in Table 2.

All 16 identified customers are either part of the 5% rev-
enue strongest customers or are part of the top three custom-
ers in revenue per product segment. All maximum revenues 
per product segments are from the group of customers within 

noise. Of the 22 overall 5% revenue strongest customers, 14 
are considered noise. Also, as shown in Table 2, the standard 
deviation within the noise customers is quite high. This sug-
gests that while the customers are from the set of customers 
with the highest revenue overall, they have a unique pur-
chasing behavior and do not demand each product segment 
equally. This is the result not only of a high spending but 
also of a very targeted and complex purchasing behavior.

Thus, it is proposed to define these customers within 
the less dense area of noise as key accounts since the cus-
tomers within the noise fulfill all requirements defined in 
the “Application of key accounts in customer segmentation 
and cluster analysis” section. Note that this key account defi-
nition used in the study is more focused on complexity of 
customers than just revenue (Sidow 2000) but aligns with the 
less dense A-customers of an ABC analysis. This is mani-
fested by the fact that not all high-revenue customers are 
defined as key accounts, especially if the purchasing behav-
ior of a high-revenue customer is very similar or comparable 
to the purchasing behavior of smaller customers. Since the 
purchasing behavior is less complex in these cases, there 
is no special need for consulting by the sales department, 
and the customer can be treated organizationally more like 
a normal customer. Vice versa, 2 customers with smaller 
revenues compared to the 22 overall 5% revenue strongest 
customers are defined as key accounts since their purchasing 
behavior is more complex and specialized in certain product 
segments.

Since key accounts are supported outside of the regular 
customer segments, they are not used for the following cus-
tomer segmentation. The descriptive statistics of the cus-
tomer data without key accounts is given in Table 3.

Fig. 2  Applied 4-dist-graph for the wholesaler customer data. The 
proposed parameter of Eps = 12, 000 is added as the dotted straight 
line. Data points below the Eps value are core data points. Data 
points above are either reachable data points or noise

Table 2  Revenue per product 
segment of customers within 
noise

Product segment Min revenue Max revenue Mean revenue Std. revenue

Fresh 85.00 112,151.00 36,496.8 27,726.3
Milk 1266.00 73,498.00 24,647.6 21,399.7
Grocery 2062.00 92,780.00 30,881.9 25,044.3
Frozen 36.00 60,869.00 13,598.6 16,349.9
Detergents/paper 71.00 40,827.00 12,027.0 14,047.8
Delicacies 903.00 47,943.00 8165.1 11,463.0

Table 3  Revenue per product 
segment without key accounts

Product segment Min revenue Max revenue Mean revenue Std. revenue

Fresh 3.00 56,159.00 11,075.90 10,635.10
Milk 55.00 29,892.00 5084.89 5019.91
Grocery 3.00 39,694.00 7085.97 7017.52
Frozen 25.00 18,711.00 2674.70 3158.29
Detergents/paper 3.00 19,410,00 2536.38 3579.74
Delicacies 3.00 7844.00 1274.30 1244.66
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An overview of the customers without key accounts in 
Table 3 shows that the customers’ purchasing data are more 
dense since DBSCAN finds only one cluster. Also, the cus-
tomers are more homogeneous and not special regarding 
their relationship to the wholesaler in one product segment, 
which matches the business science description (Homburg 
and Krohmer 2006). Within business operations, customer 
segments should be defined as convex clusters and avoid 
spiral or crescent formed cluster shapes, so if a customer 
has a revenue in each product segment between two custom-
ers of the same clusters, it should also belong to the same 
cluster. Therefore, even if DBSCAN results in clusters, the 
non-convex cluster shapes of DBSCAN would be less useful.

It can be concluded that the proposed approach using 
DBSCAN is capable of identifying customers which can be 
considered key accounts regarding complexity and revenue 
size. All identified customers within the noise can be defined 
as key accounts either by a revenue measure as well as by 
complexity of purchasing and therefore, it is concluded that 
our approach is aligned with the business implications and 
practical applications of key accounts.

Determination of cluster amount

The next task is the selection of the right cluster amount. 
To analyze the information criteria, the EM algorithm is 
initialized multiple times and the analysis is conducted over 
multiple simulations to create more meaningful mean values 
and error bars. Note that the standard deviation becomes 
very small for smaller customer amounts.

If the analysis is conducted with all customers, the infor-
mation criteria give no clear recommendation. Figure 3 
would recommend a high amount of customer segments 
(≥ 10) but the analysis lacks a distinct minimum for one spe-
cific cluster amount, and the curves of the ICL and BIC have 

a plateau without a distinct clear-cut selection. The curves of 
the information criteria are similar to the results of the prior 
analysis by Baudry et al. (2012) which also computed a rec-
ommended cluster amount of K = 10 . Since lower amounts 
of clusters are often preferred and no clear-cut selection is 
possible, Baudry et al. (2012) introduced a new criterion 
which found mixed recommendations ranging from 3 to 5 
recommended customer segments.

Once the key accounts are separated from the normal cus-
tomers within the data set, a more distinct analysis of the 
cluster amount minimizing the information criteria values 
is possible. The information criteria of the customer data set 
without key accounts are evaluated in Fig. 4.

The analysis in Fig. 4 shows a distinct minimum value 
for the BIC and ICL at 4 clusters. Only the AIC does not 
recommend a valid cluster amount since it penalizes the 
increase in clusters too little but shows a sharp reduction of 
the curve’s slope at 4 clusters. Not only is the information 
density increased, expressed by lower criterion values, but 
the analysis also becomes easier to interpret and the plots 
more distinct. Thus, no additional information criterion is 
necessary as the commonly used criteria perform well. This 
result suggests the usefulness of delimiting key accounts 
before segmentation based on their special position and dif-
ferent purchasing behavior.

In the comparative study, the selection of the cluster 
amount is more complicated (Baudry et al. 2012). If key 
accounts are not separated, the preferred cluster amount 
by Baudry et al. (2012) using additional information crite-
ria results in three clusters since it offers the most distinct 
purchasing behavior while also providing a good allocation 
of the channels. This recommendation is therefore used as 
comparison for the clustering results.

In a later publication, Baudry et al. (2015) used a Prin-
cipal Component Analysis to reduce the dimensionality of 

Fig. 3  Information criteria for the wholesaler customers with key 
accounts using 30 cluster assignments with 10 initializations each 
of the EM algorithm. The 1-� standard deviation is visualized as an 
error bar. The cluster amounts minimizing the criteria are marked in 
red. (Color figure online)

Fig. 4  Information criteria for the wholesaler customers without key 
accounts using 30 cluster assignments with 10 initializations each 
of the EM algorithm. The 1-� standard deviation is visualized as an 
error bar. The cluster amounts minimizing the criteria are marked in 
red. (Color figure online)
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the data set and to compute more meaningful results. The 
cluster amount then recommended is K = 5 using the BIC 
with key accounts included, which is similar to the here-
proposed cluster amount of 4 customer segments plus 1 key 
account group. The exclusion of key accounts is an applica-
tion of domain knowledge, i.e., the widely used application 
of key accounts in marketing sciences, and might improve 
an analysis from a business domain’s perspective to become 
more meaningful and create a greater explanatory value than 
the conducted Principal Component Analysis. Additionally, 
within the solution of Baudry et al. (2015) the anomalously 
behaving key accounts might still distort the segments and 
might result in less beneficial business decisions.

To summarize, the proposed two-step approach exclud-
ing key accounts from the data is capable of increasing the 
usability of the model selection and results in more distinct 
recommendations using information criteria.

Discussion of clustering results

The 3-cluster solution suggested by Baudry et al. (2012) 
uses a key account cluster (group 3), a retail-heavy clus-
ter (group 2), and a hotel/gastronomy cluster (group 1), 
see Fig. 5a. Within the 3-cluster solution, only group 1 is 
able to distinctly separate the customer channels retail and 
hotel/gastronomy. Since the data is more distorted due to the 
included key accounts, the usage of a full covariance matrix 
is beneficial for the approach.

Without key accounts, the analysis using four clusters 
(and one key account group) in Fig. 6a shows the A and 
B customers, as defined by the ABC analysis (Ultsch and 
Lötsch 2015), of hotels/gastronomy (group 2, B-customers 
with lower revenue per customer and group 3, A customers 

with higher revenue per customer). Moreover, the analysis 
separates the A and B customers (group 4) of retail with a 
very distinct mix of product purchasing behaviors in Fig. 6b. 
Additionally, the analysis shows a C-customer segment 
(group 1), very likely representing small cafes, shops, and 
takeaways, with a wide variety of demands over all product 
segments. One can note that a spherical covariance matrix 
was used in this case to increase the quality of results since 
the data are less distorted without the key accounts. Also, a 
spherical covariance matrix makes the results more compa-
rable to results archived by applications of K-Means since 
K-Means is a special case of the EM algorithm with definite 
cluster assignment and spherical clusters (Murphy 2012).

An overview of the amount and cumulative revenue per 
cluster in the 3-cluster solution with key accounts and the 
4+1-cluster solution with separated key accounts is given 
in Table 4.

These results nicely highlight the strength of our pro-
posed approach. In contrast to Baudry et al. (2012) our 
results contain additional information on A and B custom-
ers of retail and hotels/gastronomy by separating them into 
distinct groups, while also separating the miscellaneous cat-
egory containing small cafes and takeaways from the bigger 
hotels/gastronomy. Channels within the 4-cluster approach 
leaving out key accounts are overall more distinctly sepa-
rated. Although Baudry et al. (2012) claim that a 5-cluster 
approach (4 clusters + 1 key account cluster) is less usable 
and favor a 3-cluster approach, further insights are gained by 
using our proposed method with 4 + 1 clusters.

For a cluster quality assessment, the silhouette coef-
ficients (using spherical covariance matrices) in Table 5 
show no major difference between analyzing 4 clusters 
without key accounts ( s = 0.311 ) and the recommended 

(a) Channel structure per segment. (b) Purchasing behavior per segment.

Fig. 5  Clustering using Gaussian Mixture Model (GMM) with included key accounts for K = 3 groups using 1000 initializations and full covari-
ance matrices
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cluster amount by Baudry et al. (2012) with key accounts 
( s = 0.286 ). Nevertheless, the exclusion of key accounts 
results in a slight increase of the silhouette coefficients 
used as quality-assessment criteria. This is the case since 
the less dense and divergent key account areas in the data 
set distort the spherical form of the clusters. This effect is 

more significant for smaller cluster amounts since the key 
accounts are then mixed with smaller customers. Overall, 

(a) Channel structure per segment. (b) Purchasing behavior per segment.

Fig. 6  Clustering using Gaussian Mixture Model (GMM) with excluded key accounts for K = 4 groups using 1000 initializations and spherical 
covariance matrices

Table 4  Customer amounts and 
cumulative revenue per cluster

Excluded key accounts Included key accounts

Customer 
amount

Cumulative revenue Customer amount Cumulative revenue

Group 1 163 2,473,679 210 4,765,025
Group 2 101 2,818,211 189 6,325,530
Group 3 50 2,575,756 41 3,528,945
Group 4 110 4,738,782 – –
Key accounts 16 2,013,072 Compare with group 3

Table 5  Silhouette coefficients for small cluster amounts

a Recommended cluster amounts
Clustering using Gaussian Mixture Model with 1000 initializations 
and spherical covariance matrices

Cluster amount Silhouette coefficients

Excluded key accounts Included 
key 
accounts

3 Cluster 0.376 0.255
4 Cluster 0.311a 0.284
5 Cluster 0.295 0.286a

Fig. 7  Differences of the silhouette coefficients for different cluster 
amounts using 30 cluster assignments with 10 initializations each of 
the EM algorithm and spherical covariance matrices. A positive value 
indicates a higher coefficient if key accounts are excluded. The 1-� 
standard deviation is visualized as an error bar
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quality assessment of clusters is often very case specific and, 
more importantly, the higher linkage between channels and 
customer segments indicate results with greater explanatory 
value.

The differences in the silhouette coefficients between an 
analysis with included and excluded key accounts can be 
analyzed using different amounts of clusters. The analysis 
is given in Fig. 7. The exclusion of key accounts is, when 
using the silhouette coefficient as quality assessment, useful 
for smaller amount of clusters. For cluster amounts higher 
than five clusters, no significant effect is measured since the 
key accounts can be grouped into smaller clusters, resulting 
in less distortion of the larger clusters. For cluster amounts 
of five clusters and fewer, the results are highly significant 
and indicate a clear improvement of the cluster quality if key 
accounts are excluded from the analysis. Since in the appli-
cation of cluster analysis in B2B a smaller cluster amount is 
assumed to be beneficial, as discussed in the section “Appli-
cation of key accounts in customer segmentation and cluster 
analysis”, the exclusion of key accounts improves the result 
in these cases in particular. Overall it can be concluded that 
the proposed method is therefore beneficial for cluster analy-
sis using smaller cluster amounts but does not change the 
cluster quality significantly if used for larger cluster amounts.

The results indicate that the separation of key accounts 
benefits the model identification and also provides a more 
insightful analysis of the customer groups, i.e., since it pro-
vides a better link between customer segments and customer 
channels. Thus, the proposed approach provides marketing 
departments with a method to define customer segments and 
key accounts through a data-centric measure and enables a 
refocus from pure revenue-based approaches to purchasing 
complexity-driven approaches. Also, the proposed approach 
enables a more distinct analysis and therefore provides an 
easier implementation of clustering for customer segmenta-
tion in practical applications.

Conclusion

The proposed two-step approach using a density-based out-
lier detection and then a GMM for clustering customer seg-
ments is able to leverage multiple benefits as shown in the 
case study of a B2B customer segmentation of a Portuguese 
wholesaler.

First, key accounts are separated as recommended from 
the remaining customers applying a common definition of 
key accounts as complex and important customers, while 
using all available customer revenue data. The separated key 
accounts are unique in their complexity, and the density-
based approach is aligned in its consideration with the com-
monly used ABC analysis.

Second, the removal of key accounts enables an easier 
selection of the necessary parameters in setting up the clus-
ter algorithms. The commonly used BIC criterion results in 
more meaningful recommendations after the removal of key 
accounts and enables an easier decision regarding cluster 
amount compared to other studies without out this approach.

Third, the set-up customer segments are also more mean-
ingful and useful in differentiating the customers types. 
All applied quality criteria of the cluster analysis indicate 
slightly better results. This might not be surprising since 
outliers are well known to distort results. Additionally, by 
applying the key account definition as a business rationale, 
outliers are not simply ignored but explicitly included in the 
analysis and handled separately.

The proposed approach provides a more streamlined 
analysis of customer segments and enables a mathemati-
cal model to define key accounts and customer segments 
based on complexity, as well as revenue to improve man-
agement decisions in marketing and sales. Furthermore, 
the conducted analysis and in particular the improved 
results of the customer segments show the importance 
of adding domain-specific knowledge to an analysis, in 
this case key accounts as a commonly used concept of 
marketing management. A pure data-centric approach 
might be limited, and this contribution provides another 
example that data analysis is often improved by combin-
ing the knowledge of multiple domains and the organi-
zational data owners.

In conclusion, the proposed approach provides, 
besides a definition for selecting key accounts, a solu-
tion for the common limitations of cluster analysis for 
customer segmentation. Most notably, the method results 
in less distortion of segments by outliers, the usage of a 
fuzzy cluster assignment instead of a definite one, a more 
distinct and easier set-up of the valid cluster amount, and 
an increased explanatory value of the key account seg-
ment. A limitation of the proposed approach is that the 
selection of the covariance matrix type and the set-up of 
DBSCAN are still conducted manually.

Further research should be conducted to compare dif-
ferent anomaly detection methods besides DBSCAN for 
identifying key accounts and to systematically test the 
usefulness of the approach for different use cases, indus-
trial sectors, and data sets.
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